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DYNAMIC SPEECH SHARPENING 

FIELD OF THE INVENTION 

The invention is related to enhancing automated speech interpretation. 

BACKGROUND OF THE INVENTION 

The field of automated speech interpretation is in increasingly higher 

demand. One use of automated speech interpretation is as an input for 

electronic devices. This may enable a user to simply speak to an electronic 

device rather than inputting commands, or other information, manually, by 

uploading, or by other input methods. Controlling various electronic devices 

through speech may enabl~ the user to use the electronic devices more 

efficiently. 

However, existing technology in the field of automated speech 

interpretation, such as standard speech engines and other devices, are not able 

to interpret natural human speech with a suitable accuracy to sufficiently control 

some electronic devices. Shortcomings in accuracy may have many causes, 

including poor microphones, extraneous noises, unclear speech by the user, an 

accent of the user, a quality of standard search engines, and other causes. 

In light of these and ~ther problems, there is a need for enhanced 

automated speech interpretation that may interpret natural human speech with 

an augmented accuracy. 

SUMMARY 

• One aspect of the invention may relate to a system for enhancing 

automated speech interpretation. The system may be used to sharpen a speech 

interpr~tation made by a speech engine. The system may be modeled at least 

partially after one or more speech pattern recognition techniques used by 

humans. A speech pattern- recognition technique may include interpreting 

speech using words, a word sequence, a word combination, a word position, a 

context, a phonetic similarity between two or more words, a part of speech, or 

other techniques. 

Page 2 of 20



In some embodiments of the invention, the system may receive 

information related to a verbalization made by a user. The system may receive 

this information from a speech engine. The information may include textual 

information, or other information, that may represent a plurality of preliminary 

interpretations of the verbalization made by the user. The plurality of preliminary 

interpretations may be arranged in a predetermined form, such as an array, a 

matrix, or other forms. 

According to various aspects of the invention, the system may include a 

policy module. The policy module may manage and/or provide one or more 

policies that may enable the system to designate one of the preliminary 

interpretations as a probable interpretation of the verbalization made by the user. 

A policy may include one or more policy parameters for distinguishing between 

the preliminary interpretations to designate a probable interpretation. A policy 

parameter may include a policy vocabulary, a word position in the verbalization, a 

word combination, a sentence structure, or other parameters. A policy may 

include a parameter weighting scheme. The parameter weighting scheme may 

weight individual policy parameters according to one or more weighting factors, 

such as, a frequency of use, a difficulty to understand, or other factors. 

The policy module may include a profile policy sub-module. The profile 

policy sub-module may manage and/or provide one or more profile policies. A 

profile policy may correspond to a user. The profile policy may include one or 

more profile policy parameters that may be tailored to the user. The profile policy 

may be used as a base pol!CY in interpreting any verbalizations made by the 

user. The profile policy may be augmented to enable the system to provide more 

accurate interpretations of verbalizations made by the user. The augmentation 

may include a user provided augmentation, such as, providing additional 

vocabulary (e.g. the names in an address book, etc.), providing a personalized 

pronunciation, or other user provided augmentations. The augmentation may 

include a non-user provided augmentation, such as, updates generated by a third 

party (e.g. a commercial administration and/or maintenance entity), or other non­

user provided augmentations. The augmentation may include an automated 
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augmentation, such as alterations made to a profile parameter weighting scheme 

in an automated manner due to past speech patterns of the user, or other 

automated augmentations. Other augmentations may be made. 

The policy module may include a context policy sub-module. The context 

policy sub-module may manage and/or provide one or more context policies. A 

context policy may include one or more context policy parameters that may be 

tailored to a verbalization context. The context policy may enhance an ability of 

the system related to interpreting verbalizations made by the user in the 

verbalization context corresponding to the context policy. A context policy may 

be augmented to enable the system to provide more accurate interpretations of 

verbalizations made in a verbalization context corresponding the context policy. 

The augmentation may include a user provided augmentation, a non-user 

provided augmentation, an automated augmentation, or other augmentations. 

According to various embodiments of the invention, the policy module may 

include a context tracking sub-module. The context tracking sub-module may 

track the verbalization context of a consecutive series of verbalizations by the 

user. The context tracking sub-module may utilize one or more conversation 

trees to track the series of verbalizations. The context tracking sub-module may 

track one or more past vert;>alization contexts of the series of verbalizations, may 

track one or more current verbalization contexts of the series of verbalizations, 

and/or may make predictions regarding one or more future verbalization contexts 

of the series of verbalizations. The policy module may utilize information about 

the verbalization context of the series of verbalizations generated by the context 

tracking sub-module to manage and/or provide one or more context policies. 

In some embodiments of the invention, the system may include an 

interpretation sharpening module. The interpretation sharpening module may 

generate a probable interpretation of a verbalization made by a user. The 

interpretation sharpening module may generate the probable interpretation based 

at least in part on a plurality of preliminary interpretations of the verbalization and 

one or more policies. The plurality of preliminary interpretations may be provided 

by the speech engine. The policies may be provided by the policy module. 
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The interpretation sharpening module may apply one or more policies, 

such as, one or more context policies and/or a profile policy, to the preliminary 

interpretations to generate one or more interpretation scores. An interpretation 

score may be related to the likelihood of a particular preliminary interpretation 

being a correct interpretation of the verbalization. The preliminary interpretation 

corresponding to the highest (or lowest) interpretation score may then be 

designated as a probable interpretation of the verbalization. 

According to various embodiments of the invention, the system may 

include an interpretation history analysis module. The interpretation history 

analysis module may enable the system to augment one or more policies based 

on an analysis of past interpretations related to previously interpreted 

vocalizations. The augmentations enabled by the interpretation history analysis 

module may include an automated augmentation, or other augmentations. 

The interpretation history analysis module may include an information 

storage sub-module. The information storage sub-module may store 

interpretation information related to past verbalizations, such as, one or more 

preliminary interpretations associated with a past verbalization, one or more 

interpretation scores associated with a past verbalization, one or more probable 

interpretations associated with a past verbalization, whether or not a past 

verbalization was interpreted correctly, or other information. 

The interpretation history analysis module may include a frequency sub­

module. The frequency sub-module may use some or all of the information 

stored in the information storage sub-module to generate one or more 

frequencies related to one or more past verbalizations. For example, the 

frequency sub-module may calculate a word usage frequency, a word 

combination frequency, a frequency related to a set of verbalizations that are 

phonetically similar but have distinct meanings, an interpretation error frequency 

for a particular verbalization, or other frequencies. 

Information stored and/or generated by the interpretation history analysis 

module may be used to augment the system. In some embodiments, one or 

more frequencies generated may be used to augment one or more policies. For 
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example, one or more policy parameters and/or a policy weighting scheme of a 

policy may be augmented based on a frequency generated by the interpretation 

history analysis module. Other augmentations using information stored and/or 

generated by the interpretation history analysis module may be made. 

In some embodiments of the invention, the system may include a policy 

agent handler. The policy agent handler may augment, update, remove, and/or 

provide one or more policy agents to the system. A policy agent may include one 

or more context policies. The policy agent handler may be controlled, directly or 

indirectly, by a third party (e.g. a commercial entity, etc.). The policy agent 

handler may augment, update, remove, and/or provide the policy agents to the 

system as part of a commercial agreement, such as a licensing agreement, a 

subscription agreement, a maintenance agreement, or other agreements. 

BRIEF DESCRIPTION OF THE DRAWINGS 

FIG. 1 illustrates an exemplary embodiment of a system for enhancing 

automated speech interpretation. 

FIG. 2 illustrates an exemplary embodiment of a system for enhancing 

automated speech interpretation. 

FIG. 3 illustrates a flow chart of an exemplary embodiment of a method for 

enhancing automated speech interpretation. 

DETAILED DESCRIPTION OF THE DRAWINGS 

FIG. 1 illustrates an exemplary embodiment of a system 110 for 

enhancing automated speech interpretation. System 110 may receive 

information related to a verbalization made by a user. System 110 may receive 

this information from a speech engine 112. The information may include textual 

information, or other information, that may represent a plurality of preliminary 

interpretations of the verbalization. The plurality of preliminary interpretations 

may be arranged in a predetermined form, such as an array, a matrix, or other 

forms. 
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According to various aspects of the invention, system 110 may include a 

policy module 114. Policy module 114 may manage and/or provide one or more 

policies that may enable system 110 to designate one of the preliminary 

interpretations as a probable interpretation of the verbalization. A policy may 

include one or more policy parameters for distinguishing between the preliminary 

interpretations to designate a probable interpretation. A policy parameter may 

include a policy vocabulary, a word position in the verbalization, a word 

combination, a sentence structure, or other parameters. A policy may include a 

parameter weighting scheme. The parameter weighting scheme may weight 

individual policy parameters according to one or more weighting factors, such as, 

a frequency of use, a difficulty to understand, or other factors. 

In some embodiments of the invention, system 110 may include an 

interpretation sharpening module 116. Interpretation sharpening module 116 

may generate a probable interpretation of the verbalization. Interpretation 

sharpening module 116 may generate the probable interpretation based at least 

in part on the plurality of preliminary interpretations. The policies may be 

provided by policy module 114. 

According to variou~ embodiments of the invention, system 110 may 

include an interpretation history analysis module 118. Interpretation history 

analysis module 118 may enable system 110 to augment one or more policies 

based on an analysis of past interpretations related to previously interpreted 

vocalizations. The augmentations enabled by interpretation history analysis 

module 118 may include an automated augmentation, or other augmentations. 

In some embodiments of the invention, system 110 may include a policy 

agent handler 120. Policy agent handler 120 may augment, update, remove, 

and/or provide one or more policy agents to system 110. A policy agent may 

include one or more context policies 

FIG. 2 illustrates an exemplary embodiment of system 110 including policy 

module 114. Policy module 114 may include a profile policy sub•module 210. 

Profile policy sub•module 210 may manage and/or provide one or more profile 

policies. A profile policy may correspond to a user. The profile policy may 
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include one or more profile policy parameters that may be tailored to the user. 

The profile policy may be used as a base policy in interpreting any verbalizations 

made by the user. Profile policy sub-module 210 may enable an augmentation of 

the profile policy. Augmentation of the profile policy may enable system 110 to 

provide more accurate interpretations of verbalizations made by the user. An 

augmentation may include a user provided augmentation, such as, providing 

additional vocabulary (e.g. the names in an address book, etc.), providing a 

personalized pronunciation, or other user provided augmentations. An 

augmentation may include a non-user provided augmentation, such as, updates 

generated by a third party (e.g. a commercial administration and/or maintenance 

entity), or other non-user provided augmentations. An augmentation may include 

an automated augmentation, such as alterations made to a profile parameter 

weighting scheme in an automated manner due to past speech patterns of the 

user, or other automated a1:1gmentations. Other augmentations may be made. 

Policy module 114 may include a context policy sub-module 212. Context 

policy"sub-module 212 may manage and/or provide one or more context policies. 

A context policy may include one or more context policy parameters that may be 

tailored to a verbalization context. The context policy may enhance an ability of 

the system related to interpreting verbalizations made by the user in the 

verbalization context corresponding to the context policy. Context policy sub­

modul_e 212 may enable an augmentation of a context policy. Augmentation of a 

context policy may enable system 110 to provide more accurate interpretations of 

verbalizations made in a verbalization context corresponding the context policy. 

An augmentation may include a user provided augmentation, a non-user 

provided augmentation, an automated augmentation, or other augmentations. 

According to various embodiments of the invention, policy module 114 

may include a context tracking sub-module 214. Context tracking sub-module 

214 may track the verbalization context of a consecutive series of verbalizations 

by the user. Context tracking sub-module 214 may utilize one or more 

conversation trees to track the series of verbalizations. Context tracking sub­

module 214 may track one-or more past verbalization contexts of the series of 
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verbalizations, may track one or more current verbalization contexts of the series 

of verbalizations, and/or may make predictions regarding one or more future 

verbalization contexts of the series of verbalizations. Policy module 114 may 

utilize information about the verbalization context, generated by context tracking 

sub-module 214, to manage and/or provide one or more context policies . 

. In some embodiments, interpretation sharpening module 116 may apply 

one or more policies to the preliminary interpretations provided by speech engine 

112. The policies may include one or more context policies, a profile policy, or 

other policies. The policies may be provided by policy module 114. Applying the 

policies to t~e preliminary ir_,terpretations may generate one or more 

interpretation scores. An interpretation score may be related to the likelihood of 

a particular preliminary interpretation being a correct interpretation of the 

verbalization. The preliminary interpretation corresponding to the highest (or 

lowest) interpretation score may then be designated by interpretation sharpening 

module 116 as a probable interpretation of the verbalization. 

According to various embodiments of the invention, interpretation history 

analy~is module 118 may include an information storage sub-module 216. 

Information storage sub-module 216 may store interpretation information related 

to past verbalizations, such as, one or more preliminary interpretations 

associated with a past verbalization, one or more interpretation scores 

associated with a past verbalization, one or more probable interpretations 

associated with a past verbalization, whether or not a past verbalization was 

interpreted correctly, or other information. 

Interpretation history analysis module 118 may include a frequency sub­

module 218. Frequency sub-module 218 may use some or all of the information 

stored in information storage sub-module 216 to generate one or more 

frequencies related to one or more past verbalizations. For example, frequency 

sub-module 218 may calculate a word usage frequency, a word combination 

frequency, a frequency related to a set of verbalizations that are phonetically 

similar but have distinct meanings, an interpretation error frequency for a 

particular verbalization, or other frequencies. 
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Information stored and/or generated by interpretation history analysis 

module 118 may be used to augment system 110. In some embodiments, one or 

more frequencies generated, may be used to augment one or more policies. For 

example, one or more policy parameters and/or a policy weighting scheme of a 

policy may be augmented based on a frequency generated by interpretation 

history analysis module 118. Other augmentations related to information stored 

on and/or generated by interpretation history analysis module 118 may be made. 

Policy agent handler 120 may augment, update, remove, and/or provide 

one or more policy agents to system 110. A policy agent may include one or 

more context policies. Policy agent handler 120 may be controlled, directly or 

indirectly, by a third party (e.g. a commercial entity, etc.). Policy agent handler 

120 may augment, update,· remove, and/or provide the policy agents to system 

110 as part of a commercial agreement, such as a licensing agreement, a 

subscription agreement, a maintenance agreement, or other agreements. 

FIG. 3 illustrates a flow chart of an exemplary embodiment of a method 

310 for enhancing automated speech interpretation. Method 310 may include a 

verbalization operation 312 .. At verbalization operation 312 a verbalization of a 

user may be electronically captured. The verbalization may be captured by a 

microphone or other electronic audio capture device. 

According to various embodiments of the invention, method 310 may 

include a preliminary interpretation operation 314. At preliminary interpretation 

operation 314 one or more preliminary interpretations of the verbalization may be 

made. The preliminary interpretations may be represented in a textual format, or 

otherwise represented. The preliminary interpretations may be arranged in a 

predetermined form, such as, an array, a matrix, or other forms. Preliminary 

interpretation operation 314 may be performed by speech engine 112. 

The preliminary interpretations may be provided to system 110 at a 

provide preliminary interpr~tations operation 316. The preliminary interpretations 

may be received in system 110 by interpretation sharpening module 116. 

• In some embodiments of the invention, method 310 may include a provide 

policies operation 318. Provide policies operation 318 may be performed 
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concurrently with provide preliminary interpretations operation 316. At provide 

policies operation 318 one or more policies may be selected and/or provided to 

system 110. The policies selected and/or provided may include a profile policy, a 

context policy, or other policies. The policies may be selected and/or provided by 

policy module 114. The policies may be provided to interpretation sharpening 

module 116. 

At an apply policies operation 320, one or more policies may be applied to 

the preliminary interpretations. The policies applied to the preliminary 

interpretations may include the policies provided at provide policies operation 

318, or other policies. Applying the policies to the preliminary interpretations may 

generate one or more interpretation scores. An interpretation score may be 

related to a likelihood of a particular preliminary interpretation being a correct 

interpretation of the verbali?ation. The policies may be applied to the preliminary 

interpretations by interpretation sharpening module 116. 

• According to various embodiments of the invention, at a determine 

probable interpretation operation 322 a highest (or lowest) interpretation score 

may be determined, and a preliminary interpretation corresponding to the highest 

(or lowest) interpretation score may be designated as a probable interpretation. 

The probable interpretation· may represent an enhanced interpretation of the 

verbalization of the user. Determine probable interpretation operation 322 may 

be performed by interpretation sharpening module 116. 

Method 310 may include a store interpretation information operation 324. 

At store interpretation information operation 324, system 110 may store 

interpretation information related to the verbalization. Interpretation information 

may include one or more preliminary interpretations associated with a past 

verbalization, one or more interpretation scores associated with a past 

verbalization, one or more probable interpretations associated with the 

verbalization, whether or not the verbalization was interpreted correctly, or other 

information. The interpretation information may be stored at interpretation history 

analysis module 118. 
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In some embodiments of the invention, some or all of the interpretation 

information stored at store interpretation information operation 324 may be used 

to determine one or more frequencies at a determine frequencies operation 326. 

The frequencies calculated· at determine frequencies operation 326 may include 

one or more frequencies related to past verbalizations, such as, a word usage 

frequency, a word combination frequency, a frequency related to a set of 

verbalizations that are phonetically similar but have distinct meanings, an 

interpretation error frequency for a particular verbalization, or other frequencies. 

Determine frequencies ope.ration 326 may be performed by interpretation history 

analysis module 118. 

In various embodiment, system 110 may decide whether an augmentation 

may be made at an augmentation decision operation 328. The decision 

concerning system augmentation may be based at least in part on information 

generated at determine frequencies block 326, such as one or more frequencies, 

or other information. If system 11 0 decides that augmentation may not be made, 

no further action is taken until another verbalization is captured. 

In some instances, system 110 may determine that augmentation may be 

made and control of system 110 may transfer to an augment system operation 

330. Augment system operation 330 may include making an augmentation to 

system 110. For example, _one or more policies may be augmented in 

accordance with information generated by determine frequencies operation 326. 

The policies augmented may include a context policy, a profile policy, or other 

policies. 
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What is claimed is: 

THIS PAGE BLANK (USPTO) 
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ABSTRACT 

A system and method for enhancing automated speech interpretation. 

The system and method may be used to sharpen a speech interpretation made 

by a speech engine. The system and method may be modeled at least partially 

after speech pattern recognition techniques used by humans. A speech pattern 

recognition technique may include interpreting speech using words, a word 

sequence, a word combination, a word position, a context, a phonetic similarity 

between two or more words, a part of speech, or other techniques. In some 

embodiments of the invention, the system and method may include receiving 

information related to a verbalization made by a user. This information may be 

received from a speech engine. The information may include textual information, 

or other information, that may represent a plurality of preliminary interpretations 

of the verbalization made by the user. 
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