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A Stochastic Segment Model for Phoneme-Based 
Continuous Speech Recognition 

MARI OSTENDORF AND SALIM ROUKOS 

Abstract-Developing accurate and robust phonetic models for the 
different speech sounds is a major challenge for high-performance con
tinuous speech recognition. In this paper, we introduce a new ap
proach lo modeling variable-duration phonemes, called the stochastic 
segment model. A phoneme Xis observed as a variable-length sequence 
of frames where each frame is represented by a parameter vector and 
where the length of the sequence is random. The stochastic segment 
model consists of 1) a time warping of the variable-length segment X 
into a fixed-length segment Y called a resampled segment, and 2) a joint 
density function of the parameters of the resampled segment Y, which 
in this work is a Gaussian density. The segment model represents spec
tral/temporal structure over the entire phoneme. The model also al
lows the incorporation in Y of "acoustic-phonetic features" derived 
from X, in addition to the usual spectral features that have been used 
in hidden Markov modeling (HMM) and dynamic time warping ap
proaches to speech recognition. 

In this paper, we describe the stochastic segment model, the recog
nition algorithm, and an iterative training algorithm for estimating 
segment models from continuous speech. We also present several re
sults using segment models in two speaker-dependent recognition tasks 
and compare the performance of the stochastic segment model to the 
performance of hidden Markov models. 

I. INTRODUCTION 

IN large vocabulary speech recognition , words are fre
quently modeled as networks of subword units such as 

phonemes. In other words, a word is modeled acoustically 
by concatenating phonetic acoustic models according to 
a pronunciation network stored in a dictionary of phonetic 
spellings. A benefit of this approach is that it is not nec
essary for the speaker to train all words in the vocabulary ; 
only the phonetic models need to be trained . The goal of 
this work is to develop an improved approach to modeling 
the acoustics of phonetic units, in the context of a pho
neme-based speech recognition system. 

Hidden Markov modeling (HMM) is one method for 
probabilistic modeling of the acoustic realization of a 
phoneme. Although the HMM approach has been used 
successfully for modeling variable-duration phones [ 1 ]
[3]. speech recognition performance is still far from per
fect. We propose an alternative and novel approach, which 
we will refer to as the stochastic segment model , with the 
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goal of improving speech recognition performance. The 
segment model represents the sequence of observation 
vectors over the entire speech segment of a phone . The 
motivation for looking at speech on a segmental level, 
rather than on a frame-by-frame basis, is that we can bet
ter capture the spectral/temporal structure over the dura
tion of a phone. The usefulness of spectral correlation over 
the duration of a phonetic segment is evidenced in the 
success of segment-based vocoding systems [4], [5]. 

A speech "segment" is observed as a variable-length 
sequence of feature vectors where the features might be , 
for example, cepstral coefficients. The segment model is 
defined on a fixed-length representation of the variable
length observed segment , which is obtained by a time
warping (or resampling) transformation . The stochastic 
segment model uses a multivariate Gaussian density func
tion to describe the resampled segment, and the recogni
tion algorithm chooses the phoneme sequence according 
to a maximum a posteriori rule on the resampled seg
ments. The Gaussian segment models must be estimated , 
or trained, from speech which has been segmented and 
resampled. One solution to the automatic training prob
lem presented here is an iterative algorithm that first 
chooses the maximum probability phonetic segmentation 
and then uses a maximum likelihood density estimate from 
the resampled segments given by the segmentation. Using 
the stochastic segment model, initial experiments have 
demonstrated 74 percent phoneme recognition and 83 per
cent word recognition (350 word vocabulary, no gram
mar) for speaker-dependent, continuous speech recogni
tion . These results compare favorably to discrete HMM 
performance using the same number of phoneme models 
on the same tasks: 62 percent phoneme recognition and 
76 percent word recognition. 

The approach we took to designing a segment-based 
recognition system involved several steps. First , we de
signed a phonetic recognition system using speech which 
had been manually segmented into phones . This system 
used hand-segmented data for both training and recogni
tion. Next, we implemented an automatic recognition al
gorithm that jointly segments and recognizes phonemes, 
and we found that there was a small degradation in per
formance when phoneme segmentations are unknown for 
recognition. Again, the models for the automatic recog
nition experiments were trained from hand-segmented 
speech. Then we implemented a fully automatic training 
algorithm that estimates the phonetic models from contin-
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uous speech without requiring manually segmented data. 
There was no degradation in performance due to using 
automatic training rather than the hand-labeled speech. 
Finally, we incorporated the segment phoneme recogni
tion system into a continous speech word recognition sys
tem. 

Although we are strictly interested in phoneme recog
nition, we use several models per phoneme for some pho
nemes . For example, the three allophones for the pho
neme "T" -flap (DX), unreleased "T" (URT) and 
released ''T'' (T) - are each modeled separately. We refer 
to the acoustic models of these allophones or phones as 
phonetic models. In this paper, we are not rigorous in dis
tinguishing between the two terms phone and phoneme, 
which are used interchangeably . The context should allow 
the reader to disambiguate which unit we are describing. 
As a point of clarification, the observations and the models 
on the segment level represent phones. On the system 
level, the recognition performance is evaluated in terms 
of phoneme recognition. 

The remainder of the paper is organized as follows. 
Section II introduces the segment model and discusses re
lated work by others. Section III describes the segment
based recognition algorithm, and Section IV describes the 
training algorithm. In both Sections UT and IV, we begin 
by describing each algorithm as implemented with pre
segmented speech, and then describe the corresponding 
extension of the algorithm to the case that includes auto
matic segmentation. Section V contains some experimen
tal results for phoneme recognition in the context of sys
tem development. Section VI discusses the incorporation 
of the phonetic segment model in a word recognition sys
tem and presents results on a 350-word continuous speech 
recognition task. Since the best approach to continuous 
speech recognition has thus far been hidden Markov mod
eling, the recognition results of the segment-based sys
tems are compared to the recognition results of HMM sys
tems on the same tasks in both Sections V and VI. Section 
VII discusses the issue of complexity in a segment-based 
recognition system, and compares the segment-based sys
tem requirements to HMM system requirements. Finally, 
Section VIII contains a brief summary and suggestions for 
extensions of the model. 

II. THE STOCHASTIC SEGMENT MODEL 

In this section , we describe the stochastic segment 
model, which consists of a resampling (time-warping) 
transformation and a multivariate Gaussian model for the 
resampled segment. We also mention some benefits of the 
segment structure, relating the different aspects of the 
segment model to other speech recognition approaches. 

A phonetic model must account for both time and fre
quency structure. Most existing techniques, such as dy
namic time warping [6] and hidden Markov modeling [I], 
model time-frequency by finding the best mapping of in
put frames to model states using a dynamic programming 
algorithm and by assuming independence over time for 
scoring spectral observations. The spectral scoring tech-

nique may be based on a minimum distance criterion [7] 
or on a maximum probability criterion, where probability 
can be represented using discrete distributions [ 1] or con
tinuous distributions [8], [6]. Our goal is to better model 
the time dependence of spectral features in a phoneme. 
We accomplish this by using a constrained (but fixed) 
time-warping algorithm to give a fixed-length segment, as 
opposed to dynamic time warping. The fixed length seg
ment is a sequence of spectral parameters which can be 
modeled jointly by a probability density function. 

Observe a variable-length sequence of frames of speech 
X = [x,, x2, • • • , xd where X; is a k-dimensional feature 
vector and L is the length of the segment. Given X, we 
can find the fixed-length representation Y = X TL = I Y1, 

y2, • • • , y,,,] using a resampling or time-warping trans
formation TL . TL is an L X m matrix, so Y is an m-length 
sequence of k-dimensional vectors or a k x m matrix . Y 
can be thought of as the underlying spectral trajectory of 
X, and Xis the realization of Y with random length L due 
to variations in speaking rate . The phonetic segment 
model is based on the resampled segment Y. Specifically, 
the segment model for each phone a is a conditional prob
ability density of the resampled segment given that phone: 
p(Yla). 1 In this work, the density p(Yla) is assumed 
to be a multivariate Gaussian which represents the entire 
fixed-length segment, Y, a km-dimensional model. 

Resampling Transformations 

The resampling transformation TL is an L x m matrix 
used to transform an L-length observed segment X to an 
m-length resampled segment Y. In the transformed seg
ment Y, each feature vector Y; is called a sample of the 
segment. Sampling, or "resampling," involves choosing 
m points in k-dimensional space which fall on the trajec
tory defined by the L observations which make up X. We 
consider two approaches for variable- to fixed-length 
transformations: linear time sampling and space sam
pling. 

Linear time sampling simply involves choosing m 
equally spaced times at which to resample the segment 
trajectory. With linear time sampling, the transformation 
T1, depends only on the observed segment length L. Space 
sampling involves choosing m sampling points which are 
equidistant (using Euclidean distance) along the segment 
trajectory in the k-dimensional feature space. With space 
sampling, TL is a function of the observed segment X. 
Fig. I illustrates linear time sampling and space sampling 
of a two-dimensional segment trajectory, such as the tra
jectory of the first and second cepstral coefficients. Note 
that fast transitions are sampled more densely by space 
sampling than by linear time sampling, causing fast tran
sitions to be weighted more heavily in the representation 
Y when, in fact, the steady-state regions may represent a 
much larger proportion of the segment trajectory over 
time. To compensate for this effect, we compute a weight 

1Since the submission of thi s paper, an alternative formulation was de
veloped where the segment model is a probability density of the observed 
segment X (see [91). 
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Fig. I. Linear time sampling and space sampling of a two-dimensional 
trajectory. The circles represent actual observations. The arrows below 
the trajectory represent linear time-sampling points, and the arrows above 
the trajectory represent space-sampling points. 

for each space sample, proportional to its duration in 
frames, for use in the pattern matching algorithm. Both 
the pattern matching algorithm and the weighting algo
rithm will be described further in Section III. 

Ti can also be described by the m-length vector of sam
pling times [t1, • • • , tmJ- If a sample time is an integer, 
say t; = j, then the sample value is the observation x1 . If 
a sample time is noninteger, such as t; = 1.5, then the 
sample value is found by interpolating between the two 
nearest observation vectors, x 1 and x2 in this case . An
other option in choosing a transformation TL involves 
sampling without interpolation, which simply means using 
the observation x1 closest in time to the sampling time. 
For example, using either space sampling or linear time 
sampling as described above, the resulting vector of sam
pling times is [ti, • • • , t,,,J. Sampling without interpo
lation would yield the vector r ,; , · · · , ,;,, ] where the new 
times are the nearest integer times t/ = Int ( t;) which cor
respond to actual observation times. A practical benefit of 
not interpolating between samples is that interpolation re
quires more computation than simply using the closest ob
servation in time. 

Both linear time sampling and space sampling are fixed 
warping algorithms in that they depend only on the ob
servation X, not on the phoneme model. An example of a 
warping algorithm which is dependent on both X and the 
model is dynamic time warping . We conjecture that a fixed 
warping which constrains the warping path over the pho
neme is more robust for modeling spectral/temporal struc
ture than dynamic time warping because the fixed warping 
does not allow extreme warpings that can result in rec
ognition errors. However, we did not implement dynamic 
time warping to compare it to our choice of fixed-warping 
algorithms. Dynamic time warping within a segment is 
much more computationally expensive than the fixed 
warpings we have considered. 

To illustrate the concepts of segments and resampling, 
consider a simple example using a two-dimensional fea
ture space ( k = 2 cepstral coefficients) and using m = 4 
samples in the fixed-length model. Fig. 2(a) illustrates an 
observed phoneme segment X of length six and the resam-

C1 

C2 
(a) 

·-11 f: :;; !1 
(b) 

Fig. 2. (a) A six-frame observed segment Xis resampled using linear time 
sampling with interpolatinn , which results in a length-four resampled 
segment Y = XT6 . A circle ( ,-. ) represents an observed frame . and a 
cross (+)represents a resampled segment value. (b) The transformation 
matrix T6 for linear time-sampling with interpolation . 

pied segment Y. The circles in the figure denote the ob
served frames of X, and the crosses denote the resampled 
values associated with linear time sampling using inter
polation. The 6 x 4 ( L x m) linear sampling matrix is 
given in Fig. 2(b). (Had we sampled without interpola
tion , the nearest points to the arrows would have been 
chosen, and the corresponding T6 matrix would have the 
same element values rounded to I or 0.) The probability 
of this segment given a phoneme ex would be computed 
using the values in the trajectory of Y. 

Probabilistic Model 

As we have mentioned , the segment model is a multi
variate Gaussian based on the resampled segment Y. The 
density p(Ylex) or, equivalently , In [p(Ylex)], can be 
thought of as a pattern match score for a segment Y and 
phoneme ex. Recall that the resampled segments have km 
dimensions where k is the number of spectral features per 
sample and m is the number of samples. In this work, 
typically k = 14 and m = 10. Consequently, the segment 
model has 140 dimensions, ten 14-dimensional vectors of 
cepstral coefficients . In order to estimate the full 140-di
mensional covariance matrix for each phone , we would 
need more than 140 observations of each phone to ensure 
that the covariance matrix is not singular. Currently, we 
do not have sufficient training data for this estimate, so 
we must make some simplifying assumptions about the 
structure of the model. For most experiments, we assume 
that the m samples in the resampled segment are indepen
dent of each other, which gives a block diagonal covari
ance structure where each block in the segment covari
ance matrix corresponds to a sample covariance. The log 
of the conditional probability of a segment Y given pho
neme cx can then be expressed as 
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where p1 ( y1 I a) is a k-dimensional multivariate Gaussian 
model for the jth sample in the segment. P; ( y1 I a) -
N ( /J.J, C1 ) where µ.1 and C1 are, respectively, the mean 
and covariance of the jth sample and the notation N ( µ., 
C) refers to a normal (Gaussian) density with mean µ. and 
covariance C. p1 ( y1 I a) is estimated separately for each 
sample in each phoneme, so the density is both sample
dependent and phone-dependent. The block-diagonal 
structure also saves a factor of m in storage of covariance 
matrices and a factor on the order of m 2 in probability 
computation . In addition, in training the block diagonal 
structure, it is only necessary to invert m k x k matrices , 
instead of a full km x km matrix. The disadvantage of 
this approach is that the assumption of independence is 
not really valid . In particular, if the resampling method 
disallows interpolation , adjacent samples may be identi
cal. In practice, making the independence assumption 
simply means not taking full advantage of the segment 
structure, which can model correlation between samples. 
In this case, the segment model is similar to a continuous 
HMM with a constrained state sequence. 

The block-diagonal structure can also be used to model 
covariance in time instead of in frequency by rearranging 
the feature matrix Y by spectral coefficients rather than by 
samples . In this case, y1 would be an m-dimensional vec
tor whose components are the values of the jth feature 
over the duration of the resampled segment. Using a 
block-diagonal covariance structure, there are k blocks, 
and p1 ( y1 I a) is the m-dimensional Gaussian model for 
the jth block. The recognition results for this structure 
were disappointing and are not reported in this work. One 
reason for this might be that the greater variability in time 
correlation may require a larger training set for reliable 
covariance estimates. Time correlation is being further in
vestigated with a variation of this segment model which 
is described in [9]. 

It is likely that more detailed probabilistic models will 
yield better recognition results than the simple Gaussian 
model. For example, Gaussian mixture models [ 10] and 
context-dependent (conditional) models [2], [3] seem to 
be useful alternatives to simple phoneme models. How
ever, we begin with a simple Gaussian phoneme-based 
model to prove feasibility of the segment structure . More 
detailed models will be discussed briefly at the conclusion 
of this paper. 

Properties of the Segment Model and Related Work 

There are several aspects of the stochastic segment 
model which we consider to be useful properties for a 
speech recognition system. These properties are time
warping constraints, the use of time-frequency correla
tion, a structure which allows segmental feature measure
ments, and an automatic training algorithm. 

The transformation TL, which maps the variable-length 
observation to a fixed-length segment, constrains the time 
warping over the phoneme duration. For example, a lin
ear time-warping algorithm would result in a piecewise 
linear mapping between observations on model states, 

where the mapping is linear over the duration of a pho
neme. The time-warping constraint prevents the possibil
ity of any extreme warpings, such as mapping most of the 
acoustic observations to only one state of the phoneme, 
which could result in speech recognition errors. Kopec 
and Bush [7] also use a piecewise linear warping algo
rithm for these reasons. By constraining the time-warping 
algorithm , the model has a tighter duration constraint than 
that used in other models . For example, HMM's model 
the time warping by using state transition probabilities, 
allowing any warping (albeit low probability) [l] . Dy
namic time-warping systems [6] typically use slope con
straints to control the possible warpings, a local constraint 
that would still allow states of a phoneme model to be 
ignored .,We believe that a constrained warping is a useful 
feature of the algorithm, although this claim is debatable. 

Second , the segment model is a joint representation of 
the phoneme, so the model can capture correlation struc
ture on a segmental level. In hidden Markov modeling , 
frames are assumed conditionally independent given the 
state sequence . With dynamic time warping , all obser
vations are assumed independent. In the segment model , 
no assumptions of independence are necessary . However, 
in the work reported here , we do not take advantage of 
this aspect of the segment model since we use the as
sumption of sample independence [as given by (I)] be
cause of limited training data in this study . We leave ex
perimentation with time-frequency correlation in the 
segment model for future work. Makino and Kido [I l] 
have reported results which model time-frequency cor
relation by using a segment-like structure for speech rec
ognition referred to as the time-spectrum pattern (TSP). 
The full Gaussian covariance is used because the TSP has 
only 24 parameters , which are generated by taking the 
first five frames of a phoneme (a particular choice of the 
resampling transformation) and reducing the number of 
total spectral parameters using principle component anal
ysis . A disadvantage of this model is that the whole pho
neme is not included in the model. 

By using a segment model , we can compute segment 
level features for phoneme recognition. In other words, 
since a segment spans an entire phoneme, the segment 
model provides a good structure for incorporating seg
ment-level acoustic-phonetic features in a statistical 
(rather than rule-based) recognition system. By segment
level features , we mean features measured over the time 
span of a segment. For example, one might want to mea
sure and incorporate the peak frequency of a formant or 
the average slope of a formant. Most other statistical rec
ognition systems can incorporate only those acoustic
phonetic features which are measured on a frame-by-frame 
basis, such as short-time energy [12] and derivatives of 
spectral features [13], [14]. Since this work was submit
ted for publication, another system for incorporating seg
mental features has been proposed. Bush and Kopec [15] 
have reported results using several acoustic- phonetic fea
tures in their network-based recognizer, although the only 
useful segmental features were segment duration and peak 
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low-frequency energy. In the work presented here , we 
only investigate one segment-level feature: phoneme du
ration (Section V). 

We point out that one important difference between the 
work reported here and that reported for many other 
models, excluding HMM's, is that we describe an auto
matic training algorithm with convergence properties and 
show that automatic training does not degrade perfor
mance relative to using hand-labeled training data. Kopec 
and Bush [7], [15] use a hand-segmented database for 
training initial models and bootstrap from these models to 
train models using new data . However, they make no 
claims as to properties of the bootstrapping technique nor 
do they show the effect of bootstrapping on recognition 
performance relative to hand labeling. Both Bocchieri and 
Doddington [6] and Makino and Kido [11] require hand 
alignment of tokens for training their models, although a 
bootstrapping algorithm could be developed for these 
techniques as well. Since there is a good possibility that 
performance will degrade in moving to automatic training 
algorithms , we feel it is important to demonstrate that our 
automatic training algorithm yields a system which per
forms as well as the system based on hand-segmented 
data . 

Ill . RECOGNITION ALGORITHM 

In this section, we describe the algorithm for recogni
tion using Gaussian segment models. We begin with the 
simple case of phoneme recognition in continuous speech 
using presegmented input data . Next, we generalize the 
algorithm to automatic recognition , that is, joint segmen
tation and recognition of the input speech. 

The goal of the recognition algorithm is to maximize 
the recognition rate, which is the probability that the rec
ognized phoneme & (or word) equals the true phoneme a 
(or word) . To accomplish this, we choose the phoneme 
sequence which maximizes the probability of the resam
pled segments, the maximum a posteriori (MAP) proba
bility phoneme sequence. More specifically , the observed 
segments are first transformed to resampled segments, and 
the MAP probability phoneme sequence is found by com
puting probabilities of the resampled segments according 
to the collection of phonetic models { p ( YI a) } . 

Known Segmentation 

Begin by assuming that we are given a segment X = 
[xi, • • • , xi], which is transformed to the resampled 
segment Y = XTL = [ y 1, • • • , Ym] . The recognition 
algorithm is then a MAP rule given the resampled seg
ment Y: 

& = argmaxp(alY) 
" 

or, equivalently , using Bayes' rule and the fact that the 
segmentation is known, 

& = arg max In [ p (YI a) p (a)] ( 2) 
" 

where In [ p (YI a)] is factored by samples (1) and can 
then be expressed as 

In [p(Y, a)] 

m T 

-(mn / 2) In (2-ir) - 1/ 2 -~ ((Y; - µj(a)) 
1= I 

• Cj(ar\yj - /.tj(a)) + In lq(a)I] (3) 

where /.tj (a) and Cj (a) are the mean and covariance of 
the jth sample of phoneme a and I C I is the determinant 
of C. Maximizing In [ p ( Y, a)] is equivalent to minimiz
ing 

D(Y, a)= -~ [(Yj - µj(a))TC/ar 1 

1 = 1 

• (yj - µj (a)) + In lc/a)I] (4) 

which is the function actually implemented in the recog
nition system. All models are assumed to be phone-de
pendent unless otherwise stated. 

One can think of In [ p ( YI a)] simply as a pattern match 
score, so other pattern matching algorithms can be used 
with the segment model. For example , the weighted Eu
clidean distance is another method of scoring segments 
which can be used in a minimum distance pattern match 
algorithm. The weighted distance measure for the seg
ment model with m samples is 

m 

d(Y, a)= -~ (yj - µj(a))r~(a)(yj - µj(a)). 
1 = 1 

(5) 

The Mahalanobis distance measure is one example of a 
weighted distance measure where the weight ~ (a) is 
equal to the inverse covariance of the distribution: 
Cj ( a ) - 1. Observe that the Mahalanobis distance differs 
from the Gaussian log probability only by the determinant 
term. The minimum distance pattern matching approach 
is equivalent to a multisection VQ [16] using zero-rate 
codebooks. Note , however, that the Mahalanobis distance 
proposed here is phone-dependent, and the reported VQ 
codebook results do not use model-dependent distance 
measures. 

Another example of a weighted distance measure would 
be weighting sample probabilities according to the sample 
duration, which is useful when using space-sampling 
transformations because space sampling emphasizes spec
tral transitions more than steady-state regions . In this case, 
the segment "score" is 

m 

d(Y;a) = -~ wj ln[pj(Jjla)] (6) 
1= I 

where wj is the weight corresponding to the duration in 
time of the jth sample in the resampled segment 

Wj = 0.5(tj + I - tj - 1) (7) 

using tj as the sampling times defined in Section II and 
assuming t0 = 0 and tm + 1 = L + 1. 
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In order to discuss recognition of a sequence of pho
nemes, it is first necessary to introduce some notation. 
The underbar notation denotes a sequence . For example, 
X = { X; L= 1.n is a sequence of n observed segments and 
X = { Y;}; = i .n is the corresponding sequence of resam
pled segments . A segmentation of a sequence of N input 
frames ! = { x1 } , = 1. N is represented as ~ = { s ( i ) }; = 1. 11 

where s ( i) is the index of the last frame in the ith seg
ment. Using this notation, X; = I x,u - 11 + 1, • • • , x,u i1 
where s(O) = 0. X; is a segment of length l(i) = s(i) 
- s ( i - l) and Y; = X; TL(i)· 

The recognition algorithm for a sequence of phoneme 
segments with known segmentation is based on the as
sumption that consecutive phonemes are independent. 
Under the assumption of phoneme independence , each 
observed segment X; is individually resampled to a fixed
length segment Y;, which is used to find the MAP prob
ability phoneme &; . The recognized phoneme sequence is 
given by 

g = arg max In (p(!'.l_g)p(_g)] (8) 
!! 

where g = { &; }; = i.n· Since we assume that the phonemes 
are independent, we have 

with the probability score given in (3). Note that this is 
equivalent to recognizing the segments independently 
using (2). 

The minimum distance pattern match approach is anal
ogous to (8), except that the probability score is replaced 
with a distance score (5) and "maximum" is replaced with 
"minimum." 

Unknown Segmentation 

In the automatic recognition system , we determine the 
segmentation of the input speech and recognize the pho
nemes. The Bayesian approach to finding the likelihood 
of a phoneme sequence is given by 

( 10) 

where the notation f (,~) is used to denote the dependence 
of the resampled segment sequence on the segmentation. 
Since this approach is computationally expensive , we in
stead use a maximum likelihood detection method when 
some signal parameters are unknown [17, p. 292] . We 
consider the segmentation of the input speech as an un
known parameter. For each hypothesized sequence of 
phonemes, we determine the most likely segmentation by 
maximizing the likelihood 

l(_g) = max In [p(f(~)l_g)p(_g)]. (II) 

Then, the recognized phoneme sequence is obtained hy 

g = arg max /(_g) . 
~ 

( 12) 

This process is equivalent to I) hypothesizing all possible 
segmentations , 2) transfom1ing the segments to resam
pled form, 3) finding the hest phoneme sequence and cor
responding likelihood for each hypothesized segmenta
tion (8) , and 4) choosing the maximum likelihood 
phoneme sequence out of this set. For practical reasons, 
(l l) is not strictly implemented . We use a sum of 
weighted log segment probabilities for the phoneme pat
tern match score, which is described below. 

Joint segmentation and recognition involve allowing a 
variable segment rate where the average segment rate is 
controlled by incurring a cost for each segment used in 
recognition. This cost controls the phoneme insertion rate 
and can be thought of as the log probability term which 
corresponds to the distribution of the number of phonemes 
per sentence. The segment recognition system requires an 
additional cost factor because, for segments with ob
served length l > m, not all input observations contribute 
to the segment score. This aspect of the system tends to 
favor longer segments, which will have a lower average 
score (higher probability) per input observation . To com
pensate for this factor, each segment score is weighted by 
the duration of that segment, which ensures that an L
length observation contributes a proportionately large 
score. The score for a segmentation to be maximized over 
all allowable segmentations is then 

fl 

l(XI!!) = i~I {In [p(Y;la; )]L(i) 

+ In [ p ( a; ) ] + C } ( l3) 

where n is the number of segments, C is the cost per seg
ment, L(i) is the duration of the ith segment in frames , 
and Y; is determined by ~- The parameter C is used to 
control the phone insertion rate and can be thought of as 
corresponding to the log probability of the phone rate 
(number of phonemes/utterance). Note that J(fl!!) re
places In [p(f(~)l!!)P(!!)] . Although this score is not 
strictly a likelihood, it can be thought of as an approxi
mation of the probability of the l-long observation X 
which is based on the average sample score of Y. Note 
that using duration as a normalization factor in joint seg
mentation and recognition is different from using duration 
information as a feature in computing the probability of a 
sample. The duration weight adjusts the segment score 
independently of template duration, while the duration 
feature score is the conditional probability of the observed 
segment sample duration , given the template sample du
ration. 

An efficient solution to (12) (modified to have weighted 
scores) is implemented using a dynamic programming al
gorithm. More specifically , at each time t , we compute 
the score for the best phoneme sequence ending at time t : 

Ji*= max {1: +Inf p(Y(T, t)la)](t - T) 
T,CX 

+ In (p(a)] + c} ( 14) 
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where Y( T, t) = [X, + 1 • • • X,] T,_, and 17 is the score 
of the best phoneme sequence for the best resampled seg
ment sequence for the observations { x1 } /= l.r· The pho
neme a* and the previous phoneme ending time T* which 
maximize (14) are saved for determining the final recog
nized phoneme sequence. The solution at the end of a sen
tence, time t1 , is given by J,J . The complexity of the 
search is proportional to the product of the number of 
phonetic models and the number of allowable phone du
rations . 

IV. TRAINING ALGORITHM 

In this section, we look at training the segment model. 
We begin by describing the algorithm for estimating the 
models from a given segmented phoneme sequence. Next, 
we describe an algorithm for finding phoneme segmenta
tions, given phoneme transcriptions and segment models . 
Finally, we show that the iteration of these two steps con
verges to a locally optimal collection of segment phoneme 
models . 

Parameter Estimation 

Given segmented data, it is possible to estimate the 
phonetic segment models from the statistics of the resam
pled segments . The phoneme a priori probabilities are es
timated from the relative frequency of the phonemes in 
the training sequence. Assuming independent samples, a 
phonetic model is given by the m independent k-dimen
sional sample models. Therefore, it is simply necessary 
to estimate the sample Gaussian model for each of the m 
samples in each phoneme model from the statistics of the 
resampled phoneme segment samples. The sample den
sity N ( µ1 , C1 ) for the jth sample of the phoneme a is 
determined by the maximum likelihood estimate for the 
mean and covariance from the set of resampled training 
vectors that map to sample j of phoneme a : { Y;_ 1; Y; E 

A"' } , where A"' is the set of all training segments Y; which 
are transcribed as phoneme a and Y; ,J is the )th sample of 
the resampled segment Y; . 

It may be the case that there are not enough observa
tions for some phonemes to estimate even a k-dimensional 
phone-dependent covariance model. There are several ap
proaches to parameter estimation with small amounts of 
training . The approaches we investigated all involved 
making assumptions about the structure of the covariance 
matrix, such as a diagonal covariance or a phone-inde
pendent covariance. The best experimental results were 
achieved with the following scheme. With several obser
vations, we can estimate parameter variance reasonably 
well, even though we might not have a good estimate of 
covariance. In this case, we use a diagonal covariance 
model. When there are even fewer observations of the 
phoneme, it is necessary to use a phone-independent co
variance. (The phone-independent covariance is sample
dependent, however.) Thresholds for the different co
variance structures are determined empirically as a func
tion of the dimension of the feature space k. The results 
reported here are based on a threshold of k using the 

phone-dependent diagonal covariance and 2k for using the 
phone-dependent block-diagonal covariance. For phones 
that are observed fewer thank times, a phone-independent 
covariance is used. 

Automatic Segmentation 

Given a collection of Gaussian segment models, it is 
possible to find a good phoneme segmentation of a sen
tence when the phonetic transcription of the sentence _!! is 
known . (Phoneme transcriptions can be generated auto
matically from word transcriptions given a word pronun
ciation dictionary .) The algorithm is simply a full search 
of all possible segmentations ~ of the observed spectral 
vectors :! for the maximum probability segmentation ~ 
given the phoneme transcription _!!. 

~ = arg max l(s) 
! -

where the likelihood of a segmentation is given by 

/(~)=In [p(.r(~)\.!!)P(.!!)] 

( 15) 

As in the recognition algorithm, we actually compute the 
sum of weighted log segment probabilities, so J (XI!!) 
replaces In [p(!'.'(~) I .!!)P(.!!)l (13) . 

An efficient solution to the maximization is based on an 
algorithm which is similar to that described in the pre
vious section. Specifically, at each time t and for each 
possible i, we compute the score for the best i-length pho
neme sequence ending at time t: 

Jf(i) = maxJ,(Y;\a;) ( 17) 
y , 

where J, ( Y; I a; ) is the score of observations Y; = [ Y1, 

· • • , Y;] given known phoneme sequence a; = [a 1, 

• • • , a;]. Using a dynamic programming solution, com
pute J,*(i) by maximizing over the possible phoneme du
rations : 

J 7 ( i ) = max { J 1 ( i - 1 ) 
T 

+ In [p(Y(T , t) \a ; )] (t - T)} (18) 

where Y(T, t) = [X7 + 1 • • • X,]T,_,. Since the phoneme 
sequence is known in this case, the terms In [p(a; )] and 
C in (13) do not affect the solution. The solution at the 
end of a sentence, time 11 , is given by Jt (n) . In auto
matic segmentation, the complexity of the search is pro
portional to the product of the number of segments in a 
sentence and the number of allowable phoneme durations . 

Since the number of phonemes in the sequence is 
known, the duration weighting and insertion cost de
scribed in the previous section are not necessary; how
ever, the duration weighted score (13) results in slightly 
better performance than the strict probability score in that 
the average segmentation error is smaller when compared 
to hand-segmented data. 
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Iterative Training Algorithm 

Using the two steps described above, parameter esti
mation and automatic segmentation, we can define an it
erative algorithm for automatically training the segment 
models from continuous speech . 

Given: 
• Phoneme transcription for training data. 
• Initial Gaussian models for all phonemes: 

{ Po( YI a)} . 
• t = 0. 
Iterate : 
I) Find the maximum probability segmentation ~r of the 

training data for the given transcriptions and the current 
probability densities { Pr ( YI a) } . 

2) Find the maximum likelihood estimate for the den
sities { Pr+ 1 ( YI a) } using t . 

3) t < = t + 1 and go to Step I). 
Observe that with each step , the likelihood of the seg

mentation l ( ~r) (16) increases for the given phoneme se
quence . In Step I) , the new segmentation is the most likely 
segmentation for the current phoneme models, which must 
be at least as probable as the previous segmentation. Jn 
Step 2), the new densities increase the probability of the 
current segmentation by definition of the maximum like
lihood estimate. If there are at least two observations of 
every phoneme in the transcription sequence and there are 
no two input observations with any identical features, then 
the probability of the transcription sequence is finite for 
any segmentation. There is a finite number of possible 
segmentations because the length of the training data is 
finite , so l ( ~') is bounded by the likelihood of the best 
segmentation. Therefore , the segmentation likelihood se
quence / ( ~r) converges to a local optimum. The sequence 
of segmentations converges to a local optimum when the 
segmentation likelihood sequence converges to a local op
timum because there is a finite number of possible seg
mentations and the search for the maximum likelihood 
segmentation in Step l) is ordered . Hence , the iterative 
training algorithm converges to a locally optimum collec
tion of models . 

V. PHONEME RECOGNITION RESULTS 

Our approach to building a recognition system was : 
first, to test the algorithm and determine the model struc
ture using hand-labeled data ; second, to determine the 
performance with an automatic recognition algorithm; and 
finally, to demonstrate similar performance with an au
tomatic training algorithm. In this section, we will present 
results for all three steps on a phoneme recognition task. 
These experiments represent the system development ef
fort. The following section on word recognition describes 
the evaluation of the segment model in the context of a 
speech recognition system. 

All experiments use m = 10 samples per segment and 
k = 14 cepstral coefficients per sample. These values are 
based on work in segment quantization [4], and limited 
experimentation with segment models for phoneme rec
ognition confirmed that these values represent a reason-

able compromise between complexity and performance for 
the segment-based recognition system as well as the quan
tization system. (Note that increasing the sample length 
improves performance or at worst does not degrade per
formance, but also increases complexity.) The possibility 
of using different numbers of samples in the models for 
different phonemes was not investigated in this work be
cause we felt that it would increase the system complexity 
without providing performance improvement. When an 
observed segment is shorter than the model length , it is 
resampled by repeating the observed frames. Therefore, 
shorter phones will have models where the neighboring 
state distributions are quite similar. Information may be 
duplicated in the models, but there is no information lost 
and no lack of data for training the additional model states. 
Therefore, there is no advantage to using shorter length 
models when successive model samples are assumed in
dependent. The idea of using variable-length models 
would be more useful in an alternative version of the sto
chastic segment model [9] which does not resample short 
phonemes by repeating observations. 

We estimate the expected recognition rate by looking 
at the average recognition rate on an independent test set 
of continuous speech. We have 61 phonetic classes to dis
ambiguate. However, in counting errors, different phones 
representing the same English phoneme can be substituted 
for each other without causing an error. For example, an 
" AX" (schwa) recognized as "IX" (fronted schwa) is 
considered acceptably correct, as is a "URT" (unre
leased T) recognized as a ''T . ' ' In this sense , all recog
nition rates presented represent " acceptably correct" rec
ognition rates on the 61 different phonetic models used. 
The recognition rate is the correct recognition rate for the 
42 phonemes we use for English . The phoneme recogni
tion rate (42 phonemes) is typically 6- 8 percent higher 
than the phonetic recognition rate (61 phones) . 

The database used to determine model parameters and 
structure is a single-speaker , continuous speech collection 
of 109 sentences, of which nine sentences are reserved 
for testing. The training set represents about 5 min of 
speech or 3000 phonemes. The test set contains 270 pho
nemes. Both the test and the training set are hand labeled 
and segmented, using a 6 I-symbol phonetic alphabet to 
represent the different acoustic realizations of 42 pho
nemes in English . The speech is sampled at 20 kHz, and 
frames of speech are analyzed every 10 ms using a 20 ms 
Hamming window. A mel-warped cepstral analysis is 
used , resulting in a vector of the first 14 mel-warped cep
stral coefficients for each analysis interval. The zeroth 
cepstral coefficient , which primarily represents energy , is 
not used. 

Hand-Segmented Training and Recognition Results 

In order to more efficiently evaluate different parame
ters of the segment model , the initial segment-based pho
neme recognition results are based on hand-segmented in
put speech for both training and test. In this section, we 
discuss experiments involving variations in the pattern 
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match criterion (distance versus probability), the resam
pling algorithm, the phoneme covariance structure, and 
the use of a duration feature. There are no insertion rates 
reported in this section because the segmentations are 
known, so there are no insertions or deletions of phonetic 
events in the recognized phoneme string. 

The first results compare phone-dependent diagonal and 
block-diagonal covariance structures as a preliminary 
measure of the usefulness of the block-diagonal covari
ance structure. Also, for comparison , we include the per
formance of the Euclidean and Mahalanobis minimum 
distance pattern match algorithms (5). Table I summa
rizes the results for the log Gaussian probability and Ma
halanobis distance . The Euclidean distance is equivalent 
to a Mahalanobis distance with a covariance matrix equal 
to the identity matrix. All results are based on linear time
sampling with interpolation . The three results demon
strated that : I) using more detailed covariance structure 
improves recognition, even for relatively little training 
data (from I to 120 observations per model) , and 2) the 
Gaussian pattern match is slightly better than the Mahal
anobis distance . The only difference between the Mahal
anobis distance and the Gaussian model is the use of the 
determinant of the covariance in the pattern match score. 
All remaining experiments will assume a Gaussian pattern 
match and a phone-dependent block-diagonal covariance. 

Next , we looked at different segment resampling tech
niques. Using interpolation, we compared linear time 
sampling and space sampling, using the weighted proba
bility in the case of space sampling. The weighted prob
ability (6) improves the performance somewhat (2 per
cent) for space sampling. Space sampling with 
interpolation produces slightly better results than does lin
ear time sampling with interpolation, as predicted by the 
segment quantizer results [4] . Next , we compared the two 
warping techniques without using interpolation. Here, the 
linear time-sampling result improves, while the space
sampling result does not. The most promising result is 
gained using linear time-sampling without interpolation . 
Consequently , further experiments are based on linear 
time sampling without interpolation, unless otherwise 
specified. 

The improvement in performance associated with not 
interpolating samples is probably because interpolation 
introduces some undesirable spectral smearing. For ex
ample, interpolating over a region of large spectral vari
ation, such as between a burst and a vowel onset, might 
result in nonspeech-like spectra. That interpolation intro
duces spectral smearing can be shown by plotting the tem
plate means and variances for both cases. In most cases , 
the means and variances are close for the different pho
nemes, but there are several phonemes which show a clear 
increase in variance for at least the first few cepstral coef
ficients . These phonemes are "IY," "IH ," "UW," 
''F , '' ''S'', and ''TH.'' 

We also considered a few different covariance estimates 
for the Gaussian models as a study in robust algorithms 
for covariance estimates. Different combinations of using 

TABLE I 
RECOGN IT ION PERFORMANCE FOR TH E MAH ALANOB IS D IST ANCE AND THE 

LOG G AUSSIA N PROBABILITY AS A F UNCTION OF COVARIANCE STRUCTURE 

Covariance Stru cture 

Euclidean (W=I) 
Diagonal 
Block Diagonal 

% Phonetic Recognit ion 

Mahalanobis Dist 

62.6 
66 .7 
70.7 

Gaussian Prob 

70 .0 
73 .3 

phone-dependent or phone-independent covariances, 
block-diagonal or diagonal covariances , were evaluated. 
All results were based on linear time sampling without 
interpolation. In the subset of phonemes infrequently ob
served ( less than 30 times), we were able to improve rec
ognition performance from 14 to 78 percent by using dif
ferent combinations of covariance estimates . Looking at 
the performance for the entire phoneme set, recognition 
performance improved from 68.1 percent for using only 
phone-independent covariances to 78 .5 percent for the 
best case covariance estimates. This best result will be 
referred to as the robust covariance estimate and is based 
on the algorithm described in Section IV, which uses pro
gressively less complex covariance structures as the 
number of observations for a phoneme decreases . The 
phone-independent covariance is considered the simplest 
structure. The recognition results for the best case (ro
bust) phone-dependent result and the worst case phone
independent result are given in Table II. 

Finally, we investigated the use of segmental features 
by including a duration feature in each sample. Duration 
feature experiments involved comparing several different 
variations of the sample duration feature for both linear 
time sampling and space sampling. All experiments used 
the robust phone-dependent covariance structure . Among 
the different variations , we compared percent duration and 
duration in numbers of frames, space sampling and time 
sampling, and sampling with and without interpolation. 
Of the different combinations , the best results were 
achieved using sample duration in frames w1 (7) and linear 
time sampling without interpolation. Using presegmented 
inputs to the recognition algorithm, performance im
proved from 78.5 to 80.4 percent as a result of using the 
duration feature (Table II). As an aside , the motivation 
for using duration as a feature was to distinguish long 
vowels from short vowels ("IY" and " IH" ) and voiced 
from unvoiced fricatives (" V" from " F"), for example. 
This did not tum out to be the case . In fact, the main 
improvement in performance due to using a duration fea
ture was a reduction in the error rate for the phone 
" schwa. " 

Results for Automatic Algorithms 

In the above results, we assumed knowledge of pho
neme segmentation for both training and recognition. In 
a practical system, we would not have high-accuracy pho
neme segmentations for recognition, and we do not want 
to be restricted to using hand-segmented speech for train-
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TABLE II 
RECOGNITION RESULTS FOR SOME V ARIATIONS OF THE BASIC SEGMENT 

MODEL USING MANUALLY SEGM ENTED DATA 

Model Variation 

Phone- Independent 
Phone-Dependent 
Phone-Dep + Duration 

% Recognition 

68 .1 
78.5 
80 .4 

ing. We start by presenting experimental results for joint 
recognition and segmentation, which does not require 
segmented input speech. The models for these results , 
however, are trained from hand-segmented speech. Next, 
we give results for the fully automatic system . 

Joint Segmentation and Recognition: The results for 
joint segmentation and recognition of speech are given in 
Table III for two cases: the basic model using linear time 
sampling without interpolation, and the extension which 
uses the duration feature. The cost per segment (13) was 
chosen so that the insertion rate would be approximately 
10 percent. From these results, we conclude that we can 
expect a 4-5 percent loss in recognition performance, ac
companied by a 10 percent insertion rate in moving from 
a presegmented input to joint segmentation and recogni
tion. 

Although dynamic programming is an efficient tech
nique for joint optimization of segmentation and phoneme 
recognition, it is still computationally expensive. To re
duce the computational cost somewhat, we only allowed 
phoneme segments to end on every other frame ( that is , 
s ( i ) must be even), reducing the computation by a factor 
of four. This reduction of time resolution seemed to hurt 
the recognition performance slightly. For example, there 
is about 2-3 percent degradation in performance when 
moving from a time resolution of two to a time resolution 
of three. No experiments were run using a time resolution 
of one , 

Automatic Training: Results for the iterative training 
algorithm are summarized in Table IV. The table gives 
the automatic recognition performance on the test data 
after each iteration of the algorithm, which can be com
pared to the automatic recognition performance using 
hand-segmented speech in training . The experiments used 
linear time sampling without interpolation and robust co
variance estimates. 

As in the automatic recognition experiments, compu
tation for automatic segmentation can be reduced by a 
factor of four by using a time resolution of two frames. 
For automatic segmentation, we ran some experiments on 
a subset of the training set to determine the difference in 
segmentation error due to using time resolutions of one , 
two , and three . Again , the difference in average segmen
tation error associated with the different time resolutions 
is small, so we chose to use a time resolution of two in 
all experiments. Note that the best possible average seg
mentation error using a time resolution of two frames is 
0.5. 

The initial estimate for the phonetic models was de
signed from ten sentences of hand-segmented speech. The 

TABLE Ill 

RECOGNITION RATES USING MANUALLY SEGMENTED SPE ECH COMPARED TO 

RECOG NITIO N/ I NSERTION RATES FOR JOI NT SEGMENTATION AND 

R ECOGN ITION FOR Two C ASES '. Tiff B EST CAS E PHONE- D EPEN DENT MODEL 

TRAIN ED WITH MANUALLY LABELED SPEECH AND TH E SA ME MODEL WITH A 

D URATION FEATURE 

Model Variation 

Phone-Dependent 
Phone- Dep + Duration 

% Recognition/ % lnserlio n 

Hand-segmented 

78.5/0 .0 
80 .4/ 0 .0 

TABLE IV 

Auto-segmented 

74 .4/10.0 
75 .9/ 10 .7 

A UTO MATIC RECOGNITION RES ULTS (USING JOINT RECOGN ITION AND 

SEGMENTATION) AND AUTOMATIC SEGMENTATION ERROR rOR A FEW 

ITERATIONS OF AUTOMATI C TRAINING, COMPARED TO TRAINING 8ASF.D ON 

HAND-SEGM ENTED SPEECH 

Iteration % Recognition % Insertion Seg. Error 

Hand-segmented 74.4 10.0 0 
Initial estimate 61.1 5.9 1.55 
First pass 73.0 7.8 1.48 
Second pass 73.0 9.3 1.55 
Third pass 73.7 7.8 

model for the phonemes that were never observed in these 
sentences was defined to be a general (phone-indepen
dent), sample-dependent segment model, estimated using 
all resampled-segment training observations. The initial 
set of phonetic models was then used to segment all of 
the remaining 90 training sentences. The new segmenta
tions were then used to design new models, and so forth. 
The recognition results on the test sentences and the aver
age segmentation error (relative to hand segmentations) 
of the training data for each pass are given in Table IV. 
The results show that the automatic training algorithm 
very quickly (after only one pass) yields models which 
are close in performance to the models based on hand
segmented data. After three training passes, the perfor
mance of the automatically trained models is equivalent 
to the performance of models trained on hand-segmented 
data. The average segmentation error of the training 
speech relative to manually marked segmentations was 
about 1.5 frames/segment. Fig . 3 illustrates the conver
gence of the mean of the m samples of the first cepstral 
coefficient for three phonemes, two of which were not ob
served in the initial training set . 

For reference, the discrete hidden Markov model per
formance on these data for a phoneme system is 62 per
cent with 12 percent insertions [2]. HMM recognition 
performance on this database is higher when using con
text-dependent models. By context-dependent models, we 
mean there are several different models for each pho
neme, each depending on the specific phonetic context. 
For example , the phoneme "AH" would have separate 
models for the subclass that occurred in the context of 
"R" and "T," Using models conditioned on the class of 
the neighborhood phonemes, there would be a total of61 2 

different left-context models or 61 3 different left-right-
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Fig. 3. Trajectory of the mean first cepstral coefficient for three phonemes 
after the initial guess (solid line). one pass of training (dashed line). and 
three passes of training (dotted line). The first two phonemes were not 
observed in the initial training set, and thus have the general phoneme 
mean after the initial guess . 

context models. Only those contexts seen in training will 
be modeled, so the actual number of models used will be 
smaller than the total possible number of models . Using 
phonetic models conditioned on the left context of the 
phoneme, the phoneme recognition performance on these 
data is 75 percent correct with 12 percent insertions [2] . 
Both HMM results are based on a system using three-state 
discrete HMM phone models and 256 spectral templates 
for input frame quantization . It is interesting to note that 
the segment phoneme system with 61 phoneme models 
performs about as well as the HMM system with 600 pho
neme and left-context models . This result does not prove 
that the segment model is more useful than HMM's since 
the segment model is a ten-state continuous distribution 
phoneme model while the HMM is a three-state discrete 
distribution phoneme model. Nevertheless, it does dem
onstrate that the segment model is a potentially useful 
technique for speech recognition since HMM's are pos
sibly the most successful technique for speech recognition 
currently available . 

To evaluate the significance of the phoneme recognition 
results, we determined confidence of the error rate using 
a binomial model. For a test size of 270 phonemes, the 
90 percent confidence interval for a phoneme error rate of 
26 percent is ±4.4 percent. In addition, there is greater 
than 99 percent confidence that the segment model out
performs the HMM phone model. 

VI. WORD RECOGNITION 

In this section, we will describe the segment-based word 
recognition system and present results for a speaker-de
pendent, continuous speech, 350-word vocabulary task . 

The segment-based word recognition system consists of 
a dictionary of phonetic pronunciation networks and a 
collection of segment phonetic models . A word model is 
built by concatenating phonetic models according to the 
pronunciation network (Fig. 4). The recognition algo
rithm is simply a dynamic programming search (Viterbi 
decoding) of all possible word sequences for the best 
scoring word sequence. For the results in this paper, we 
assume that words are independent and equally probable; 
there is no grammar (statistical or deterministic) associ-

DICTIONARY OF 
PRONUNCIATION 

NETWORKS 

AX 

~ 
IY 

'the' 

WORD 
ACOUSTIC 

MODELS 

PHONETIC 
ACOUSTIC 

MODELS 

Fig. 4. Acoustic word model derived from a phonetic pronunciation net 
work and phoneme acoustic models. 

ated with recognition . Within each word , we use dynamic 
programming to find the best phoneme segmentation for 
that word, where the phoneme sequence is constrained by 
the word pronunciation network. The training algorithm 
for the phoneme models used in the word recognition sys
tem is no different from the phoneme system training al
gorithm. Implementing a segment-based word recognition 
system is equivalent to implementing the phoneme rec
ognition algorithm with a finite-state grammar constraint 
on the sequence of phonemes based on the word pronun
ciation network . 

The segment models used in the word recognition ex
periments used linear time warping without interpolation, 
independent samples, and cepstral features only (no du
ration feature) . 

For word recognition , we used a 350-word vocabulary, 
speaker-dependent database based on an electronic mail 
task . We present results for three different male speakers . 
15 min of speech was used for training the 61 phonetic 
models for each speaker, from which the word models 
were built. An additional 30 sentences for each speaker 
(187 words) are used for testing recognition accuracy. 
Given three speakers, the total test set then has 561 words . 
Analysis parameters are the same as for the previous da
tabase . Since we do not use a grammar, homophones (such 
as "two" and " to") are indistinguishable , and word error 
rates reported do not include homophone confusion as er
rors. 

The initial segment model is based on training from 
segmentations given by a discrete HMM recognition sys
tem which has an estimated average segmentation error of 
approximately two frames per segment. After one pass of 
training, using a time resolution of two frames for auto
matic segmentation, the average recognition rate in
creased from 77 percent correct with 3. 9 percent inser
tions to 83 percent correct with 3. 7 percent insertions . 
The recognition/insertion results after one pass of training 
for the three speakers are summarized in Table V with the 
HMM recognition results for comparison. Again, the seg
ment results are based on linear time sampling with no 
interpolation. The HMM results are based on five passes 
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TABLE V 

WOR D R ECOGN ITION/ IN SERTION R ESU LTS FOR THR EE SPEA KERS UNDER 

THREE DIFFER ENT SYSTEMS: TH E PHONEME- BASED S EG MENT SYSTEM, TH E 

PHONEME-BASED HMM SYSTEM, AND TH E CONTEXT-BASED (PHONEME. 

LEFT. AND RIGHT CONTEXT) HMM SYSTEM 

Speaker Segment-PH HMM-PH HMM-PH-LE-RI 

RS 87 15.3 85 / 10.2 90 / 1 . 1 
FK 83 / 2.1 751 5.4 88 / 2 . 7 
AW 7813.7 68/ 7.5 86 / 3. 7 
Average 83 /3.7 76/ 7.7 88 / 2.5 

of training with the forward-backward algorithm. The 
segment phoneme system outperforms the phoneme-based 
HMM system, but the segment phoneme system does not 
quite match the HMM context model system. This sug
gests that context-dependent segment models might be 
useful. Note that in the earlier phoneme results, the seg
ment system matched the performance of HMM models 
conditioned on left context only. Here we give results for 
HMM models conditioned on both left and right context. 
The HMM system with context models conditioned on 
both left and right context uses 2000 models or 35 times 
the number used by the segment system. Equivalently, 
the segment-based system cuts the error rate (counting in
sertions as errors) by one-third compared to the HMM 
system with the same number of models. Again, we do 
not claim that these results show that the segment model 
is superior to HMM 's. We merely use the HMM results 
as a reference point to make the segment recognition re
sults more meaningful . 

To evaluate the significance of the word recognition re
sults, we determined the confidence of the error rate using 
a binomial model. With three speakers, and therefore a 
total of 561 words, the 90 percent confidence interval for 
the average segment error rate of 20 percent is ± 2. 8 per
cent. When we compare the different systems, we find 
that the confidence that the segment model is better than 
the HMM phone system is greater than 99 percent, and 
the confidence that the HMM context system is better than 
the segment phone system is also greater than 99 percent. 

VII . COMPLEXITY 

The stochastic segment model is a more detailed pho
neme model and is, therefore, more complex. To put the 
complexity in perspective, it is a useful exercise to esti
mate the computational and storage requirements of the 
segment recognition algorithm. For reference , these es
timates are compared to the requirements of a discrete 
HMM recognition system. 

We begin by summarizing the system configuration and 
compromises made for both training and complexity rea
sons . The resampling technique is linear time warping 
without interpolation, which has negligible complexity. 
The model is based on the assumption of sample indepen
dence ( 10 14 x 14 covariance matrices) because of train
ing limitations , but this also reduces both the computation 
and storage requirements significantly . The duration fea-

ture was not used because it increases computational com
plexity as described below . 

First we will describe the computational requirements 
of a segment-based recognition system. In the dynamic 
programming approach to joint segmentation and recog
nition, at each point in time, we search for the best pho
neme ending at this time. If we restrict phonemes to a 
maximum duration of 500 ms and constrain segmenta
tions to a time resolution oft, there are 50 X 61 X 100 / t 2 

segment probability computations per second in phoneme 
recognition, each of which corresponds to m k-dimen
sional weighted distance computations. This computation 
can be reduced by a factor of two with no loss in perfor
mance by pruning out low-scoring theories . Using a table 
lookup for precomputed sample distances reduces com
putation by approximately a factor of seven. Note that the 
table lookup only reduces computational complexity if 
segmental features (such as duration) are not used. In word 
recognition, we also use a table to store previously com
puted phoneme scores in order to avoid computing pho
neme scores multiple times because they appear in mul
tiple words. With the computation reduction , the 
recognition takes about 200 times real time on a time
shared VAX 11-780 (a 0 .25 MFLOPS UNPACK single
precision machine). Word recognition on a Symbolics 
3670 Lisp machine takes approximately 400 times real 
time, using the same computation reduction techniques as 
in phoneme recognition, except for pruning . For refer
ence, an HMM decoding system on a Lisp machine, which 
also uses some pruning techniques for efficient computa
tion, takes approximately 50 times real time for decoding 
an utterance . Since training is a one-time expense, we will 
not go into detail on the computational requirements for 
training . We will simply mention that automatic segmen
tation of an utterance requires approximately half the 
computation of joint segmentation and recognition, and 
one iteration of segment training is roughly equivalent to 
five iterations of HMM training using the forward-back
ward algorithm . 

The storage requirement for the segment phoneme 
models is on the order of Nmk 2 real numbers where N is 
the number of models , m is the number of sam
ples/ segment, and k is the dimension of each sample. 
(Note that these values reflect the storage requirement of 
a block-diagonal covariance structure . The storage re
quirement of the full covariance would be significantly 
higher, approximately N(mk)2 . ) The HMM storage per 
model for the three-state discrete HMM in the BBN By
blos system [2] is roughly equivalent to the segment model 
storage per model , but the HMM system requires an order 
of magnitude more models to achieve the same perfor
mance as the segment model. 

VIII . CONCLUSIONS 

To summarize, this paper introduces a new approach to 
acoustic phonetic modeling which is based on jointly 
modeling all features of a speech segment corresponding 
to a phoneme. The model consists of 1) a transformation 
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which resamples the variable-length realization of a pho
neme to a fixed-length segment , and 2) a multivariate 
Gaussian model for the resampled segment. Automatic 
recognition and training algorithms are given which result 
in system performance close to that of a system based on 
manually segmented speech. The results presented here 
demonstrate that the segment model offers the potential 
for large improvements in both phonetic and word rec
ognition in continuous speech. A segment-based word 
recognition system reduces the word error rate by one
third in comparison to an HMM word recognition system 
with the same number of phonetic models . Similar per
fomiance results were demonstrated in a phoneme rec
ognition system comparing the segment model to the 
HMM. The complexity of the segment recognition algo
rithm is greater than HMM recognition complexity, but 
of the same order of magnitude . Moreover, the probabil
ity computations are vector operations, so the algorithm 
is amenable to parallel algorithms. 

Future research in segment modeling includes design
ing more detailed segment models , specifically, context
dependent models. A context-dependent segment model 
is a segment model for a phone conditioned on the left 
and/or right phonetic context. Since there are few obser
vations (if any) of most context-dependent events, robust 
training becomes an important issue in context-dependent 
phonetic modeling. Initial results show that without im
proved training algorithms, context-dependent segment 
models do not offer significant improvement in perfor
mance over context-independent models. 
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