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FIG. 

Obtaining an output hypothesis from a base speech recognition process that 100 
uses a first set of scoring models 

Obtaining a set of alternative hypotheses 110 

Scoring the top choice hypothesis and the alternative hypotheses based on a 
second set of different scoring models that is separate from and external to 120 
the base speech recognition process and does not affect the scoring models 
thereof 

Selecting a hypothesis with a best score 130 
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FIG. 2 

Selecting as alternative hypotheses a reduced 
number of hypotheses with good scores as 200 
determined by the first set of scoring models 

Comparing two of the hypotheses with good 
P 210 scores to determine which speech element or 

elements differ 

Rescoring with the second set of scoring models 220 
at least one of the speech elements that differ 

Selecting from the compared rescored 230 
hypotheses a hypothesis with a best score 
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FIG. 3 

Detecting a confusable one or more speech 300 
elements in the output hypothesis 

Selecting an alternative speech element for at 310 
least one of the confusable speech elements 

Creating as an alternative hypothesis a new 320 
hypothesis using the alternative speech element 

Scoring the new hypothesis 330 

Selecting a hypothesis with a best score 340 
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FIG. 4 

Calculating a different discrimination score 
between the output hypothesis and each 400 
hypothesis in a set of the alternative hypotheses 

Selecting a best hypothesis based at least in part 410 
on the discriminative scores 
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F.G. 5 

Obtaining an actual or a simulated score for each 500 
of a plurality of hypotheses 

For each of the plurality of hypotheses, 
obtaining a total discrimination Score for the 
hypothesis by obtaining a set of discrimination 
scores for the hypothesis by pairing it with each 
of a set of the hypotheses and then Summing a 
Set of discrimination scores for that hypotheses 

510 

Adding the actual or simulated score for that 
hypothesis to the total discrimination score for 
that hypothesis to obtain a revised score 

520 

Selecting the hypothesis with the best revised 530 
SCOTC 
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SPEECH RECOGNITION IMPROVEMENT 
THROUGH POST-PROCESSSING 

BACKGROUND OF THE INVENTION 

0001 Although the performance of speech recognition 
System has improved Substantially in recent years, there is 
Still need for further improvement. In particular, Sometimes 
a speech recognition System makes a particular error even 
when the user repeatedly corrects that error. One reason that 
a given Speech recognition System might be unable to 
correct a particular error is that the System is simultaneously 
modeling many different speech elements. Sometimes 
changing the models to fix a particular error will introduce 
errors in other situations. 

SUMMARY OF THE INVENTION 

0002 The present invention comprises, in one embodi 
ment a method for Speech recognition for use with a base 
Speech recognition process, but which does not affect Scor 
ing models in the base Speech recognition process, compris 
ing: obtaining an output hypothesis from a base speech 
recognition process that uses a first Set of Scoring models, 
obtaining a set of alternative hypotheses, Scoring the output 
hypothesis and each one in the Set of alternative hypotheses 
based on a Second Set of different Scoring models that is 
Separate from and external to the base speech recognition 
proceSS and does not affect the Scoring models thereof, and 
selecting a hypothesis with a best score. 
0003. In a further embodiment of the present invention, 
the Steps are provided of presenting the best Scoring hypoth 
esis, collecting error correction or other feedback informa 
tion, and using the collected information to perform at least 
one of improving the Second Set of Scoring models or 
training the base Speech recognition process. 
0004. In a further embodiment of the present invention, 
the Second set of Scoring models may be changed without 
changing the first Set of models or the Scores or relative 
rankings produced by the first Set of models. 
0005. In a further embodiment of the present invention, 
the obtaining a list of alternative hypotheses Step comprises 
Selecting a reduced number of hypotheses with good Scores 
as determined by the first Set of Scoring models, wherein the 
reduced number is less than all of the hypotheses considered 
by the first speech recognition process. 

0006. In a further embodiment of the present invention, 
the Steps are provided of comparing two hypotheses with 
good Scores to determine which speech element or elements 
differ; and rescoring with the Second Set of Scoring models 
at least one of the Speech element or elements that differ. 
0007. In a further embodiment of the present invention, 
the obtaining a list of alternative hypotheses Step comprises 
adding at least one new hypothesis to the output hypothesis 
from the first Speech recognition process. 
0008. In a further embodiment of the present invention, 
the adding at least one new hypothesis Step comprises the 
Steps of detecting a confusable one or more Speech elements 
in the output hypothesis, Selecting an alternative for at least 
one of the confusable one or more speech elements, and 
creating as an alternative hypothesis a new hypothesis using 
the alternative speech element. 
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0009. In a further embodiment of the present invention, 
the selection of the alternative for the at least one confusable 
is made from a database of confusable speech elements or 
Speech elements that are often deleted in Speech. 
0010. In a further embodiment of the present invention, 
the Second Set of Scoring models includes at least one of an 
improved Set of acoustic models and a language model. 
0011. In a further embodiment of the present invention, if 
the Second Set of Scoring models does not have data per 
taining to any of the Speech elements which differ between 
the top choice hypothesis and an alternate hypothesis, then 
not changing the relative rank between the top choice 
hypothesis and the Said alternate hypothesis. 

0012. In a further embodiment of the present invention, 
the Second set of Scoring models includes at least one 
discriminative Scoring model. 
0013 In a further embodiment of the present invention, 
the Step is provided of training the discriminative model by 
a back-propagation algorithm to discriminate between 
Speech elements where error information has been collected 
for these speech elements. 
0014. In a further embodiment of the present invention, 
the Step is provided of training the discriminative Scoring 
model using less than 50% of the training data normally used 
to train a Standard Scoring model. 
0015. In a further embodiment of the present invention, 
the collecting information Step comprises presenting a 
Screen interface to a user for receiving correction informa 
tion. 

0016. In a further embodiment of the present invention, 
the collecting information Step comprises collecting Statis 
tics on errors of the first Speech recognition process. 

0017. In a further embodiment of the present invention, 
the using the collected information Step comprises the Steps 
of determining Selected errors that are repeated in the first 
Speech recognition process, and repeatedly calling a training 
mechanism in the first speech recognition process to train on 
the Selected errors to thereby give more weight in the 
training to these Selected errors. 

0018. In a further embodiment of the present invention, a 
program product is provided for Speech recognition for use 
with a base Speech recognition process, but which does not 
affect Scoring models in the base speech recognition process, 
comprising machine-readable program code that, when 
executed, will cause a machine to perform the following 
Steps: obtaining an output hypothesis from a base speech 
recognition process that uses a first Set of Scoring models, 
obtaining a set of alternative hypotheses, Scoring the output 
hypothesis and each one in the Set of alternative hypotheses 
based on a Second Set of different Scoring models that is 
Separate from and external to the base speech recognition 
process and does not affect the Scoring models thereof, and 
Selecting a hypothesis with a best Score. 

0019. In a further embodiment of the present invention, a 
System is provided for Speech recognition for use with a base 
Speech recognition process, but which does not affect Scor 
ing models in the base Speech recognition process, compris 
ing: a component for obtaining an output hypothesis from a 
base Speech recognition process that uses a first Set of 
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Scoring models, a component for obtaining a set of alterna 
tive hypotheses, a component for Scoring the output hypoth 
esis and each one in the Set of alternative hypotheses based 
on a Second Set of different Scoring models that is Separate 
from and external to the base Speech recognition proceSS and 
does not affect the Scoring models thereof, and a component 
for Selecting a hypothesis with a best Score. 

BRIEF DESCRIPTION OF THE DRAWING 

0020 FIG. 1 is a block diagram of a flowchart of one 
embodiment of the present invention. 

0021 FIG. 2 is a block diagram of a flowchart of a 
further embodiment of the present invention. 

0022 FIG. 3 is a block diagram of a flowchart of a 
further embodiment of the present invention. 

0023 FIG. 4 is a block diagram of a flowchart of a 
further embodiment of the present invention. 

0024 FIG. 5 is a block diagram of a flowchart of a 
further embodiment of the present invention. 

DETAILED DESCRIPTION OF EMBODIMENTS 
OF THE INVENTION 

0025 Definitions 
0026. The following terms may be used in the description 
of the invention and include new terms and terms that are 
given Special meanings. 

0027) “Linguistic element” is a unit of written or spoken 
language. 

0028 “Speech element” is an interval of speech with an 
asSociated name. The name may be the word, Syllable or 
phoneme being Spoken during the interval of Speech, or may 
be an abstract symbol Such as an automatically generated 
phonetic Symbol that represents the System's labeling of the 
Sound that is heard during the Speech interval. 

0029) “Frame” for purposes of this invention is a fixed or 
variable unit of time which is the shortest time unit analyzed 
by a given System or Subsystem. A frame may be a fixed unit, 
Such as 10 milliseconds in a System which performs spectral 
Signal processing once every 10 milliseconds, or it may be 
a data dependent variable unit Such as an estimated pitch 
period or the interval that a phoneme recognizer has asso 
ciated with a particular recognized phoneme or phonetic 
Segment. Note that, contrary to prior art Systems, the use of 
the word “frame' does not imply that the time unit is a fixed 
interval or that the same frames are used in all Subsystems 
of a given System. 

0030 "Score” is a numerical evaluation of how well a 
given hypothesis matches Some Set of observations. Depend 
ing on the conventions in a particular implementation, better 
matches might be represented by higher Scores (Such as with 
probabilities or logarithms of probabilities) or by lower 
Scores (Such as with negative log probabilities or spectral 
distances). Scores may be either positive or negative. The 
Score may also include a measure of the relative likelihood 
of the Sequence of linguistic elements associated with the 
given hypothesis, Such as the a priori probability of the word 
Sequence in a Sentence. 
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0031 “Dynamic programming match scoring” is a pro 
ceSS of computing the degree of match between a network or 
a Sequence of models and a Sequence of acoustic observa 
tions by using dynamic programming. The dynamic pro 
gramming match process may also be used to match or 
time-align two Sequences of acoustic observations or to 
match two models or networks. The dynamic programming 
computation can be used for example to find the best Scoring 
path through a network or to find the sum of the probabilities 
of all the paths through the network. The prior usage of the 
term “dynamic programming varies. It is Sometimes used 
Specifically to mean a “best path match' but its usage for 
purposes of this patent covers the broader class of related 
computational methods, including "best path match,”“Sum 
of paths’ match and approximations thereto. A time align 
ment of the model to the Sequence of acoustic observations 
is generally available as a Side effect of the dynamic pro 
gramming computation of the match Score. Dynamic pro 
gramming may also be used to compute the degree of match 
between two models or networks (rather than between a 
model and a sequence of observations). Given a distance 
measure that is not based on a Set of models, Such as Spectral 
distance, dynamic programming may also be used to match 
and directly time-align two instances of Speech elements. 

0032 “Best path match” is a process of computing the 
match between a network and a Sequence of acoustic obser 
Vations in which, at each node at each point in the acoustic 
Sequence, the cumulative Score for the node is based on 
choosing the best path for getting to that node at that point 
in the acoustic Sequence. In Some examples, the best path 
Scores are computed by a version of dynamic programming 
sometimes called the Viterbi algorithm from its use in 
decoding convolutional codes. It may also be called the 
Dykstra algorithm or the Bellman algorithm from indepen 
dent earlier work on the general best Scoring path problem. 

0033 “Sum of paths match” is a process of computing a 
match between a network or a Sequence of models and a 
Sequence of acoustic observations in which, at each node at 
each point in the acoustic Sequence, the cumulative Score for 
the node is based on adding the probabilities of all the paths 
that lead to that node at that point in the acoustic Sequence. 
The Sum of paths Scores in Some examples may be computed 
by a dynamic programming computation that is Sometimes 
called the forward-backward algorithm (actually, only the 
forward pass is needed for computing the match Score) 
because it is used as the forward pass in training hidden 
Markov models with the Baum-Welch algorithm. 
0034) “Hypothesis” is a hypothetical proposition partially 
or completely specifying the values for Some Set of Speech 
elements. Thus, a hypothesis is a grouping of Speech ele 
ments, which may or may not be in Sequence. However, in 
many speech recognition implementations, the hypothesis 
will be a Sequence or a combination of Sequences of Speech 
elements. Corresponding to any hypothesis is a Set of 
models, which may, as noted above in Some embodiments, 
be a sequence of models that represent the Speech elements. 
Thus, a match Score for any hypothesis against a given Set 
of acoustic observations, in Some embodiments, is actually 
a match Score for the concatenation of the Set of models for 
the Speech elements in the hypothesis. 

0035) “Set of hypotheses” is a collection of hypotheses 
that may have additional information or structural organi 
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Zation Supplied by a recognition System. For example, a 
priority queue is a set of hypotheses that has been rank 
ordered by Some priority criterion; an n-best list is a Set of 
hypotheses that has been Selected by a recognition System as 
the best matching hypotheses that the System was able to 
find in its Search. A hypothesis lattice or speech element 
lattice is a compact network representation of a Set of 
hypotheses comprising the best hypotheses found by the 
recognition proceSS in which each path through the lattice 
represents a Selected hypothesis. 

0036) “Selected set of hypotheses” is the set of hypoth 
eseS returned by a recognition System as the best matching 
hypotheses that have been found by the recognition Search 
process. The Selected Set of hypotheses may be represented, 
for example, explicitly as an n-best list or implicitly as the 
Set of paths through a lattice. In Some cases a recognition 
System may Select only a single hypothesis, in which case 
the Selected Set is a one element Set. Generally, the hypoth 
eses in the Selected Set of hypotheses will be complete 
Sentence hypotheses, that is, the Speech elements in each 
hypothesis will have been matched against the acoustic 
observations corresponding to the entire Sentence. In Some 
implementations, however, a recognition System may 
present a Selected Set of hypotheses to a user or to an 
application or analysis program before the recognition pro 
ceSS is completed, in which case the Selected Set of hypoth 
eses may also include partial Sentence hypotheses. Such an 
implementation may be used, for example, when the System 
is getting feedback from the user or program to help com 
plete the recognition process. 

0037 “Sentence” is an interval of speech or a sequence of 
Speech elements that is treated as a complete unit for Search 
or hypothesis evaluation. Generally, the Speech will be 
broken into Sentence length units using an acoustic criterion 
Such as an interval of Silence. However, a Sentence may 
contain internal intervals of Silence and, on the other hand, 
the Speech may be broken into Sentence units due to gram 
matical criteria even when there is no interval of Silence. The 
term Sentence is also used to refer to the complete unit for 
Search or hypothesis evaluation in Situations in which the 
Speech may not have the grammatical form of a Sentence, 
Such as a database entry, or in which a System is analyzing 
as a complete unit an element, Such as a phrase, that is 
Shorter than a conventional Sentence. 

0.038 “Modeling” is the process of evaluating how well 
a given Sequence of Speech elements match a given set of 
observations typically by computing how a set of models for 
the given Speech elements might have generated the given 
observations. In probability modeling, the evaluation of a 
hypothesis might be computed by estimating the probability 
of the given Sequence of elements generating the given Set 
of observations in a random process Specified by the prob 
ability values in the models. Other forms of models, such as 
neural networks may directly compute match Scores without 
explicitly associating the model with a probability interpre 
tation, or they may empirically estimate an a posteriori 
probability distribution without representing the associated 
generative Stochastic process. 

0.039 “Training” is the process of estimating the param 
eters or Sufficient Statistics of a model from a set of Samples 
in which the identities of the elements are known or are 
assumed to be known. In Supervised training of acoustic 
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models, a transcript of the Sequence of Speech elements is 
known, or the Speaker has read from a known Script. In 
unsupervised training, there is no known Script or transcript 
other than that available from unverified recognition. In one 
form of Semi-Supervised training, a user may not have 
explicitly verified a transcript but may have done So implic 
itly by not making any error corrections when an opportu 
nity to do So was provided. 
0040 “Acoustic model” is a model for generating a 
Sequence of acoustic observations, given a Sequence of 
Speech elements. The acoustic model, for example, may be 
a model of a hidden Stochastic process. The hidden Stochas 
tic process would generate a Sequence of Speech elements 
and for each speech element would generate a Sequence of 
Zero or more acoustic observations. The acoustic observa 
tions may be either (continuous) physical measurements 
derived from the acoustic waveform, Such as amplitude as a 
function of frequency and time, or may be observations of 
a discrete finite Set of labels, Such as produced by a vector 
quantizer as used in Speech compression or produced as the 
output of a phonetic recognizer. The continuous physical 
measurements would generally be modeled by Some form of 
parametric probability distribution Such as a Gaussian dis 
tribution or a mixture of Gaussian distributions. Each Gaus 
sian distribution would be characterized by the mean of each 
observation measurement and the covariance matrix. If the 
covariance matrix is assumed to be diagonal, then the 
multi-variant Gaussian distribution would be characterized 
by the mean and the variance of each of the observation 
measurements. The observations from a finite set of labels 
would generally be modeled as a non-parametric discrete 
probability distribution. However, other forms of acoustic 
models could be used. For example, match Scores could be 
computed using neural networks, which might or might not 
be trained to approximate a posteriori probability estimates. 
Alternately, spectral distance measurements could be used 
without an underlying probability model, or fuZZy logic 
could be used rather than probability estimates. 
0041) “Language model” is a model for generating a 
Sequence of linguistic elements Subject to a grammar or to 
a Statistical model for the probability of a particular linguis 
tic element given the values of Zero or more of the linguistic 
elements of context for the particular speech element. 
0042 “General Language Model” may be either a pure 
Statistical language model, that is, a language model that 
includes no explicit grammar, or a grammar-based language 
model that includes an explicit grammar and may also have 
a Statistical component. 
0043 “Grammar” is a formal specification of which word 
Sequences or sentences are legal (or grammatical) word 
Sequences. There are many ways to implement a grammar 
Specification. One way to specify a grammar is by means of 
a set of rewrite rules of a form familiar to linguistics and to 
writers of compilers for computer languages. Another way 
to Specify a grammar is as a State-space or network. For each 
State in the State-space or node in the network, only certain 
words or linguistic elements are allowed to be the next 
linguistic element in the Sequence. For each Such word or 
linguistic element, there is a specification (Say by a labeled 
arc in the network) as to what the state of the system will be 
at the end of that next word (say by following the arc to the 
node at the end of the arc). A third form of grammar 
representation is as a database of all legal Sentences. 

Page 9 of 15



US 2004/0186714 A1 

0044) “Grammar state” is a representation of the fact that, 
for purposes of determining which Sequences of linguistic 
elements form a grammatical Sentence, certain Sets of Sen 
tence-initial Sequences may all be considered equivalent. In 
a finite-state grammar, each grammar State represents a Set 
of Sentence-initial Sequences of linguistic elements. The Set 
of Sequences of linguistic elements associated with a given 
State is the Set of Sequences that, starting from the beginning 
of the Sentence, lead to the given State. The States in a 
finite-State grammar may also be represented as the nodes in 
a directed graph or network, with a linguistic element as the 
label on each arc of the graph. The Set of Sequences of 
linguistic elements of a given State correspond to the 
Sequences of linguistic element labels on the arcs in the Set 
of paths that lead to the node that corresponds to the given 
State. For purposes of determining what continuation 
Sequences are grammatical under the given grammar, all 
Sequences that lead to the same State are treated as equiva 
lent. All that matters about a Sentence-initial Sequence of 
linguistic elements (or a path in the directed graph) is what 
State (or node) it leads to. Generally, speech recognition 
Systems use a finite State grammar, or a finite (though 
possibly very large) statistical language model. However, 
Some embodiments may use a more complex grammar Such 
as a context-free grammar, which would correspond to a 
denumerable, but infinite number of states. In some embodi 
ments for context-free grammars, non-terminal Symbols 
play a role Similar to States in a finite-state grammar, but the 
asSociated Sequence of linguistic elements for a non-termi 
nal Symbol will be for Some span of linguistic elements that 
may be in the middle of the Sentence rather than necessarily 
Starting at the beginning of the Sentence. Any finite-state 
grammar may alternately be represented as a context-free 
grammar. 

0.045 “Stochastic grammar” is a grammar that also 
includes a model of the probability of each legal Sequence of 
linguistic elements. 

0.046 “Pure statistical language model” is a statistical 
language model that has no grammatical component. In a 
pure Statistical language model, generally every possible 
Sequence of linguistic elements will have a non-Zero prob 
ability. 

0047. “Pass.” A simple speech recognition system per 
forms the Search and evaluation process in one pass, usually 
proceeding generally from left to right, that is, from the 
beginning of the Sentence to the end. A multi-pass recogni 
tion System performs multiple passes in which each pass 
includes a Search and evaluation proceSS Similar to the 
complete recognition process of a one-pass recognition 
System. In a multi-pass recognition System, the Second pass 
may, but is not required to be, performed backwards in time. 
In a multi-pass System, the results of earlier recognition 
passes may be used to Supply look-ahead information for 
later passes. 

0.048 “Discriminative scoring” is a scoring process in 
which a Score is computed for a relative degree of merit of 
two alternative hypotheses. The discriminative Score 
between two hypotheses does not provide a measure of an 
absolute Score or a degree of merit of either hypothesis 
individually and independently and is not appropriate to be 
used when comparing either of the two hypotheses with any 
third hypothesis. 
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0049) “Discriminative training” is a process of training 
parameters of a model or collection of models through an 
optimization of the amount of discrimination among a Set of 
patterns rather than through an optimization of each model 
to best fit the distributions of values observed for instances 
of that model in training data, as is done in conventional 
training. Sometimes, even when the discriminative optimi 
Zation is performed on the same training data, the parameter 
values that optimize the discrimination are very different 
from the parameter values of conventional training based on 
a fit to the data. 

0050 A set of models is “external” to a given pattern 
recognition proceSS if the Set of models is created or trained 
without access to the models of the given pattern recognition 
proceSS. 

0051) The invention is described below with reference to 
drawings. These drawings illustrate certain details of Spe 
cific embodiments that implement the Systems and methods 
and programs of the present invention. However, describing 
the invention with drawings should not be construed as 
imposing, on the invention, any limitations that may be 
present in the drawings. The present invention contemplates 
methods, Systems and program products on any computer 
readable media for accomplishing its operations. The 
embodiments of the present invention may be implemented 
using an existing computer processor, or by a special pur 
pose computer processor incorporated for this or another 
purpose or by a hardwired system. 

0052 As noted above, embodiments within the scope of 
the present invention include program products comprising 
machine-readable media for carrying or having machine 
executable instructions or data Structures Stored thereon. 
Such machine-readable media can be any available media 
which can be accessed by a general purpose or Special 
purpose computer or other machine with a processor. By 
way of example, Such machine-readable media can comprise 
RAM, ROM, EPROM, EEPROM, CD-ROM or other opti 
cal disk Storage, magnetic disk Storage or other magnetic 
Storage devices, or any other medium which can be used to 
carry or Store desired program code in the form of machine 
executable instructions or data Structures and which can be 
accessed by a general purpose or Special purpose computer 
or other machine with a processor. When information is 
transferred or provided over a network or another commu 
nications connection (either hardwired, wireless, or a com 
bination of hardwired or wireless) to a machine, the machine 
properly views the connection as a machine-readable 
medium. Thus, any Such a connection is properly termed a 
machine-readable medium. Combinations of the above are 
also be included within the Scope of machine-readable 
media. Machine-executable instructions comprise, for 
example, instructions and data which cause a general pur 
pose computer, Special purpose computer, or Special purpose 
processing machines to perform a certain function or group 
of functions. 

0053 Embodiments of the invention will be described in 
the general context of method Steps which may be imple 
mented in one embodiment by a program product including 
machine-executable instructions, Such as program code, for 
example in the form of program modules executed by 
machines in networked environments. Generally, program 
modules include routines, programs, objects, components, 
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data Structures, etc. that perform particular tasks or imple 
ment particular abstract data types. Machine-executable 
instructions, associated data Structures, and program mod 
ules represent examples of program code for executing Steps 
of the methods disclosed herein. The particular Sequence of 
Such executable instructions or associated data Structures 
represent examples of corresponding acts for implementing 
the functions described in Such steps. 
0.054 Embodiments of the present invention may be 
practiced in a networked environment using logical connec 
tions to one or more remote computerS having processors. 
Logical connections may include a local area network 
(LAN) and a wide area network (WAN) that are presented 
here by way of example and not limitation. Such networking 
environments are commonplace in office-wide or enterprise 
wide computer networks, intranets and the Internet and may 
use a wide variety of different communication protocols. 
Those skilled in the art will appreciate that such network 
computing environments will typically encompass many 
types of computer System configurations, including personal 
computers, hand-held devices, multi-processor Systems, 
microprocessor-based or programmable consumer electron 
ics, network PCs, minicomputers, mainframe computers, 
and the like. Embodiments of the invention may also be 
practiced in distributed computing environments where 
tasks are performed by local and remote processing devices 
that are linked (either by hardwired links, wireless links, or 
by a combination of hardwired or wireless links) through a 
communications network. In a distributed computing envi 
ronment, program modules may be located in both local and 
remote memory Storage devices. 
0.055 An exemplary system for implementing the overall 
System or portions of the invention might include a general 
purpose computing device in the form of a conventional 
computer, including a processing unit, a System memory, 
and a System bus that couples various System components 
including the System memory to the processing unit. The 
system memory may include read only memory (ROM) and 
random access memory (RAM). The computer may also 
include a magnetic hard disk drive for reading from and 
Writing to a magnetic hard disk, a magnetic disk drive for 
reading from or writing to a removable magnetic disk, and 
an optical disk drive for reading from or writing to remov 
able optical disk such as a CD-ROM or other optical media. 
The drives and their associated machine-readable media 
provide nonvolatile Storage of machine-executable instruc 
tions, data Structures, program modules and other data for 
the computer. 

0056. The present invention allows improvement in a 
base speech recognition System without the necessity of 
changing the base speech recognition System itself (although 
Such changes could be made if desired). It even allows 
improvement without access to the Source code of the 
underlying base speech recognition System. For example, 
this invention could operate as an add-on product to a 
commercially available recognition System. 

0057 Referring to FIG. 1, one embodiment of the 
present invention is illustrated. With reference to block 100, 
an output hypothesis from a base Speech recognition proceSS 
that uses a first Set of Scoring models is obtained. The output 
hypothesis may comprise, for example, a Sequence of speech 
elements Such as the base Speech recognition System would 
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Send to any application program as the recognition System's 
choice for the Sequence of Speech elements corresponding to 
a given interval of Speech. 
0.058 Referring to block 110, a set of alternative hypoth 
eSeS is obtained. In one embodiment, this Step might be 
implemented by obtaining from the output from the base 
recognition process a set of alternate choices that the rec 
ognition System considers to be nearly as likely as the 
chosen Sequence. If available, this embodiment might also 
retrieve from the recognition System the evaluation Score for 
the top choice and any alternate choices, preferably includ 
ing Separate Scores from acoustic modeling and language 
modeling. In a further embodiment, this Step could be 
implemented by obtaining a set of alternate hypotheses from 
the external System itself by using the external System's own 
knowledge of which speech elements are likely to be con 
fused in order to expand the Single choice, or the list of 
alternate choices, Supplied by the recognition System to a 
list, or a more complete list, of possible alternate choices. 
0059 Referring to block 120, the top choice and one or 
more alternative hypotheses from the Set of alternative 
hypotheses are Scored based on a Second Set of different 
Scoring models that is separate from and external to the base 
Speech recognition proceSS and does not affect the Scoring 
models thereof. In one implementation of the Scoring block 
120, the external System uses its own acoustic models and 
language model, external to the base speech recognition 
System, to rescore each hypothesis on the list of alternate 
choices that it has generated. In block 130 a hypothesis is 
then Selected with a best Score. 

0060) Note that the modeling task required for the pre 
ferred embodiment of the rescoring System is Somewhat 
different than the modeling task required in the base speech 
recognition System. The preferred embodiment of the res 
coring System does not need to do a Search among all 
possible Sequences of Speech elements, and doesn’t even 
need to be able to compute a Score for each Such hypothesis. 
For example, in one embodiment of the rescoring System, 
the rescoring System has its own model for each speech 
element and computes a match Score for each hypothesized 
Sequence of Speech elements, but only computes Such Scores 
for each hypothesis on the expanded list of alternate choices 
and does not perform a Search for other hypotheses. 

0061 Referring to FIG. 2, an embodiment of the inven 
tion is disclosed that is premised, at least in part, on 
obtaining alternate hypotheses and Scores therefor from the 
base Speech recognition process, where the Scores are based 
on the Scoring models used in the base Speech recognition 
process. Accordingly, in block 200 a reduced number of 
alternative hypotheses with good Scores as determined by 
the Scoring models used in the base speech recognition 
process are Selected. The term "good Score” Simply means 
that a Subset of all of the alternatives considered by the based 
Speech recognition process that have better Scores than other 
of the alternatives are Selected. 

0062 Referring to block 210, two of the selected hypoth 
eses with good Scores are compared to determine which 
Speech element or elements in the two hypotheses differ. 
0063 Referring to block 220, at least one of the speech 
elements that differ are rescored in the Selected hypotheses 
using the Second Set of Scoring models. 
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0.064 Referring to block 230, the hypothesis with a best 
Score is then Selected from the compared rescored hypoth 
CSCS. 

0065 Referring to FIG. 3, a further embodiment of the 
present invention is described. In block 300 a confusable one 
or more speech elements in the output hypothesis are 
detected. In one embodiment, this detection may be accom 
plished by referring to a database of confusable elements or 
elements that are often deleted in Speech. 
0.066 Referring to block 310, an alternative speech ele 
ment is obtained for at least one of the confusable speech 
elements. By way of example, this alternative Speech ele 
ment could be obtained from the aforementioned database of 
confusable Speech elements or elements that are often 
deleted in Speech. 
0067 Referring to block 320, a new hypothesis is created 
using the alternative Speech element. 
0068 Referring to block 330, the new hypothesis is 
Scored. This Scoring could be performed using the Second Set 
of Scoring models for example. 
0069. In block 340, the hypothesis with the best score is 
Selected. 

0070. In a yet further embodiment of the present inven 
tion, the rescoring System does not have a model for each 
Speech element, but rather uses discriminative models. This 
Second embodiment can use a discriminative model that 
only estimates the difference in Score between two confus 
able alternatives. This difference model need not give a 
Separate Score for each hypothesis. In particular the differ 
ence model does not need to give a Score for each hypothesis 
Such as could be used either as an absolute Score or in 
comparison with other hypotheses, but need only focus on 
the designated pair. 
0071 For example, in this second embodiment, a neural 
network may be trained by a back-propagation algorithm 
(See, for example, Huang, Acero and Hon, p. 163) to 
discriminate between two speech elements, given a moder 
ate number of instances of each of the two elements. The 
activation Scores in this network would not necessarily be 
appropriate in comparing either of the two speech elements 
with a third element and Scores computed in a Separate 
network. Also, it will generally be feasible to train the 
discriminative network using much less training data than 
would be required to train a Standard model. Such a dis 
criminative network could use acoustic data or language 
model context, or even both. 
0.072 One embodiment of a rescoring system with dis 
criminative scores is illustrated in FIG. 4. Referring to block 
400, discriminative scores are computed only between the 
hypothesis that was selected as top choice (the output 
hypothesis) by the base recognition System on the one hand 
and each hypothesis in a Set of the alternate hypotheses on 
the other hand. In this embodiment, the alternate hypotheses 
would be considered in order as ranked by the base recog 
nition system. Referring to block 410, a first alternate 
hypothesis, if any, that is preferred over the original top 
choice hypothesis based at least in part on the discriminative 
rescores will be chosen as the new top choice hypothesis. 
0073. Another embodiment of a rescoring system with 
discriminative Scores in accordance with the present inven 
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tion is illustrated in FIG. 5. This rescoring system would use 
the hypothesis Scores from the base recognition System in 
combination with the discriminative Scores. If Scores from 
the base recognition System are not available for alternative 
hypotheses, then this embodiment would use Simulated 
Scores derived, for example, from the rank order of the 
hypotheses. To estimate these Simulated Scores, a neural net 
model would be created that would take as an input the rank 
of each alternative hypothesis and generate as an output an 
estimated difference in Score between the top choice hypoth 
esis and the hypothesis of each rank. The neural net could be 
trained, for example, by running Simulated recognition on 
training data and training the neural net parameters using the 
back-propagation algorithm, which is well-known to those 
skilled in the art of neural nets (see, for example, Huang, 
Acero and Hon, p. 163). Block 500 illustrates the operation 
of obtaining an actual or simulated Score for each of a 
plurality of hypotheses, including the output hypothesis and 
the Set of alternative hypotheses. 
0074. Whether using actual scores from the base recog 
nition System or using Scores simulated from the rank of 
each hypothesis, this preferred embodiment would compute 
a new Score for a given hypothesis by adding the base (or 
Simulated) score for the given hypothesis to the Sum of all 
the discrimination Scores for discriminations in which the 
given hypothesis is one of the members of the pair being 
discriminated. That is, the new score would be determined 
by equation (1). 

Revised.Score(H)=BaseScore(H)+X-DiscrimScore(H, 
K) (1) 

0075) This operation of, for each of the plurality of 
hypotheses, obtaining a total discrimination Score for the 
hypothesis by obtaining a separate discrimination Score for 
that hypothesis paired with a different hypothesis and then 
Summing a plurality of these discrimination Scores for that 
hypothesis is represented by block 510. Block 520 repre 
Sents the operation of adding the actual or simulated Score 
for the hypothesis to the total discrimination score for that 
hypothesis to obtain a revised score. In block 530, the new 
top choice selected would be the hypothesis with the best 
revised Score. 

0076 After any of the preferred embodiments of the 
rescoring System has accepted or corrected the top choice 
Speech element Sequence the new, possibly corrected 
Sequence will be presented to the user or Sent to an appli 
cation program in block 140, as if it had come directly from 
the base recognition System. 

0077. In one embodiment, error correction data or other 
feedback information could be collected from the user, as 
represented by block 150 in FIG. 1. For example, the error 
correction information could be collected from the Speaker 
or a third party transcribing or correcting the output text. 
Optionally, an embodiment of the invention could use its 
own user interface to collect additional information from the 
USC. 

0078. One embodiment of the present invention would 
collect Statistics on the behavior of the base recognition 
System and would be able to predict which errors are more 
likely to occur in which situations. For example, the base 
recognition System might be observed to repeatedly misrec 
ognize the command “go to bottom. These misrecogni 
tions might occur because the Speaker actually says “go duh 

Page 12 of 15



US 2004/0186714 A1 

bottom,” because the unstressed function word “to gets 
reduced in natural Speech. Furthermore, if the base recog 
nition System models this phrase as a Sequence of phonemes, 
Such as "/g oh tu b aa tah m/, and shares the acoustic 
models for the phonemes among all the words in the 
Vocabulary, the base System may be unable to correct the 
errors without causing additional errors elsewhere. That is, 
training the acoustic models for the phonemes “/t U?" with 
the reduced instance spoken "duh would degrade the per 
formance on all instances in which "/t/ or “ul” are not 
reduced. Furthermore, because the training data for the 
phonemes "?t U? include many non-reduced instances, the 
models will be a compromise and the System may still 
misrecognize “go to bottom even after training that has 
degraded performance on the non-reduced instances. 

0079. In a further embodiment of the present invention as 
represented in block 160, the collected information could be 
used to perform at least one of improving the Second Set of 
Scoring models or training the base speech recognition 
process. For example, in one implementation of this embodi 
ment, these detected misrecognitions would be used to build 
discriminative models discriminating between “go to bot 
tom’ and any of the phrases that it is misrecognized to be. 
These models would be separate from and external to the 
base recognizer and therefore could not affect the acoustic 
models for phonemes shared by other word models and thus 
would not produce additional errors elsewhere. Thus, one or 
more embodiments of the present invention would be able to 
correct errors that the base recognizer could not or does not 
correct by itself, although in principle an improved base 
recognizer could be designed. 

0080. In an alternative embodiment, the performance of 
the base recognition System itself could also be improved. 
For example, an embodiment of the present invention could 
Save the Speech data for the instances of misrecognition. In 
the case of repeated errors, or errors that the user designates 
as important, this embodiment could repeatedly call the base 
System training mechanism to train on the particular data, 
causing the base recognition System to treat this data as if it 
had been repeated multiple times and therefore giving it 
more weight in the training than if it had occurred only once. 
0081. By saving a copy of the speech models in the base 
recognizer before and after the automated repeated training, 
this embodiment could implement the shadow modeling and 
adaptive training techniques of co-pending application Ser. 
No. 10/348,967 not only for its own models, but also for 
those of the base recognizer. 
0082) Additionally, the preferred embodiment would use 
other improved modeling techniques both for the acoustic 
models and for the language model, without having to 
replace the base recognition System. 

0.083. This invention provides in some embodiments a 
means for an external recognition System to correct errors 
made by a base recognition System without changing the 
models used by the base System. This external System 
reduces the need to trade-off modeling one situation with 
others and allows errors to be corrected without as great an 
effect of introducing other errors. 
0084. The foregoing description of embodiments of the 
invention has been presented for purposes of illustration and 
description. It is not intended to be exhaustive or to limit the 
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invention to the precise form disclosed, and modifications 
and variations are possible in light of the above teachings or 
may be acquired from practice of the invention. The embodi 
ments were chosen and described in order to explain the 
principals of the invention and its practical application to 
enable one skilled in the art to utilize the invention in various 
embodiments and with various modifications as are Suited to 
the particular use contemplated. 
0085. The present invention allows improvement in a 
base speech recognition System without the necessity of 
changing the base speech recognition System itself (although 
Such changes could be made if desired). It even allows 
improvement without access to the Source code of the 
underlying base speech recognition System. For example, 
this invention could operate as an add-on product to a 
commercially available recognition System. 

1. A method for Speech recognition for use with a base 
Speech recognition process, but which does not affect Scor 
ing models in the base Speech recognition process, compris 
ing: 

obtaining an output hypothesis from a base Speech rec 
ognition process that uses a first Set of Scoring models, 

obtaining a Set of alternative hypotheses, 
Scoring the output hypothesis and each one in the Set of 

alternative hypotheses based on a Second set of differ 
ent scoring models that is separate from and external to 
the base Speech recognition process and does not affect 
the Scoring models thereof, and 

Selecting a hypothesis with a best Score. 
2. The method as defined in claim 1, further comprising 
presenting the best Scoring hypothesis. 

collecting error correction or other feedback information, 
using the collected information to perform at least one of 

improving the Second Set of Scoring models or training 
the base speech recognition process. 

3. The method as defined in claim 1, wherein the second 
Set of Scoring models may be changed without changing the 
first Set of models or the Scores or relative rankings produced 
by the first set of models. 

4. The method as defined in claim 1, wherein the obtain 
ing a list of alternative hypotheses Step comprises Selecting 
a reduced number of hypotheses with good Scores as deter 
mined by the first Set of Scoring models, wherein the reduced 
number is less than all of the hypotheses considered by the 
first Speech recognition process. 

5. The method as defined in claim 4, further comprising 
the Steps of 

comparing two hypotheses with good Scores to determine 
which Speech element or elements differ; and 

rescoring with the Second Set of Scoring models at least 
one of the Speech element or elements that differ. 

6. The method as defined in claim 1, wherein the obtain 
ing a list of alternative hypotheses Step comprises adding at 
least one new hypothesis to the output hypothesis from the 
first Speech recognition process. 

7. The method as defined in claim 6, wherein the adding 
at least one new hypothesis Step comprises the Steps of 
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detecting a confusable one or more speech elements in the 
output hypothesis, and 

Selecting an alternative for at least one of the confusable 
one or more Speech elements, and 

creating as an alternative hypothesis a new hypothesis 
using the alternative Speech element. 

8. The method as defined in claim 7, wherein the selection 
of the alternative for the at least one confusable speech 
element is made from a database of confusable speech 
elements or Speech elements that are often deleted in Speech. 

9. The method as defined in claim 1, wherein the second 
Set of Scoring models includes at least one of an improved 
Set of acoustic models and a language model. 

10. The method as defined in claim 1, wherein if the 
Second Set of Scoring models does not have data pertaining 
to any of the speech elements which differ between the top 
choice hypothesis and an alternate hypothesis, then not 
changing the relative rank between the top choice hypothesis 
and the Said alternate hypothesis. 

11. The method as defined in claim 1, wherein the second 
Set of Scoring models includes at least one discriminative 
Scoring model. 

12. The method as defined in claim 11, further comprising 
training the discriminative model by a back-propagation 
algorithm to discriminate between speech elements where 
error information has been collected for these speech ele 
mentS. 

13. The method as defined in claim 11, further comprising 
training the discriminative Scoring model using less than 
50% of the training data normally used to train a standard 
Scoring model. 

14. The method as defined in claim 11, wherein the 
Scoring Step comprises calculating a different discrimination 
Score between the output hypothesis and each hypothesis in 
the Set of the alternative hypotheses, and 

wherein the Selecting a hypothesis Step comprises Select 
ing a best hypothesis based at least in part on the 
discrimination Scores. 

15. The method as defined in claim 11, wherein the 
Scoring Step comprises 

obtaining an actual or a simulated Score for each of a 
plurality of hypotheses, 

for each of the plurality of hypotheses with the actual or 
Simulated Scores, obtaining a total discrimination Score 
for the hypothesis by obtaining a discrimination Score 
for the hypothesis paired with a different hypothesis, 
and then Summing a plurality of the discrimination 
Scores for that given hypothesis, 

adding the actual or simulated Score for the hypothesis to 
the total discrimination Score for that hypothesis to 
obtain a revised Score; and 

wherein the Selecting a hypothesis Step comprises Select 
ing a hypothesis with the best revised Score. 

16. The method as defined in claim 2, wherein the 
collecting information Step comprises presenting a Screen 
interface to a user for receiving correction information. 

17. The method as defined in claim 2, wherein the 
collecting information Step comprises collecting Statistics on 
errors of the first Speech recognition process. 

18. The method as defined in claim 2, wherein the using 
the collected information Step comprises the Steps of 
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determining Selected errors that are repeated in the first 
Speech recognition process, and 

repeatedly calling a training mechanism in the first speech 
recognition process to train on the Selected errors to 
thereby give more weight in the training to these 
Selected errors. 

19. A program product for Speech recognition for use with 
a base Speech recognition process, but which does not affect 
Scoring models in the base speech recognition process, 
comprising machine-readable program code that, when 
executed, will cause a machine to perform the following 
Steps: 

obtaining an output hypothesis from a base Speech rec 
ognition process that uses a first Set of Scoring models, 

obtaining a Set of alternative hypotheses, 
Scoring the output hypothesis and each one in the Set of 

alternative hypotheses based on a Second set of differ 
ent Scoring models that is separate from and external to 
the base Speech recognition process and does not affect 
the Scoring models thereof, and 

Selecting a hypothesis with a best Score. 
20. The program product as defined in claim 19, further 

comprising program code for performing the Steps: 
presenting the best Scoring hypothesis. 
collecting error correction or other feedback information, 
using the collected information to perform at least one of 

improving the Second Set of Scoring models or training 
the base speech recognition process. 

21. The program product as defined in claim 19, wherein 
the Second set of Scoring models may be changed without 
changing the first Set of models or the Scores or relative 
rankings produced by the first Set of models. 

22. The program product as defined in claim 19, wherein 
the obtaining a list of alternative hypotheses Step comprises 
Selecting a reduced number of hypotheses with good Scores 
as determined by the first Set of Scoring models, wherein the 
reduced number is less than all of the hypotheses considered 
by the first speech recognition process. 

23. The program product as defined in claim 22, further 
comprising program code for performing the Steps of 

comparing two hypotheses with good Scores to determine 
which Speech element or elements differ; and 

rescoring with the Second Set of Scoring models at least 
one of the Speech element or elements that differ; and 

wherein the Selecting a hypothesis Step comprises Select 
ing from the compared rescored hypotheses a best a 
hypothesis with a best Score. 

24. The program product as defined in claim 19, wherein 
the obtaining a list of alternative hypotheses Step comprises 
adding at least one new hypothesis to the output hypothesis 
from the first Speech recognition process. 

25. The program product as defined in claim 24, wherein 
the adding at least one new hypothesis Step comprises the 
Steps of 

detecting a confusable one or more speech elements in the 
output hypothesis, and 

Selecting an alternative for at least one of the confusable 
one or more Speech elements, and 
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creating as an alternative hypothesis a new hypothesis 
using the alternative Speech element. 

26. The method as defined in claim 25, wherein the 
Selection of the alternative for the at least one confusable 
Speech element is made from a database of confusable 
Speech elements or Speech elements that are often deleted in 
Speech. 

27. The program product as defined in claim 19, wherein 
the Second Set of Scoring models includes at least one of an 
improved Set of acoustic models and a language model. 

28. The program product as defined in claim 19, wherein 
if the Second Set of Scoring models does not have data 
pertaining to any of the Speech elements which differ 
between the top choice hypothesis and an alternate hypoth 
esis, then not changing the relative rank between the top 
choice hypothesis and the Said alternate hypothesis. 

29. The program product as defined in claim 19, wherein 
the Second set of Scoring models includes at least one 
discriminative Scoring model. 

30. The program product as defined in claim 29, further 
comprising program code for training the discriminative 
model by a back-propagation algorithm to discriminate 
between speech elements where error information has been 
collected for these Speech elements. 

31. The program products defined in claim 29, further 
comprising program code for training the discriminative 
Scoring model using less than 50% of the training data 
normally used to train a Standard Scoring model. 

32. The program product as defined in claim 29, wherein 
the Scoring Step comprises calculating a different discrimi 
nation Score between the output hypothesis and each hypoth 
esis in the Set of the alternative hypotheses, and 

wherein the Selecting a hypothesis Step comprises Select 
ing a best hypothesis based at least in part on the 
discrimination Scores. 

33. The program product as defined in claim 29, wherein 
the Scoring Step comprises 

obtaining an actual or a simulated Score for each of a 
plurality of hypotheses, 

for each of the plurality of hypotheses with the actual or 
Simulated Scores, obtaining a total discrimination Score 
for the hypothesis by obtaining a discrimination Score 
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for the hypothesis paired with a different hypothesis, 
and then Summing a plurality of the discrimination 
Scores for that given hypothesis, 

adding the actual or simulated Score for the hypothesis to 
the total discrimination Score for that hypothesis to 
obtain a revised Score; and 

wherein the Selecting a hypothesis Step comprises Select 
ing a hypothesis with the best revised Score. 

34. The program product as defined in claim 20, wherein 
the collecting information Step comprises presenting a 
Screen interface to a user for receiving correction informa 
tion. 

35. The program product as defined in claim 20, wherein 
the collecting information Step comprises collecting Statis 
tics on errors of the first Speech recognition process. 

36. The program product as defined in claim 20, wherein 
the using the collected information Step comprises the Steps 
of 

determining Selected errors that are repeated in the first 
Speech recognition process, and 

repeatedly calling a training mechanism in the first speech 
recognition process to train on the Selected errors to 
thereby give more weight in the training to these 
Selected errors. 

37. A System for Speech recognition for use with a base 
Speech recognition process, but which does not affect Scor 
ing models in the base Speech recognition process, compris 
Ing: 

a component for obtaining an output hypothesis from a 
base speech recognition process that uses a first Set of 
Scoring models; 

a component for obtaining a set of alternative hypotheses, 
a component for Scoring the output hypothesis and each 

one in the Set of alternative hypotheses based on a 
Second Set of different Scoring models that is Separate 
from and external to the base speech recognition pro 
ceSS and does not affect the Scoring models thereof; and 

a component for Selecting a hypothesis with a best Score. 

k k k k k 
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