
Text and Phonetic Analysis 
734 

Additionally, as discussed in Section 14.3, when document creators have knowledge 

h t t e Or Content of documents, they can express the knowledge through an 
~o~tesrucm . 
XML-based synthesis markup language. A docume~t to be spo~en ts first_ analyze~ for all 
such tags, which can indicate alternative pronunciations, semantic or quas1-semant1c attrib
utes (different uses of numbers by context for example), as v.:ell as d?cument s_tructures, 
such as explicit sentence or paragraph divisions. The kinds of information potentially sup
plied by the SABLE tags7 are exemplified in Figure 14.7. 

<SABLE> 
<SPEAKER NAME="male l "> 
The boy saw the girl in the park <BREAK/> with the telescope. 
The boy saw the girl <BREAK/> in the park with the telescope. 

Good morning <BREAK/> My name is Stuart, which is spelled 

<RA TE SPEED="-40%"> 
<SAY AS MODE="literal">stuart</SA Y AS> </RA TE> 
though some people pronounce it 
<PRON SUB="stoo art">stuart</PRON>. My telephone number 
is <SAYAS MODE=="literal">2787</SA YAS>. 

I used to work in <PRON SUB="Buckloo">Buccleuch</PRON> Place, 

but no one can pronounce that. 
</SPEAKER> 

</SABLE> 

Figure 14.7 A document fragment augmented with SABLE tags can be processed by the Fes
tival system [3]. 

For untagged input, or for input inadequately tagged for text division (<BREAK/>), 
sentence breaking is perfom1ed by heuristics, similar to Algorithm J 4.1, which observe 
whitespace, punctuation, and capitalization. A linguistic unit roughly equivalent to a sen
tence is created by the system for the subsequent stages of processing. 

Tokenization is performed by system or user-supplied routines. The basic function is 
to recognize potentially speakable items and to strip irrelevant whitespace or other non
speakable text features. Note that some punctuation is retained as a feature on its neareSt 

word. · 

Te~t normalization is implemented by token-to-word rules, which return a standard or
lbographtc form that can, in tum, be input to the phonetic analysis module. The token-_to
word rules have to _deal with text normalization issues similar to those presented in S~cuon 
14·4· As part of this process, token-type-specific rule sets may be applied to disambigu~te 
toke_ns whose pronu~ciations are highly context dependent. For example, a disambi~uauon 
ro~tme may be reqmred to examine context for deciding whether St. should be realized as 
Samt or street For gene I E 1· h I d various · ra ng 1s - anguage phenomena, such as numbers an 

1 
SABLE and other TI'S m k . ar up systems are discussed further in Chapter 15. 
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symbols, a standard token-to-word routine is provided. One interesting feature of th F ._ 
. ·1· " h I . t . e esu 

val system ts a ut1 ,ty ior e p,~g o automatically construct decision trees to serve text nor-
malization rules, when sys~em integrators can gather some labeled training data. 

The ling~istic analysis mo<lu_lc for the Festi~al system is mainly a POS analyzer. An 
11

_ 

gram based tram~ble POS tagger 1s used to predict the likelihoods of POS tags from a lim
ited set given an input sentence. The system uses both a priori probabilities of tags given a 
word and 11-grams for sequences of tags. The basic underlying technology is similar to the 
work in [6] and is described in Section 14.5. When lexical lookup occurs, the predicted most 
likely POS tag for a given word is input with the word orthography, as a compound lookup 
key. Thus, the POS tag acts as a secondary selection mechanism for the several hundred 
words whose pronunciation may differ by POS categories. 

14.10.3. Phonetic Analysis 

The homograph disambiguation is mainly resolved by POS tags. When lexical lookup oc
curs, the predicted most likely POS tag for a given word is input with the word orthography 
as a compound lookup key. Thus, the POS tag acts as a secondary selection mechanism for 
the several hundred words whose pronunciation may differ by POS categories. 

If a word fails lexical lookup, LTS rules may be invoked. These rules may be created 
by hand, formatted as shown below: 

(#(ch)C=/k/) 
Chris 

II ch at word start, followed by a consonant, is /kl, e.g., 

• • • J methods much as de-
Ahematively, LTS rules may be constructed by automatic statJs~ica d u't·i·ty routines 

'b · T LTS terns were introduce . 1 1 sen ed m Section 14.8 above, where CAR sys b , CART rule con-
. . tr · ·ng data ase LOT are provided to assist in using a system lexicon as a amt 

struction. · . l _ 
. I to handle context coart1cu a 

. In addition, Festival system employs post-le~ica~~~d:sand sounds, as well as speech 
hon. Context coarticulation occurs when surroundmg_ Examples include re-
styl . · f ucular phoneme. 

e, affect the final form of pronunc1at1on ° a par_ . d . rtion. Some coarticula-
d . . fi I d o1cmg an r-mse 
uction of consonants and vowels, phrase ma ev ' 'te additional rules. 

f d may also wn •on rules are provided for these processes, an users 

14,11. HISTORICAL PERSPECTIVE AND FURTHER READING 

les and review almost a cen
Text-to-speech has a long and rich history· You can hearhsa~s ~istory Project [ 19). A good 
tury• . . , S eech Synt est 

s wonh of work at the Smithsonian s P . . [20) 
source for multilingual samples of various TIS engmes;;.S ha~ been From Text to Speech: 
Th The most influential single publi~hed wo~I~alk system, from which a large number 

e MITaik System [ J]. This book describes the 
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of research and commercial systems were derived during the 1980s, including the widely 
used DECTalk system [9]. The best compact overall historical survey is Klatt's Review of 
Text-to-Speech Conversion for English [ 15]. For deeper cover~~e of more recent architec
tures, refer to [7]. For an overview of some of the most prom1smg current approaches and 
pressing issues in all areas of TIS and synthesis, see [30]. One of the biggest upcoming is
sues in TIS text processing is the architectural relation of specialized TIS text processing as 
opposed to general-purpose natural language or document structure analysis. One of the 
most elaborate and interesting TIS-specific architectures is the multilingual text processing 
engine described in [27]. This represents a commitment to providing exactly the necessary 
and sufficient processing that speech synthesis requires, when a general-purpose language 
processor is unavailable. 

However, it is expected that natural language and document analysis technology will 
become more widespread and important for a variety of other applications. To get an idea of 
what capabilities the natural language analysis engines of the future may incorporate, refer 
to [12] or [2]. Such generalized engines would serve a variety of clients, including TIS, 
speech recognition, information retrieval, machine translation, and other services which may 
seem exotic and isolated now but will increasingly share core functionality. This conver
gence of NL services can be seen in a primitive form today in Japanese input method editors 
(IME), which offload many NL analysis tasks from individual applications, such as word 
processors and spreadsheets, and unify these functions in a single common processor [18]. 

For letter-to-sound rules, NETalk [25], which describes automatic learning of LTS 
processes via neural network, was highly influential. Now, however, most systems have 
converged on decision-tree systems similar to those described in [14]. 
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Prosody 

Sheridan pointed out h . Ir. isn't what you said; it's bow you said it! 
t e importance of prosody more than 200 years ago [53}: 

Children are tau h 
is imp,.. 'bl 8 1 10 read semeuces. which they do not understand; and as it 

vSSt e to /a th h . . . . meanin Y e emp asts nght, without perfectly comprehending the 
if they 8 of what one reads, they get a habit either of reading in a monotone, or 

attempt lo d ' . . h . random h . tstmguts one word from the rest, as the emphasis falls at 
p ' l e sense ts usually perverted, or changed into nonsense. 
rosody is 

e~pr~ss attitude a compJ_ex weave of physical, phonetic effects ~at is bei~g employed to 
rnunication. Th~ assump~rons, and attention as a paraHel channel m o~r daily speech co~
denoration . semantic content of a spoken or written message 1s referred to as its 
~Ya listen ' While the emotional and attentional effects intended by the speaker or inferred 
in er are Part f th . . J &uiding . 0 e message's connotation. Prosody has an important supportmg roe 
si a listen , · d · J • gnaling er s recovery of the basic messages ( denotation) an a starring ro e m 

connot r 1· ) a ion, or the speaker's attitude toward the message, toward the istener(s , 

739 
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. t t'on or the speaker's attitude toward the message, toward the listener(s) and mg conno a 1 , • 

toward the whole communication event. . . . 
From the listener's point of view, prosody consists of systematic percepuon and re-

covery of a speaker's intentions based on: 

• Pauses: to indicate phrases and to avoid running out of air. 

• Pitch: rate of vocal-fold cycling (fundamental frequency or FO) as a function 

of time. 
• Rate/relative duration: phoneme durations, timing, and rhythm. 

• Loudness: relative amplitude/volume. 

Pitch is the most expressive of the prosodic phenomena. As we speak, we systemati
cally vary our fundamental frequency to express our feelings about what we are saying, or to 
direct the listener's attention to especially important aspects of our spoken message. If a 
paragraph is spoken on a constant, uniform pitch with no pauses, or with uniform pauses 
between words, it sounds highly unnatural. 

In some languages, the pitch variation is partly constrained by lexical and syntactic 
conventions. For example, Japanese words usually exhibit a sharp pitch fall at a certain 
vowel on a consistent, word-specific basis. In Mandarin Chinese [52], word meaning de
pends crucially on shape and register distinctions among four highly stylized syllable pitch 
contour types. This is a grammatical and lexical use of pitch. However, every language, and 
especially English, allows some range of pitch variation that can be exploited for emotive 
and attentional purposes. While this chapter concentrates primarily on American English, 
the use of some prosodic effects to indicate emotion, mood, and attention is probably uni
versal, even in languages that also make use of pitch for signaling word identity, such as 
Chinese. It is tempting to speculate that speakers of some languages use expressive and af
fective lexical particles and interjections to express some of the same emotive effects for 
which American English speakers typically rely on prosody. 

We discuss pausing, pitch generation, and duration separately, because it is convenient 
t? separa~e them when building systems. Bear in mind, however, that all the prosodic quali
tte~ are high!~ correlated in human speech production. The effect of loudness is not nearly 
as important m synthesizing speech as the effect of the other two factors and thus is not dis
cussed here. In addition, for many concatenative systems this is generally embedded in ilie 
speech segment. 

15.1. THE ROLE OF UNDERSTANDING 

To date, most work on pro d ~ rr· S h. h is 
th l·t al so Y 10r has focused exclusively on the utterance, w tc 

e I er content of the mes Th . . f the • 1 t d sage. at ts, a ITS system learns whatever 1t can rom 1s0 a e , textual represent f f · · n 
Typicall ITS a ion° a smgle sentence or phrase to aid in prosodic generatto · 
of a se yt a system may rely on word identity, word part-of-speech p1Jnctuation, length 

n ence or phrase and th . ' . . d NLP 
' 0 er superficial characteristics. As more sophisticate 
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.-.n.,bililies are deployed for use by ITS systems, deeper properties of an 1 . 
••r- d" . ut erance tnclud ing its document or 1scourse context. can be taken into account. • -

Good prosody depends on a speuker or reader's understanding f th , 
. d · [64.J O e text s or mes-.. g~·s meaning. As note m , the golden rule of the Roman orator Q . .1. ,. , umt1 ian (c. AD 

90) states [32J ·That to make a 111011 speak Wl'll, and /'Jronowrce w,·1,1 •• 1 . · · 
· '' a 118 If emphasis he 

011ght ihoroughlv to understand all that he savs, be Ju/Iv persuaded oif 1•1 J b . 1 . ' · . . • . . - . · , a11 rmg wnse/f 
,ohm•e, those a.ffectwns »:lud1 he d~s1res to mfuse m otlwrs." This is clearly a tall order for 
today's_computers! ~ow important ts u_nderstanding of the text's meaning, in generation of 
appropnately engagmg prosody? Consider a stanza from Lewis Carroll's nonsense poem 
··Jabberwocky" [ 10]: 

Twas brillig, a11d the slithy roves 
Did gyre and gimble in the wahe; 
All mimsy were the borogoves, 
And tire mome raths outgrabe. 

Here, a full interpretation is not possible, owing primarily to lexical uncertainty (our 
ignorance of the meaning of words like brillig). However, you can recover a great deal of 
infonnation from this passage that aids prosodic rendition. Foremost is probably the metrical 
struclure of the poetic meter. This imposes a rhythmic constraint on prosodic phrasing (ca
dence, timing, and pause placement). Second, the function words such as and, the, in, :tc. 
are inte1pretable and give rich clues about the general type and direction of action be~ng 
specified. They also 0 ive us contextual hints about the part-of-speech of the neighbo~ng 
nonsen~ words, whi;h is a first crude step in interpreting those_ word_s• meaning. Th_trd, 
punctuatton is also important in this case. Usina these three properties, with some analogical 
guesses about LTS conversions and stress lo;ations in the nonsense w0rd5• '_Vould allow 
moSI speakers of English to render fairly pleasant and appropriate prosody for chis poerfim. 

f h an's pe onn-Can a computer do the same? Where will a computer faJI short O a um . 11 ance on th· . . a1· fa human reader is genera y 
is task, and why? First, the earner voice qu ity O 1i·stener all 

superi . · e pleasant to a • 
else b 0~ to synthesized voices. The natural human voice is mo: coda use a fairly simple 
meth eing eq~al. As for the prosody per se, most TIS sySle~-

1 
s ~unction words, such 

as d 
od to denve prosody, based on a distinction between cl~se 

I 
c as mphasis and open-

eterrnin ht t receive esser e , 
end d ers and prepositions, which are thoug O e likely to be accented. 
Fo eth_seis of content words such as nouns like wabe, which are mdors do Thus if accurate 

r is no t human rea er . • d 
LTs nsense poem, that is essentially what mos . TTS system with a goo 
syn1h:~:ver~ions are supplied, including ~ain stres_s Joc:t;~~ ;ype could p'.o~ably render 
lhis voice and a reasonable default pitch algonlhm gnize it explrc1tly, the con
st/lanza fairly well. Again though the computer does not reco 

rned rhythmic structure of the poem may be assiSting. rticipating in the uncon-
But I" t Hy not fully pa eful SCio . is eners to nonsense poems are genera . to actively construct us 

me~~ interpretive dialog the attempt on the part of the 1;.5~ni~ good faith by the speaker. 
ihere1;g from prosodic ~nd message-content cues s~pp ie table nonsense materials m~st 
alw ore, judgments of the prosodic quality of unmterpre of meaning remains a shp-

ays be . . d recovery 
suspect. In ordinary prose, the definiuon an 

I 

\ 
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ery question. Consider the passage below [56J, which is not metrically structured, has few 
~r no true nonsense words, and, yet, was deliberately constructed to be essentially meaning-

less. 
In mathematical terms, Derrida's obsen1ation relates to the invariance of the 
Einstein field equation under nonlinear space-time dijfeomorphisms ( self
mappings of the space-time manifold which are i11fi11itely dijferell/iahle but not 
necessarily analytic). The key point is that this invariance group ·acts transi
tively': this means that any space-time poillt, if it exists at all, can be trans
fon~ed into any other. In this way the infinite-dime11sio11al invariance group 
erodes the distinction between observer a11d observed; the pi of Euclid and the 
G of Newton, formerly thought to be constant and universal, are now perceil'ed 
in their ineluctable historicity; and the putative observer becomes fatally de
centered, disco1111ectedfrom any epistemic link to a space-time point that can no 
longer be de.fined by geometry alone. 

Should the fact that, say, a professional news broadcaster with no prior knowledge of 
the author's intent could render this supposedly meaningless passage rather well, make us 
suspicious of any claims regarding the necessity of deep semantic analysis for high-quality 
prosody? Though perhaps meaningless when taken as a whole, once again, the educated 
human reader can certainly recover fragments of meaning from this text sufficient to support 
reasonable prosody. The morphology and syntax is all standard English, which takes us a 
long way. The quality of the announcer's rendition degrades somewhat under the condition 
the computer truly faces, which can be simulated by replacing the content words of a sen
tence above with content words randomly chosen from "Jabberwocky": 

In brillig toves, Derrida's wabe gimbles to the bandersnatch of the Tumtum 
whiffling raths under frumious slithy dijfeomorphisms (borogoves of the mimsy 
mome which are beamishly vorpal but notfrabjously uffish). 

. It is likely the human reader can still outperfonn the computer by reliance on morpho
logical ~d syntactic cues, such as the parallelism detennining the accent placements in the 
~ontraSnve Slructure " ... which ARE ... but NOT ... " Nevertheless, the degree of understalld· 
mg of a ~essage's content that is required for convincino prosodic rendition remains a sub
tle q~~stion. Cle:i.rly, the more the machine or human re:der knows the better the prosodic 
reo<lillon, bu_t som~ of the most important knowledge is surprisingly ~hallow and accessible: 
. Ther~ is no ngorous specification or definition of meaning. The meaning of the rend•· 

~on event Itself is more significant than the inherent meaning of the text if any. The mean
mg of the rendition · d · ' · (s) Whi . event is etermmed primarily by the goals of the speaker and hstener · 

tJ
• le t~xtual attributes such as metrical conventions syntax morphology lexical sernan-
cs, topic etc ·b ' ' ' · f h 

re d·t· ' ·, ~ontrt ute to the construction of both kinds of meaning the meaning O I e 
n I ion event mcorporates . ' uch as 

goals of th more important pragmatic and contextual elements, s 
e communication ev t d . . . . - 'fhus the 

concept-to-speech discu . en • an speaker identity and attitude pr0Ject1on. . ood 
Prosody s· th ssed m Chapter 17 has a much better chance of generaung g 

' mce e content of th · e sentence 1s known by the SLU system. 
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2 PROSODY GENERATION SCHEMATIC 15, , 

743 

fi!!ure )5.1 shows schema~ically_ th~ element~ of prosodic generation in ·rrs. from prag 
m;tic absrraction to phoneuc re~hzauon. The mpu1 of the prosody module in Figure 

15
_ 1 is 

parsed te>.t with a phoneme s~ng, and the output sp~cifie~ the duration of each phoneme 
d the pitch contour. One possible output representatton ot that output prosody is shown in 

~1ture 15.2 for the sentenc~ The car sat. Up_ to four points per phoneme were included in 
this example. Often one pomt per phoneme 1s more than sufficient, except for words like 
john, where two points are nec-ded for rhe phoneme /no! to achieve a natural prosody. 

Parsed text and Phone string 

I 
y 

Pause insertion and Prosodic phrasing 

I 
y 

Du.ration FO Comour Volume 

I 

" T 
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In the next sections we describe the mod~les of ~igure 15.1: th~ speaking style, sym. 
bolic prosody (including pause insertion), duration assignment, and pitch generation in that 
order, as usually followed by most TIS systems. 

15.3. SPEAKING STYLE 

Prosody depends not only on the linguistic content of a sentence. Different people generate 
different prosody for the same sentence. E~en the same pers?n ~ene_rates a different prosody 
depending on his or her mood. The speaking s~·le of the vo1~e 1? F1g_ure 15.1 can impart an 
overall tone to a communication. Examples of such global settmgs mclude a low register, 
voice quality (falsetto, creaky, breathy, etc.), narrowed pitch range indicating boredom, de
pression, or controlled anger, as well as more local effects, such as notable excursion of 
pitch, higher or lower than surrounding syllables, for a syllable in a word chosen for special 
emphasis. Another example of a global effect is a very fast speaking rate that might signal 
excitement, while an example of a local effect would be the typical short, extreme rise in 
pitch on the last syllable of a yes-no question in American English. 

15.3.1. Character 

Character, as a detennining element in prosody, refers primarily to long-term, stable, extra
linguistic properties of a speaker, such as membership in a group and individual personality. 
It also includes sociosyncratic features such as a speaker's region and economic status, to 
the degree that these influence characteristic speech patterns. In addition, idiosyncratic fea
tures such as gender, age, speech defects, etc., affect speech, and physical status may also be 
a background determiner of prosodic character. Finally, character may sometimes include 
temporary conditions such as fatigue, inebriation, talking with mouth full, etc. Since many 
of these elements have implications for both the prosodic and voice quality of speech output, 
~hey ca~ be very challenging to model jointly in a ITS system. The current state of the art is 
insufficient to convincingly render most combinations of the character features listed above. 

15.3.2. Emotion 

T~~porary emotional conditions such as amusement, anger, contempt, grief, sympathy, sus· 
picwn, etc. have an effect on prosody. Just as a film director explains the emotional context 
of a scene t~ he~ actors to motivate their most convincino performance, so TIS syStems 
need to provide mfonn t· th · 0 

• latively a ion on e s1mulated speaker's state of mmd. These are re 
~nSla_ble properties, somewhat independent of character as defined above. That is, one cou!d 
imagifne a speaker with any combination of social/dialect/gender/age characteristics being tn 
any o a number of emot· 1 · J tes such . Iona states that have been found to have prosodic corre a ' 
as anger, gnef, happine E . . & r future ss, etc. mot10n m speech is actually an important area 10 . 
research. A large numb f h' . 1 ffects 1n 
speech A er O igh-level factors go into determining emouona e. -•Jy 

· mong these are po· t f · ak r 1s re"' &eel· . tn ° view (can the listener interpret what the spe e 1 1' mg or expressmg'l)· 1· g)· cu · · ' spontaneous vs. symbolic (e.g., acted emotion vs. real fee 10 ' 
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tllre specific vs. universal; basic emotions and com ·t· 
1 · posi iona emotions that c b" b · feelings and effects; and strength or intensity of emotio W om me astc 

. f . t· h n. e can draw a few preliminary conclusions rom ex1s mg researc on emotion in speech [341: 

• Speakers vary in their ability to express emotive · . 
trolled situations. meaning vocally m con-

• Listeners vary in their ability to recognize and interpret t· f 
d d h emo ions rom re-cor e speec . 

• Some emotions are more readily expressed and identified than others. 

• Similar intensity of two emotions can lead to confusing one with the other. 

An additi?n~l complicatio~ in expre_ssing _emotion is that the phonetic correlates ap
pear not to be limited to the maJor prosodic variables (FO, duration, energy) alone. Besides 
these, phonetic effects in the voice such as jitter (inter-pitch-period microvariation), or the 
mode of excitation may be important {24). In a formant synthesizer supported by extremely 
sophisticated controls {59], and with sufficient data for automatic learning, such voice ef
fects might be simulated. In a typical time-domain synthesizer (see Chapter 16), the lower-
level phonetic details are not directly accessible, and only FO, duration, and energy are \ 
available. 

Some basic emotions that have been studied in speech include: 

• Anger, though well studied in the literature, may be too broad a category for 
coherent analysis. One could imagine a threatening kind of anger with a 
tightly controlled FO, low in the range and near monotone; while a more 
overtly expressive type of tantrum could be correlated with a wide, raised 
pitch range. 

• Joy is generally correlated with increase in pitch and pitch range, with !n
crease in speech rate. Smiling generally raises FO and fonnant frequencies 
and can be well identified by untrained listeners. 

S h al Pl·tch realized in a narrow • adness generally has normal or lower t an nonn 
range, with a slow rate and tempo. It may also be characterized by slurred 

pronunciation and irregular rhythm. . 
. . "d ange variable rate, precise • Fear is characterized by high pitch m a w1 e r ' . . t 
. . h due to disturbed resprra ory pronunciation, and irregular voicing (per aps 

pattern). 

lS,4. SYMBOLIC PROSODY 

Ab • the infinite multiplicity of prag-
rna~~act or sy':'bolic prosodic structure is the hnk betwe;~ the relatively limited FO, ph?ne 
du .' semantic, and syntactic features of an utterance a d module of Figure 15.2 is a 

rations, energy, and voice quality. The output of the proso y 
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set of real values of FO over time and real values for phoneme durations Symbor 
deals with: · ic prosody 

• Breaking the sentence into prosodic phrases, possibly separated by pauses, 
and 

• Assigning labels, such as emphasis, to different syllables or words within 
each prosodic phrase. 

Words are normally spoken continuously, unless there are specific linguistic reasons 
to signal a discontinuity. The term juncture refers to prosodic phrasing-that is, where do 
words cohere, and where do prosodic breaks (pauses and/or special pitch movements) occur. 
Juncture effects, expressing the degree of cohesion or discontinuity between adjacent words, 
are determined by physiology (running out of breath), phonetics, syntax, semantics, and 
pragmatics. The primary phonetic means of signaling juncture are: 

Parsed text and phone string 

Symbolic Prosody 

Pauses 
Prosodic Phrases 

Accent 
Tone 
Tune 

Prosody Attributes 

Pitch Range 
Prominence 
Declination 

FO Contour Generation 

FO Contour 

F" 15.3 p· · prosodY· igure itch generation decomposed in symbolic and phoneuc 
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1 Silence insertion. This is discussed in Section 15.4.1. 

1 Characteristic pitch movements in the phrase-final syllable Th' · d' 
. · 15 4 4 · IS IS ISCussed m Secuon ... 

1 Lengthening of a few phones in the phrase-final syllable. This is discussed in 
Section 15.5. 

, Irregular voice quality such as vocal fry. This is discussed in Chapter 16. 

Abstract prosodic str~cture or an~ot~tio~ typically specifies all the elements in the top 
block of the p1tch-generat1on schematic m Figure 15.3, including accents (corresponding 
conceptually to heads in standard syntactic structure). The accent types are selected from a 
small inventory of tones for American English (e.g., high, low, rising, late-rising, scooped). 
Toe sequence of accent and juncture tones in a given prosodic structure may cohere to yield 
11me-like effects that have some holistic semantic interpretation. While we center our de
scription in an abstract representation called ToBI, we also describe other alternate represen-
tations in Section 15.4.6. Finally, though in principle the prosody attributes module applies f 

to all prosody variables, it is mostly used for FO generation in practice, and as such is dis- \. 
cussed in Section 15.6. l. 

15.4.1. Pauses 

In a long sentence speakers normally and naturally pause a number of times. These pauses 
' . · · h perly have traditionally been thought to correlate with syntacttc structure but mtg t mor~ pro 

be thought of as markers of infonnation structure [58]. They may also b~ motivated by 
. . . . . ak or physical constramts. In sponra-poorly understood styhst1c 1d1osyncras1es of the spe er, . . . f . b t 

. . erve no hngu1sttc unction u neous speech, there is also the possib1hty that some pauses s 

are merely artifacts of hesitation. . · unctuation After 
I . . . d' t f pause location 1s P · n a typical system, the most reliable m ica or O 

1
. t· n (Chapter 14) 

I . I t to text norma iza io ' reso ution of abbreviations and special symbols re evan . . t This includes 
th . . . 'ally prosodic m na ure. 

e remammg punctuation can be reclassified as essenti . . 1 s dashes etc. Each 
pe · d trpsis points, co on , , 

no s, commas, exclamation points, parentheses, e I d a d can be given a special 
0~lhese can be taken to correspond to a prosodic phrase boun ary n 

Pilch movement at its end-point. . b h their occurrence and their du-
In predicting pauses although you have to consider ot than 30 ms) is the most sig-

ratio th · ' · 1 (of greater . n, e simple presence or absence of a st ence d m· lly on the current rate 
n1fic d . . . . . dary base pa a ant ec1s1on and its exact durallon 1s secon ' 
setr ' · · 

mg and other extraneous factors. . Ion sentence, but a few where it is 
There are many reasonable places to pause m a g ,·ct placing pauses anywhere 

Crif h Id be to avo ct· ical nor to pause. The goal of a TIS system s ou b akdown of understan mg. 
that · · complete re ct· to 
F might lead to ambiguity, misinterpretauon. 0 ~ . orates punctuation accor m~ 
e onunately, most decent writing (apart from email) mcodrp·ust where it aids interpretation. 
Xactly t1i· . ft every wor , J •s metnc: no need to punctuate a er 
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Therefore, by simply following punctuation in many writing styles, the ITS system will not 
go far wrong . 

. Consider the opening passage from Edgar Allan Poe's classic story The Cask of 
Amontillado (1846) arranged sentence-by-sentence: 

1. The thousand injuries of Fortunato I had home as I best could, but when he 
ventured upon insult, I vowed revenge. 

2. You, who so well know the nature of my soul, will not suppose, however 
' that I gave utterance to a threat. 

3. At length I would be avenged; this was a point definitively settled-but the 
very definitiveness with which it was resolved precluded the idea of risk. 

If we place prosodic pauses at all and only the punctuation sites, the result is accept
able to most listeners, and no definite mistakes occur. Some stretches seem a bit too long, 
however. Perhaps the second part of sentence 3 could be broken up as follows: 

but the very definitiveness with which it was resolved PA USE precluded the idea 
of risk. 

While commas are particularly useful in signaling pause breaks, as seen above, pauses 
may be optional following comma-delimited listed words (berries, melons, and cheese), 
though the special small pitch rise typical of a minor (nonpause) break is often present. 

Cases where placing a boundary in certain locations critically affects interpretation in· 
elude tag questions and verb particle constructions (where the verb must not be separated 
from its particle), such as: 

Why did you hit Joe? 

Why did you hit PAUSE Joe? 

He distractedly threw out the trash. 

(NOT ... threw PAUSE out ... ) 

He distractedly gazed PA USE out the window. 

(NOT ... out PAUSE the ... ) 

. . ~~~~ 
. Supplying Junctures at the optimal points sometimes requires deep seman od for 

provided by the module described in Chapter 14. The need for independent metb 
5 

of 
. . d nt source 

pause insertion has motivated some researchers to assume that no indepen e d for 
natural language analysis is available. The CART discussed in Chapter 4 can be use c· 

. . d a few strU 
pause assignment [36]. You can use POS categories of words, punctuauon, an . hrases 
tural measures, such as overall length of a phrase and length relative to neighbonng p die· 
t t h 1 · · ' orrect pre ? cons ruct t e c assification tree. The decision-tree-based system can have c the aJgo-
llon of 81 % for pauses over test sentences with only 4% false prediction rates. As 
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. hm proceeds successively left to right through each pair of w d. th . . 
nl . d· or s. e following questions can be u~e . 

, fs this n semence boundary (markt,d by punc:tuation)? 

• Is the left word a rnntell( word and the rig hr word a Jimctimi word? 

• What is the function irord tvpe of word to tlie right~ (Certai'nfi , · 
· · · tmc 1011 words are more like(v to signal a break) 

• lseitheradjacent word a pmper name (capitalized)? 

, How many comem words hm·e occurred since the previous Junction word 
(If> 4 or 5 words, a break is more likely) 

• Is there a comma at this location? 

, What is the current location in t/ze sentence? 

• What is the length of current proposed major phrase? 

These questions summarize the relevant knowledge, which could be fonnulated in expert
system rules, and augmented by high-quality syntactic knowledge if available, or trained 
statistically from tagged corpora. 

15.4.2. Prosodic Phrases 

An end-of-sentence period may trigger an extreme lowering of pit~h, a _comma-tenninated 
proSOdic phrase may exhibit a small continuation rise at its end, signaling more to co~e, 
etc. Rules based on these kinds of simple observations are typically fou nd in commercial 17S 

· I e or utterance can also be systems. Certain pitch-range effects over the entrre c aus . . . . 
b d · h f al restnct1ve clause 1s cypi-"' on punctuation-for example, the range m a parent e ic_ h h ·ghtened 
caUy narrower than that of sun-ounding material, while exclamations may ave a e1 

range, or at least higher accent targets lhroughou,. . d 
II 

by characteristic 
Prosodic junctures that are clearly signaled by silence (an u.su: tetween utterances 

pitch rnovernent as well), also called i11tonational phrases, are require ·gnaled by silence 
illld d' · tures that are not s1 b usually at punctuation boundaries. Proso ic June d 

I 
ologica/ phrases may be 

hut rather by characteristic pitch movement only, also call\ p t:ilence demarcati~g fruits 
. atder to place with certainty and to evaluate. In faSt speec .' t e d blackberries.' may dis-
in !he . · goosebemes. an 

sentence 'We have bluebemes, raspbemes, . , . ally remains. These loca-
appear . h 'bemes typ1c 
ti • Yet a trace of the continuation nse o~ eac . honological phrases. 

ons would then still qualify as minor intonation phrases, or pt f the signaling pitch move-
I · and excen ° . n analyzing spontaneous speech, the nature . . 'or practical TIS systems is rnent rn f h cons1derat1on ., . . 

ay vary from speaker to speaker. A urt er TIS to access infonnation m a 
a User' h depend on d' r 8 

Prefen-ed rate setting: blind people w O • temal pauses should 1sappea · 
comput · t sentence-in · h J to er usually prefer a fast rate, at which mos d pitch movement, it e ps 
have 

1
~ discuss linguistically significant juncture t~~e;r::k Indices) [4, 55] is a proposed 

a 
st

rnple_ standard vocabulary. ToBI (for Tones 0 

-

\ 
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standard for transcribing symbolic intonation of American English utterances, though it can 
be adapted to other languages as well. The Tones part of ToBI is considered in greater detail 
in Section 15.4.4. 

The Break Indices part of ToBI specifies an inventory of numbers expressing the 
strength of a prosodic juncture. The Break Indices arc marked for any utterance on their own 
discrete break index tier (or layer of information). with the BI notations aligned in time with 
a representation of the speech phonetics and pitch track. On the break index tier, the pro-
sodic association of words in an utterance is shown by labeling the end of each word for the 
subjective strength of its association with the next word, on a scale from O (strongest per
ceived conjoining) to 4 (most disjoint), defined as follows: 

• 0 for cases of clear phonetic marks of clitic' groups (phrases with appended 
reduced function words), e.g., the medial affricate in contractions of did you 

or a flap as in got it. 

• 1 most phrase-medial word boundaries. 

• 2 a strong disjuncture marked by a pause or virtual pause, but with no tonal 
marks, i.e., a well-formed tune continues across the juncture. OR, a disjunc
ture that is weaker than expected at what is tonally a clear intennediate or full 
intonation phrase boundary. 

• 3 intermediate intonation phrase boundary, i.e., marked by a single phrase 
tone affecting the region from the last pitch accent to the boundary. 

• 4 full intonation phrase boundary, i.e., marked by a final boundary tone after 
the last phrase tone. 

For example, a typical fluent utterance of the following sentence: Did you want an ex
ample? might have a O between Did and you, indicating palatalization of the Id jl sequence 
across the boundary between these words. Similarly, the break index value between want 
and an might again be 0, indicating deletion of /ti and subsequent flapping of 1111. The re
maining break index values would probably be I between you and want and between ai1 and 
example, indicating the presence of a mere word boundary, and 4 at the end of the utterance, 
indicating the end of a well-fanned intonation phrase. The annotation is thus: 

Did-0 you-/ want-0 an-I example-4? 

Without reference to any other knowledge, therefore, a system would place a I after 
every word, except where utterance-final punctuation motivates placement of 4. Perhaps 
comma boundaries would be marked by 4. Need any more be done? A BI of O correlates 
with any special phone substitution or modification rules for reduction in clitic groups that a 
TIS system may attempt. By marking the location of clitic (close association) phonetic re
duction, such a BI can serve as a trigger for special duration rules that shorten the segmen~s 
~f _the _cliticized word. W~atever s~ntacticlsemantic processing was done to propose the c\ 
ticization can serve to tngger assignment of I. The 2 mark is generally more useful fo 

' Pronounced as part of ano1her word, as in ve in / 've. 
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ainlysis than for speech generation. You may observe th· . h . 
' . <ll m t e literature o · t · ., 

break is sometimes refen-ed to as an intermediate "/rm • b. k . n tn onat1on. a .l 
k · · · ,, s, iea · or a mmor 11hrase break 

while a 4 brea 1s sometimes called an i11to11ational JJ/irm b k . . · ' • 
• <' rea or a 11u11or phrase break. 

15.4.3. Accent 

We should briefly clarify use of terms such as stress and accent Sm•s• ge, 11 r-
• • • • • • c ., ,,era y re1ers to an 

idealized locauon m an Engh sh word that ,s a potential site for phonet,· , p,·o · f~ . · · \; mmence e 1ects 
such as extruded pitch and/or lengthened duration. This information comes from our stan: 
dard lexicon. Thus, the second syllable of the word em-ploy-er is said to have the abstract 
property of ~exi~al ~tre~s. In an actual L_1tterance. if the word as a whole is sufliciently impor
mnt, phoneuc h1ghhghttng effects are likely to fall on the lexically scressed syllable: 

Acme Industries is the big,;est employer in the area. 

Accent is the signaling of semantic salience by phonetic means. In American English, 
accent is typically realized via extruded pitch (higher or lower than the general trend) and 
possibly extended phone duration. Although lexical stress as noted in dictionaries is strictly ·, 
an abstract property, these accent-signaling phonetic effects are usually strongest on the 
lexically stressed syllable of the word that is singled out for accentuation (e.g., employer). 

In the sentence above, the word employer is not specially focused or contrasted. but it 
is an important word in the utterance, so its lexically stressed syllable typically receives a 
prosodic accent (via pitch/duration phonetic mechanisms), along with the other syllables in 
boldface. In cases of special emphasis or contrast, Lhe lexically specified preferred location 
ofslress in a word may be ovenidden in utterance accent placement: 

I did11 't say employer, I said employee. 

It is also possible to override the primary stress of a word with the secondary stress 
where a neighboring word is accented. While normally we would say MassachusettS, we 

might say Massachusetts legislature [51 ]. b . 
1 

b ed on 
Let's consider what mioht make a word accentable in context. A aSic rue as 

"' · fl / only th£' content the use of POS category is to decide accentuation by accenting a . am · 
words. Such rule is used in the baseline FO generation syStem of Sec_tion 15·6·2b· Toed co:~t 

b adJ'ect1ve adver , an ce am 
words are major open-class categories such as noun, ver ' ' · ,. · · I 
tro antifiers Thus the i1111ctw11 wou s, 

s ng closed-class words such as negatives and some qu . : ' d p on a kind 
m· d 't'ons con1unct10ns, etc., en u 

a e up of closed-class categories such as preposi 1 
• • d' . lly in simple document 

of sr 1· h I p lists used tra 1tiona 
. op 1st for accentuation. analogous to t e s O d t ly for many short isolated 
ind · · Th' orks a equa e ' exmg schemes for infonnation retneval. 15 w d lected for accentuation ap-
semen I t" where the war s se , ces, such as ''Tlze cat sat on t ie ma , rin in document or dialog context, 
pear in boldface. For more complex sentences, appea g 
such an algorithm will sometimes fail. h fail? Let's consider a slightly 

How often does the POS class-based st0P-1ist appr~ac . the Lancaster/IBM Spoken 
more elaborate variant on the theme. A model was create using 
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English Corpus (SEC) [3]. This includes a variety of text types, including news, academic 
lectures, commentary, and magazine articles. Each word in the corpus has a POS tag auto
matically assigned by an independent process. The model predicts the probability of a word 
of POS having accent status. The probability is computed based on POS class of a sequence 
of words in the history in the similar way as 11-gram models discussed in Chapter JI. This 
simple model performed at or above 90% correct predictions for all text types. As for stress 
predictions that were incorrect, we should note that in many cases accents are optional-it is 
more a game of avoiding plain wrong predictions than it is of finding optimal ones. Clearly, 
however, there are situations that call for greater power than a simple POS-based model can 
provide. Even different readings of the exact same text can result in different accents [46]. 

Consider a simple case where a word or its base form is repeated within a short para
graph. Such words may have the necessary POS to trigger accentuation, but, since they have 
already been mentioned (perhaps with varying morphological inflection), it can sound 
strange to highlight them again with accentuation. They are given or old information the 
second time around and may be deaccented. For example, the second occurrence of the noun 
'switch' below is best not accented: 

At the comer of the keyboard are two switches. 
The top switch is user-defined. 

To achieve this, the TIS system can keep a queue of most recently used words or 
normalized base forms (if morphological capability is present), and block accentuation when 
the next word has been used recently. The queue should be reset periodically, perhaps at 
paragraph boundaries [54]. 

Of course, the surface form of words, even if reduced to a base form or lemma by 
morphology, won't always capture the deeper semantic relations that govem accentuation. 
Consider the following fragment extracted from Roger Rosenblatt's essay: 

Kids today are being neglected by the older generation. Adults spend hours 
every day on the StairM11ster, trying to become the youth they should be attend
ing to. 

A simple content-word-based accentuation algorithm accents the word youth, because 
it is a noun. In context, however, it is not optimal to accent youth, because it is co-referent 
with the ~ubj~r.~ of the fragment, which is kids today. Thus it is, by some metrics, old or 
given information, and it had better remain unaccented. The surrounding verbs bec~me, 
should, and attending may get extra prominence. The degree to which coreference relations, 
from surf ace identity to deep anaphora, can be exploited depends on the power of lhe NL 
analysis supporting the TIS function. . 

Other confusions can arise in word accentuation due to English complex nomi~als, 
where lack of, or location of, an accent may be a lexical (static) rather than a syntactic or 
dynamic property. Consider: 

1 invited her to my birthday party, but she said she can't attend any parties until 
her grades improve. 
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One possible accent structure is indicated in b ldf 
· I · h I · 0 ace. Here b · · I d 

Sa complex nomma' wit ex1cal stress on birthd Th 1111 ay party functions 
a h Id . ay. e word h 
tress at all, nor s ou its later stand-alone form I" 

1
. party s ould not receive 

s /ar ies. Accentuaf f · 
tl·onal: it is a full content word, ye.t somehow it also c 1 . ion o improve is op-

. . . ,ee s predictable 6 h 
deaccentuauon 1s possible. Some of the complex nom· 1 1

.k . rom t e context, so . tna s, I e b1rthda 
fixed and can be entered mto the lexicon as such Othe s c Y party, are fully 

. · r •Onn small famil" f b. 
ary Phrases, which may be detected by local syntactic and lex· 1 1 

. ies O mary or 11-
1ca ana ys1s Amb" 

such as moving van or hot dog, which could be either nominals 
O 

d' ·. iguous cases 
I d b r a Ject1ve-noun phrases 

may have to be re~o ve ~ user markup or text understanding processes. ' 
Dwight Bolmger opmed that Accent is predictab/e-iif you're · d d . . . · a min rea er [6], as-

serting that accentuation algorithms will never achieve perfect pe..&o b 
, • • • 11, nnance, ecause a 

writers exact in~ent1ons c_an?ot be mferred from text alone, and understanding is needed. 
However, work m (20) (s1milar to [3] but incorporating more sophisticated mechanics for 
name identification and memory of recent accented items), showed that reasonably straight
forward procedures, if applied separately and combined intelligently, can yield adequate 
results on the accentuation task. This research has also determined that improvement occurs 
when the system learns that not all 'closed-class' categories are equally likely to be deac
cented. For example, closed accented items include the negative article, negative medals, 
negative do, most nominal pronouns, most nominative and all reflexive pronouns, pre- and 
postqualifiers (e.g., quite), prequantifiers (e.g., all), postdetenniners (e.g., next), nominal 
adverbials (e.g., here), interjections, particles, most wh-words, plus some prepositions (e.g., 
despite, unlike). 

One area of current and future development is the introduction of discourse analysis to 
synthesis of dialog. Discourse analysis algorithms attempt to delimit the time_ within which a 
given word/concept can be considered newly introduced, given, old, or reintroduced, ~d 
C b. d · · ·th· d' and the1·r boundary cues (tum-taking, om me with analysis of segments w1 m 1scourse 
d. . . . . ) I ment algorithms for accent asigressmns, mtenuptions, summanzation, etc. can supp e . h _ 
. I f omputer responses m uman 51&nment. This kind of work improves the natura ness O c d" 1 . d"t" s of pure text, when 1a og 

computer dialog, as well as the accentuation m TIS ren 1 ,on 
must be performed (e.g. in reading a novel out loud) [44). . d · u·mate 1<nowl-

' . 1 · d nnotauons base on m 
As noted above, user- or applicat10n-supp te a 

1 
' hance the quality by off-

edg~ of the purpose and content of the sp~e~h event, ca~~;:;1:~ tag described in Section 
loading the task of automatic accent pred1ctton. The /E 

I 
and no accent, is ideally 

15 7 · · l d" educed accen : , with several levels of strength me u mg r 
suned for this purpose. 

15.4,4. T 
Me ~~rooo 

Ti I salient levels or moveme 
ones can be understood as labels for perceptual Y d hrase-boundary syllables can ex-

h
s~llables. Pitch levels and movements on accented ahn p ter1·stics the nature of the speech 

1b·1 k 's c arac ' · · ful to 1 a bewildering diversity based on the spea er odeling purposes, it is use 
even, ' . d above. for m 

.., and the utterance itself, as d1scusse 

\ 
\ 
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l" 2nd 3rd 4•h / V ______ " ___ _ 
--- -----------------

Figure 15.4 The four Chinese tones. 

have an inventory of basic, abstract pitch types that could in principle serve as the base in. 
ventory for expression of linguistically significant contrasts. Chinese, a lexical tone lan
guage, is said to have an inventory of 4 lexical tones (5 if neutral tone is included), as shown 
in Figure J 5.4. Different speakers can realize these tones differently according to their 
physiology, mood, utterance content, and the speech occasion. But the variance in the tones' 
shapes, and contrasts with one another, remain fairly predictable, within broad limits. 

By analogy, linguists have proposed a relatively small set of tonal primitives for Eng
lish, which can be used, in isolation or in combination, to specify the gross phonological 
typology of linguistically relevant contrasts found in theories of English intonational mean
ing [17, 28, 39}. A basic set of tonal contrasts has been codified for American English as 
part of the Tones and Break Indices (ToBI) system ( 4, 55]. These categories can be used for 
annotation of prosodic training data for machine learning, and also for internal modular con
trol of FO generation in a TIS system. The set specifies 2 abstract levels, H(igh) and ~~w), 
indicating a relatively higher or lower point in a speaker's range. The H/L primitiv~ di5unc
tions fonn the foundations for 2 types of entities: pitch accents, which signal prominence or 

lm. . 1. · · Toe bound-cu mauon; and boundary tones, which signal unit completion, or de 1m1tation. k 
ary tones are further divided into phrase types and full boundary types, which would mar 
the ends of intonational phrases or whole utterances · . . · · secuon 

While useful as a hnk to syntax/semantics, the term accent as defined m be!' g 
I 5 4 3 · b' · d · way of la m - . 1s a It too abstract, even for symbolic prosody. What is reqmre 1s a Id 
I. . . JI . . I S h a system cou mgu1st1ca Y significant types of pitch contrast on accented syllab es. uc 'fi six 
1otr,e as the basis for a theory of intonational meaning. The ToBI standard ~peci 

1
:rect 

f · h th * indicates type~ o p1tc accents (see Table 15.1) in American English, where e 5 2) and 
wlgnment with an accented syllable, two intermediate phrasal tones (see Table 1 · ' 
fhe boundary tones [4] (see Table 15.3). . . h accent 

In American English one sometimes hears a string of strictly descendtng pit~ pleas· 
J,;·ith across a short phrase. When judiciously applied, this downstep effect can 
~,dy natural, a~ in the following sentence: 

"I saw a big-H• 

fat-!H• 
pig-!H* (L-L%)" 
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A basic rule used in the baseline FO generation system of Secf 
15 6 2 

. . 
· h 1 • · ion . . consists m 

having all the p1tc accents rea 1zed as H*, a~sociated with the lexically stressed syllable of 
accented words. In general, ToBI representations of intonation should be sp ·r · 

. . . . . . arse, spec1 ymg 
only what 1s hngu1st1cally significant. So, words lacking accent should not receive ToBI 
pitch accent annotations, and their pitch m~st be derived via interpolation over neighbors, or 
by some other default means. Low excursions can be linguistically significant also, in the 
crude sense that if you dip very low in your range on a given word, it may be perceived as 
prominent by listeners. L*+H and L+H* are both FO rises on the accented syllable, but in 
the case of L *+H, the association of the starred tone (L *) with the accented syllable may 
push the realization of H off to the following syllable. !H* can be used for successively low
ered high accents, such as might be found on big red car, or tall, dark, and handsome. A 
ToBI labeled utterance is shown in Figure 15.5. 

A typical boundary tone is the final lowering, the marked tendency for the final sylla
ble in all kinds of noninterrogative utterances to be realized on a pitch level close to the ab
solute bottom of a speaker's range, The final low (L-L%) may 'pull down' the height of 
some few accents to its left as well [41]. 

Table 15.1 ToBI pitch accent tones. 

ToBI tone Descriotion Graoh 
peak accent-a tone target on ~n a~cented syllable which is -------------H* 

~ in the upper part of the speakers pnch range. 
-------------

low accent-a tone target on an accented syllable which is -------------L* 
\...____/ in the lowest part of the speaker's pitch range 

-------------
--------7-t n an accented syllable L*+H scooped accent-a low tone targe O • rise to 

which is immediately followed by a relatively sharp --f h eak r's pitch range. ------------· a peak in the upper part O t esp e CJ--L*+!H 1 t ne target on an ac-
scooped downstep :icc~n:-a ~~ ~ followed by a rela-
cented syllable which 1s imme iate Y ------------tively flat rise to a downSlep peak. 

-~--L+H* . ak target on an accented 
rising peak accent-a hi~h pe d d by a relatively 
syllable which is immediately prece e art of the speaker's -------------sharp rise from a valley in the loweSt p 
pitch range. d 

::i._ 
-

d wn onto an acccnte !H• downstep high tone-a clear ~tC:· 0 If cannot be accounted 
syllable from a high pitch w~1c ~~e receding phrase or by 
for by an H phrasal tone en~mg p e phrase. I a preceding H pitch accent m the sam 

I 

\ 

' 
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Table 15.2 ToBI intermediate phrasal tones. 

ToBI tone Description 
L- Phrase accent, which occurs at an intennediate phrase boundary (level 3 

and above). 

H- Phrase accent, which occurs at an intermediate phrase boundary (level 3 
and above). 

Ultimately, abstract linguistic categories should correlate with, or provide labels for 
expressing, contrasts in meaning. While the ToBI pitch accent inventory is useful for gener
ating a variety of English-like FO effects, the distinction between perceptual contrast, func
tional contrast, and semantic contrast is particularly unclear in the case of prosody [4 I]. For 
example, whether or not the L*, an alternative method of signaling accentual prominence, 
functions in full linguistic contrast to H* is unclear. 

In addition, we have mentioned that junctures are typically marked with perceptible 
pitch movements that are independent of accent. The ToBI specification also allows for 
combinations of the H and L primitives that signal phrase, clause, and utterance boundaries. 
These are called phrasal tones. The ToBI specification further points out that since intona
tion phrases are composed of one or more intermediate phrases plus a boundary tone, full 
intonation phrase boundaries have two final tones. 

The symbolic ToBI transcription alone is not sufficient to generate a full FO contour. 
The remaining components are discussed in Section 15.6. 

Table 15.3 ToBI boundary tones. 

ToBI tone Description 

L-L% For a full intonation phrase with an L phrase accent ending its final inte~edi· 
ate phrase and an L% boundary tone falling to a point low in the speakers 
range, as in the standard 'declarative' contour of American Engli~h. 

L-H% For a full intonation phrase with an L phrase accent closing the last intermedi-
ate phrase, followed by an H boundary tone, as in 'continuation rise.' 

H-H% For an intonation phrase with a final intermediate phrase ending in an H phraSe 
accent and a subsequent H boundary tone. as in the canonical 'yes-no 
question' contour. Note that the H- phrase accent causes 'upstep' on the fol· 
lowing boundary tone, so that the H% after H~ rises to a very high value. -

H-L% For an intonation phrase in which the H phrase accent of the final intennediate 
phrase upsteps the L% to a value in the middle of the speaker's range, 
producing a final level plateau. -

%H High initial boundary tones; marks a phrase that begins relatively h!gh ~:e 
speaker's pitch range when not explained by an initial H* or preceding · 
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Ti me: o. 12000, ec 

Timt( f): o. 00000,ec . 
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o: 1:. 86725 
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~: 0 ,11500 

I
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L ' I ----------.;~ ; - -

R: 1.9822.S (F: 

i I::_ 4~ 
l • • 

o. 

Figure IS s "U - ' · ~ ' I d • ananna made the manna/ad ,. . h * a e, and a final L-L % marki n the ~ ' . wit an H accent on Marianna and marma-
for the weak inter-word break g charactensllc sentence-final pitch drop. Note the use of I 

s, and 4 for the sentence-final break (after Beckman [4]). 

15.4.S. Tune 

Nyaah nuh nyaah you get 

can't me! 

757 

S -CM Id"" ·, ,haal 

ome pitch c . . . . able, indepe d ontou'.s appear to be ,mmediately recogmzable and emouonally inte,pret-
<his idea of :. ~-nt of lex.cal content, such as the English children', chant above [ 40). Can 
plied to the . Y ozed_ tunes, perhaps decomposable into the tones we examined above, be ap
labels abov mtonatoon of ordinary speech? In fact, the ideal use of the ToBl pitch accent 
"1alogous t e would be as primitive elements in holistic prosodic contour desctiptions, 
louIB, des : the role of phonemes in words. Ultimately, a dictionary of meaningful con
•ould co'". ed abstractly by ToBI tone symbols to allow for variable phonetic realization, 
ings of s ns~nute a theory of intonational meaning for American English. Ideally, the mean
COnstuu:' _contours could perhaps be derived compositionally from the meanings of thei1 

nyaah nyaah, 

I 

nt Pilch a d' ·th th d. · a log~he ccent and boundary tones, thus allowing us 10 ,spense w, e ,cuonary 
r. Contour stylization approaches describe contours holistically and index them for 
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application on the basis of utterance type, usually based on a na'ive syntactic typology, e.g., 
question, declarative, etc. 

The holistic representation of contours can perhaps be defended, but the categorizing 
of types via syntactic description (usually triggered by punctuation} is questionable. Typi
cally, use of punctuation as a rule trigger for pitch effects is making certain hidden assump
tions about the relation between punctuation and syntax, and in turn between syntax and 
prosody. An obvious example is question intonation. If you find a question mark at the end 
of a sentence, are you justified in applying a final high rise (which might be denoted as H
H% in ToBI)? First, the intonation of yes-no questions in general differs from that of wh
questions. Wh-questions usually lack the extreme final upturn of FO heard in some yes-no 
questions: 

i. Are you going? 
ii. Where are you going? 

However, there are cases where an extreme final upturn is acceptable on ii. As [8] puts 
it, "It has been emphasized repeatedly ... that no intonation is an infallible clue to any sen
tence type: any intonation that can occur with a statement, a command, or an exclamation 
can also occur with a question." 

Admittedly, there is a rough correspondence between syntactic types and speech acts,2 
as shown in Table 15.4. Nevertheless, the correspondence between syntactic types and acts 
is not deterministic, and prosody in spontaneous speech is definitely mediated via speech 
acts (the pragmatic context and use of an utterance) rather than syntactic types. Thus, it is 
difficult to obtain high-quality simulation of spontaneous speech based on linguistic descrip
tions that do not include speech acts and pragmatics. Likewise, even simulation of prose 
reading without due consideration of pragmatics and speech acts, and based solely on syn
tactic types, is difficult because prose that is read may: 

• Include acted dialog 

• Have limited occurrence of most types other than declarative, lessening vari
ety in practice 

• Include long or complex sentences, blunting 'stereotypical' effects based on 
utterance type 

• Lack text cues as to syntactic type, or analysis grammar may be incomplete 

Table 15.4 Relationship between syntactic types and speech acts. 

Type Speech Act Example 
interrogative Questioning Is it good? 

declarative Stating It's good. 

imperative Commanding Be good! 

exclamatory Exclaiming How good it is! 

2 

For a more in-depth coverage of speech acts, consult Chapter J 7. 
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Thus, description of an entire speech event rath h . 
. f . , er t an inferences b 

. aoain the ultimate guarantor o quality. This is why th ~ a out text content 1s •:i I e ,uture of auto · ' 
wilh cmicep1-to-spl1ec 1- systems ( see Chapter 17) incorpo . . . ma11c prosody lies ·r· · · rating exphc1t pr · mantic context spec, 1cat1on to guide message rendition. agmattc and se-

For commercial ITS systems that must infer structu ~ · re ,rom raw text th r 
charac1eristic fragmentary pitch patterns that can be take . · ere are a ,ew 

. n as tunes and applied t . 
1egments of utterances. These mcl ude: o special 

• Phone numbers-downstepping with pauses 

• List intonation-downstepping with pauses (melons pears d 1 , , an eggp ants) 
• Tag and quotative tag intonation-low rise on tag (Never! he blurted. Come 

here, Jonathan.) 

15.4.6. Prosodic Transcription Systems 

ToBJ, introduced above, can be used as a notation for transcription of prosodic training data 
and as a high-level specification for the symbolic phase of prosodic generation. Alternatives 
10 ToBI also exist for these purposes, and some of them are amenable to automated prosody 
annotation of corpora. Some examples of this type of system are discussed in this section. 

~ROSPA was developed specially to meet the needs of discourse and conversation 
analySis, and it has also influenced the Prosody Group in the European ESPRIT 2589 SAM 
(Multilingual Speech Input/Output Assessment Methodology and Standardization) project 
[SO]. The system has annotations for general or' global trends over long spans shown in Ta
ble lS.5, short, accent-lending pitch movements on particular vowels are transc~b~d in T~
ble 15•6, and the pitch shape after the last accent in a O sequence, or tail, is m<licated 

111 

Table 15.7. 

Table 15.S Annotations for general or global trends over long spans. 

() extent of a sequence of cohesive accents 

F globally falli11g intonation -R globally rising intonation 
~ 

H level intonation on high tone level 

M level intonation on middle 10ne level -
L level intonation on low tone level 

H/F I h. h tone level 
-- falling intonation on a global Y ig 

accented syllables ... sequence of weakly accented or un • ._ 
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Table 15.6 Annotations for accent-lending pitch movements on particular vowels. 

+ Upward pitch movement 

- Downward pitch movement 

= level pitch accent 

Table 15.7 Annotations for pitch shape after the last accent in a() sequence, or tail. 

falling tails 

I rising tails 

- level tails 

r combinations of tails (rising-falling here) 

INTSINT is a coding system of inlonation described in [22]. It provides a formal en
coding of the symbolic or phonologically significant events on a pitch curve. Each such tar
get point of the stylized curve is coded by a symbol, either as an absolute tone, scaled 
globally with respect to the speakers pitch range, or as a relative tone, defined locally in 
conjunction with the neighboring target points. Absolute tones in INTSINT are defined ac
cording to the speaker's pitch range as shown in Table 15.8. Relative tones are notated in 
INTSJNT with respect to the height of the preceding and following target points. as shown 
in Table 15.9. 

Table 15.8 The definition of absolute tones in INTSINT. 

T top of the speaker's pitch range 

M initial, mid value 

B bottom of the speaker's pitch range 

Table 15.9 The definition of relative tones in INTSINT. 

H target higher than both immediate neighbours 

L target lower than both immediate neighbours 

s target not different from preceding target 

u target in a rising sequence 

D target in a falling sequence 

In a transcription, numerical values can be retained for all FO target points. TILT [60] 
is one of the most interesting models of prosodic annotation. It can represent a curve in both 
its qualitative (ToBI-Iike) and quantitative (parametrized) aspects. Generally any 'interest-
ing' movement (potential pitch accent or boundary tone) in a syllable can be described in 
terms of TILT events, and this allows annotation to be done quickly by humans or machines 
without specific attention to linguistic/functional considerations, which are paramount for 
ToBI labeling. The linguistic/functional correlations of TILT events can be linked by subse
quent analysis of the pragmatic, semantic, and syntactic properties of utterances. 
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The automatic parametrization of a pitch event 
O 1 

. . 
n a sy lable is in tenns of: 

, starting FO value (Hz) 

, duration 

, amplitude of rise (A,1, 0
, in Hz} 

, amplitude of fall (Afil"' in Hz) 

, starting point, time aligned with the signal and with the vowel onset 

761 

The tone shape, mathem~tically represented by its tilt, is a value computed direct) 
from the FO curve by the following formula: Y 

(15.J) 

A likely syllable for tilt analysis in the contour can be automatically detected based on 
high energy and relatively extreme FO values or movements. Human annotators can select 
syllables for attention and label their qualities according to Table 15.10. 

Table 15.10 Label scheme for syllables. 

sil Silence 

C Connection 

a . Major pitch accent 

tb Falling boundary 

rb Rising boundary 

atb Accent+falling boundary 

arb Accent+rising boundary 

m Minor accent 

mtb Minor accent+falling bouoctary 

mrb Minor accent+rising boundary 

I Level accent 

lrb Level accent+rising boundary 

ltb Level accent+falling boundary 

IS.5. DURATION ASSIGNMENT 
. d semantic fac-Pi f the higher-or er . tch 

and duration are not entirely independent, and many O 
. l e"ects. The relation be-

tors th . durattona 11' • ·c 1 
1 at determine pitch contours may also influence b 

I 
area in which only m, ,a 

ween d . 1 x and su t e • 
uration and pitch events is a comp e 

\ 
\ 
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exploration has been done [63]. Nonet_heles~, most systems often treat duration and pitch 

independently because of practical cons1d~rat10ns [61]. _ _ . . _ _ 
Numerous factors, including semantics and pragmatic cond1t1ons, might ultimately in-

fluence phoneme durations. Some factors that are typically neglected include: 

• The issue of speech rate relative to speaker intent, mood, and emotion. 

• The use of duration and rhythm to possibly signal document structure above 
the level of phrase or sentence (e.g., paragraph). 

• The lack of a consistent and coherent practical definition of the phone such 
that boundaries can be clearly located for measurement. 

15.5.1. Rule-Based Methods 

Klatt [I] identified a number of first-order perceptually significant effects that have largely 
been verified by subsequent research. These effects are summarized in Table 15.11. 

Table 15.11. Perceptually significant effects for duration. After Klatt [I]. 

Lengthening of the final vowel and following consonants in prepausal 
syllables. 

Shortening of all syllabic segments3 in nonprepausal position. 

Shortening of syllabic segments if not in a word final syllable. 

Consonants in non-word-initial position are shortened. 

Unstressed and secondary stressed phones are shortened. 

Emphasized vowels are lengthened. 

Vowels may be shortened or lengthened according to phonetic features 
of their context. 

Consonants may be shortened in clusters. 

The rule-based duration-modeling mechanism involves table lookup of minimum and 
inherent durations for every phone type. The minimum duration is rate dependent, so all 
phones could be globally scaled in their minimum durations for faster or slower rates. The 
inherent ~uration is the raw material for the rules above: it may be stretched or contracted by 
a prespecified percentage attached to each rule type above applied in sequence, then it is 
finally ad~ed back onto the minimum duration to yield a millisecond time for a given phone. 
The durauon of a phone is expressed as 

(15.2) 

, Syllabic segments include vowels and syllabic consonants. 
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where d,,,,n is the mi~imu°: d~ration of the phoneme, d . 
neme, and the correction r is given by 

18 the average duration of the pho-

.I' 

,~ J}i 
, .. 1 (15,3) 

for the case of N rules being applied where each rule has a correct'io A h 
n 'i · t t e very end a 

rule may apply that lengthens vowels when they are preceded by vo·icel 1 . / · . . . . . . . . ess p 0s1ves ( pl, It/, 
/kl). This 1s ~so the basis for the add1t1ve-mult1phcat1ve duration model [49] that has been 
widely used m the field. 

15.S.2. CART-Based Durations 

A number of generic machine-learning methods have been applied to the duration assign
ment problem, including CART and linear regression [43, 62]. The voice datasets generally 
rely on less than the full set of possible joint duration predictors implied in the rule list of 
Table 15.11. It has been shown that a model restricted to the following features and contexts 
can compare favorably, in listeners' perceptions, with durations from natural speech [43]: 

• Phone identity 

• Primary lexical stress (binary feature) 

• Left phone context (1 phone) 

• Right phone context (I phone) 

ln addition, a single rule of vowel and post-vocalic consonant lengthening <i:u1e I i~ Table 
15 I I · · · f hone context to 1mmed1ate left · ) ts applied in prepausal syllables. The restncl!on o P . . . 

d . . d I gruent wnh the v01ce tnphone an nght neighbors results in a triphone durauon mo e , con . th' . 1 
model underlying the basic synthesis in the system [23]. In perceptua,1'. t~tstdmbgy u1ttsesra1mn~e: 
tri h · d · I to those e 1c1 e 

P one duration model yielded judgments nearly I enuca conJ·ecture that 
with h . h [43] From this result, you may P one durations from natural speec · . and that only the 
even th . . & bove may be excessive, e s1mphfied list of first-order 1actors a I t d by a single-phrase 
handful of factors implicit in the triphones _themsel~es, sul'J' s~:;~i;y data collection and 
final-syllable coda lengthening rule, is required. This wou 
anal · Ys1s for system construction. 

lS,6. PITCH GENERATION 
We . . . nthetic pitch contours._Pitch, _or FO, is 

now descnbe the issues involved m generaung !Y . As discussed m Secuon 15·8• 
Probably h ody dimensions. f n compo-th t e most characteristic of all the pros r f its pitch-genera 10 
e quaJity of a prosody module is dominated by the qua t~Y 

0 
ne11t, 
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Since generating pitch contours is an incredibly complicated problem, pitch generation 
is often divided into two levels, with the first level computing the so-called symbolic pros
ody described in Section 15.4 and the second level generating pitch contours from this sym
bolic prosody. This division is somewhat arbitrary since, as we shall see below, a number of 
important prosodic phenomena do not fall cleanly on one side or the other but seem to in
volve aspects of both. Often it is useful to add several other attributes of the pitch contour 
prior to its generation, which are discussed in Section 15.6. l. 

15.6.1. Attributes of Pitch Contours 

A pitch contour is characterized not only by its symbolic prosody but also by several other 
attributes such as pitch range, gradient prominence, declination, and microprosody. Some of 
these attributes often cross into the realm of symbolic prosody. These attributes are also 
known in the field as phonetic prosody (termed as an analogy to phonology and phonemics). 

15.6.1.1. Pitch Range 

Pitch range refers to the high and low limits within which all the accent and boundary tones 
must be realized: a floor and ceiling, so to speak, which are typically specified in Hz. This 
may be considered in terms of stable, speaker-specific limits as well as in terms of an utter
ance or passage. For a TIS system, each voice typically has a characteristic pitch range rep
resenting some average of the pitch extremes over test utterances. This speaker-specific 
range can be set as an initial default for the voice or character. These limits may be changed 
by an application. 

Another sense of pitch range is the actual exploitation of zones within the hard limits 
at any point in time for linguistic purposes, having to do with expression of the content or 
feeling of the message. Pitch-range variation that is correlated with emotion or other aspects 
of the speech event is sometimes called paralinguistic. This linguistic and paralinguistic use 
of pitch range includes aspects of both symbolic and phonetic prosody. Since it is quantita
tive, it certainly is a phonetic property of an utterance's F0 contour. Furthermore, it see~s 
that most linguistic contrasts involving pitch accents, boundary tones, etc. can be realized m 
any pitch range. These settings can be estimated from natural speech (for research purposes) 
by calculating F0 mean and variance over an utterance or set of utterances, or by simply 
adopting the minimum and maximum measurements (perhaps the 5th and 95th percentile to 
minimize the effect of pitch tracker errors). d 

But, although pitch range is a phonetic property, it can be systematically manipulate 
to express states of mind and feeling in ways that other strictly phonetic properties, s~ch as 
characteristic formant values, rarely are. Pitch range interacts with all the prosodic attrib~tes 
you have examined above, and certain pitch-range settings may be characteristic of PaJ:1cu
Iar styles or utterance events. For example, it is noted {8] that: "we cannot speak of an ,nto· 
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tion of exclamation ... Exclamation draws impartiall 
no . Y upon the full repe t if 
O
uems. What characterizes the class is not shaJ'Je but · r ory o up-down 

p . . range: exclamations h fi 
txtreme-11s11ally Jugher but sometimes lower." In this sens h . reac or the 
considered an arbitrary or physiological attribute-it is direc~i t en, _pitch range cannot be 

. Y manipulated for communi-
cat1ve purposes. 

In prosodic research, distinguishing emotive and iconic use of ·t h ( 
1 · 1· · · I · . P1 c ana ogous to ges-

ture) from strictly mgu1st1c ( og1cal, syntactic, and semantic expression w"th b' 
· 'ti d · 'fi d) . • 1 ar 1trary rela-

1io~ ~erween s1gm 1er an s1gn_1 1e ~ros~d~c phenomena has been difficult. Pitch-range 
vanauon seems to straddle emotional, lmgu1suc, and phonetic expression. 

. ~ linguistic pitch range may b~ n~rrowed or widened, and the zone of current pitch 
vanal!on may be placed anywhere w1thm a speaker's wider, physically determined range. 
So, for example, a male speaker might adopt a falsetto speaking style for some purpose, 
with his pitch range actually narrowed, but with all pitch variation realized in a high portion 
of his overall range, close to his physical limits. 

Pitch range is a gradient property, without categorical bounds. It seems to trade off 
with other model components: accent, relative prominence, downstep, and declination. For 
example, if our model of prosody incorporates, say, an accent-strength component, but if we 

d
~sfofi re

1
cognize that pitch range can be manipulated for lin~uistic pu_rp

1
oses, wteh ~ay h~dvee \ 

1 1cu ty determining, in analysis, whether a given accent 1s at part1a streng m a wt 
range or at full strength in a reset, narrower range. This analytic uncertainty may be re-
flected in the quality of models based on the analysis. . . 

A practical ITS system has to stay within, and make some attempt to maximize lhe 
exploitation of, the current system default or user-specified range. Thus, for general TIS 
purposes, the simplest approach is to use about 90% of the user-set or syStem ~efa~lt ~ge 
, . th ed I 0% in special sttuaaons, ,or general prose reading most of the ttme, and use e reserv 
s h ' · d hasized words and phJases. uc as the paragraph initial resets, exclamat1ons, an emp 

IS.6.1.2. Gradient Prominence 

Gi . iven accent position with respect to 
. adcent prominence refers to the relative strength of a g_ 

1 
proach where every ac-

tts nei hb · The s1mp est ap • g ors and the current pitch-range setting. th within an invariant range, 
cented s II bl . . . t uniform streng , b Y a e 1s reahzed as a H(1gh) tone, a f accents might appear to e 
:an soun_d unnatural. At first glance, the prominenc~ pro!e~i:gle symbolic tonal transcrip
. phonetic detail, in that it is quantitative, and certainly y ·nence settings. However, 
tion c b I . er-accent prom1 k an e realized in a wide variety of re auve P . , rrnation content of a spo en 
the rel · II alter the inio · · ti ative height of accents can fundamenta Y . Id hope that such lmguis c 
rnessag b d phas1s You wou (H L tc ) e Y determining focus contrast, an em · r perhaps the types , • e · ' 
:;ntent would be determined by the presence and absen~:b~ at a low pro~~nence might be 

th~ symbolic accents themselves. But an accented s~ uaranteed m1mmum degree ~f 
~rce1ved as unaccented in some contexts, and there is ~o a~ove the realization of prom1-
rominence for accent perception. Furthermore, as note ent p'itch-range setting. 

nence f d" on the curr 0 an accent is context-sensitive, depen mg 
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766 Prosody 

The key knowledge deficit her~ is a th~~ry of the interpretation o_f promin~nce that 

Id II w designers to make sensible dec1s1ons. It appears that relative prominence is 
wou a o _ d d · · th 
related to the information status of accent-bearing wor s an 1s m at sense linguistic, yet 
there is no theory of prominence categories that would license any abstraction. For the pre
sent, many commercial TIS systems a~opt a pseudorandom _pattern of alternating 
stronger/weaker prominence, simply to avoid monotony. 1f a word 1s tagged for emphasis, 
or if its information status can otherwise be inferred, its prominence can be heightened 

within the local range. 
In the absence of information on the relative semantic salience of accented words in 

the utterance, successive prominence levels are varied in some simple alternating pattern, to 
avoid monotony. Rather than limiting the system to a single peak FO value per accented syl
lable, several points could be specified, which, when connected by interpolation and 
smoothing, could give varied effects within the syllable, such as rising, falling, and scooped 
accents. 

15.6.1.3. Declination 

Related to both pitch range and gradient prominence is the long-tenn downward trend of 
accent heights across a typical reading-style, semantically neutral, declarative sentence. This 
is called declination. Although this tendency, if overdone, can simply give the effect of a 
bored or uncomprehending reader, it is a favorite prosodic effect for TIS systems, because 
it is simple to implement and licenses some pitch change across a single sentence. If a sys
tem uses a 'top line' as a reference for calculating the height of every accent, the slope of 
that lop line can simply be declined across the utterance. Otherwise, each accent's promi
nence can be realized as a certain percentage of the height of the preceding one. Declination 
can be reset at utterance boundaries, or within an utterance at the boundaries of certain lin
guistic structures, such as the beginning of quoted speech. Intrasentence phrase and clause 
types that typically narrow the pitch range, such as parentheticals anrl certain relative 
clauses, can be modeled by suspending the declination, or adopting a new declination line 
for the temporary narrowed range, then resuming the suspended longer-Lenn trend as lhe 
utterance progresses. Needless to say, declination is not a prominent feature of spontaneous 
speech and in any case should not be overdone. 

The minor effect of declination should not be confused with the tendency in all kinds 
of non~uestioning utterances to end with a very low pitch, close co the bottom of the 
speakers range. In prosodic research this is called final lowering and is well-atteSted as a 
phen~me~on that is independent of declination [29]. The ToBI notation used to specify fi?al 
lowenng 1~ the complex boundary tone L-L%. In Figure 15.6 we show the declination )J~e 
toge~her with the other two downers of intonation: downstep and final lowering described in 
Section 15.4.4. 
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-,., ± 

L-L% 

Time (s) 

Figure IS.~ The three downers of intonation: the declination line. n downstep (!H*). and the 
final lowenng (L-L%). 

15.6.1.4. Phonetic FO-Microprosody 

767 

Mirroprosody refers to those aspects of the pitch contour that are unambiguously phonetic 
and rhat often involve some interaction with the speech carrier phones. These may be re-
garded as second-order effects, in the sense that rendering them well cannot compensate for ·\ 
incorrect accentuation or other mistakes at the symbolic level. Conversely, making no at-
rempt to model these but putting a great deal of care into the semantic basis for determining 
accentuation, contrast, focus, emphasis, phrasing, etc. can result in a system of reasonable 
quality. Nevertheless, all else being equal, it is advisable to make some attempt to capture 
tile local phonetic properties of natural pitch contours. 

If the strength of accents is controlled semantically, by having equal degrees 0 ~ foc~s 
on\" d f · . . b d that hioh vowels descnbed in ,,or s o d1ffenng phonetic makeup, 1t has been o serve . 0 • e than low 
Chapter 2 carrying H* accents are uniformly higher in the phonetic pitch rang 

1 vowel . h . . . b tween high and low vowe s corre-
s Wtt the same kinds of accent. The d1strncuon e . h) The highest 

!ates with h · ·. . . . · (h · ah or )ow m the mout · 
E . t e position of the tongue m art1culat1on 1o . ) 1 ·ie the lowest vowel 

nghsh vo I b . . . · b ) d Juwl (as m too • w 11 
. we s y this metnc are hvl (as m ee an · . ay relate to the degree 
isf/aa/ as in father. The predictability of FO under these co~didtions :e position in the high 
o tension I · by the raise tong 
~ P aced on the laryngeal mechanisms . b bly perceptually important 
. oweJs as opposed to the low . .In any case, this effect, while pro a lates again to the issue of 
in natural h . r The reason re b th . . speech, is challenging for a synt esize · . 1 ompts in the la , ere is 
&radient · - f expenmenta pr d t prominence discussed above. Apart rom h · ht realization base on u • 
currently · ' · for accent eig I f: ctor 
tera no pnncipled way to assign prominence . cult for a listener to correct y. a 

P
. nee content in general ITS. It may therefore be d1ffi I ) . ssigned gradient prominence 
itch ac ( · correct Y a . 

fro _cent height that is due to correctly or in . ffects of vowel height. 
Ill height Variation related to the lower-level phonetic e 
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Another phonetic effect is the level FO in the early portion of a vowel that follows a 
voiced obstruent such as /bl, contrasted with the typical fall in FO following a voiceless ob
struent such as /pl. This phonetic conditioning effect, of both preceding and following con
sonants, can be observed most clearly when identical underlying _accent types are assigned 
to the carrier vowel, and may persist as long as 50 ms or more mto the vowel. The exact 
contribution of the pre-vocalic consonant, the post-vocalic consonant, and the underlying 
accent type are difficult to untangle, though [54] is a good survey of all research in this area 
and adds new experimental results. For commercial synthesizers, this is definitely a second
order effect and is probably more important for rule-based fonnant synthesizers (see Chap
ter 16), which need to use every possible cue to enforce distinctions among consonants in 
phoneme perception, than for strictly intonational synthesis. However, in order to achieve 
completely natural prosody in the future, this area will have to be addressed. 

Last, and perhaps least, jirter is a variation of individual cycle lengths in pitch-period 
measurement, and shimmer is variation in energy values of the individual cycles. These are 
distinct concepts, though somewhat correlated. Obviously, this is an influence of glottal 
pulse shape and strength on the quality of vowels. Speech with jitter and shimmer over 15% 
sounds pathological, but complete regularity in the glottal pulse may sound unnatural. For a 
deeper understanding of how these could be controlled, see Chapter 16. 

15.6.2. Baseline FO Contour Generation 

We now examine a simple system that generates FO contours. Although each stage of an FO 
contour algorithm ideally requires a complete natural language and semantic analysis sys
tem, in practice a number of rules are often used. The system described here illustrates most 
of the important features common to the pitch-generation systems of commercial synthesiz
ers. 

First, let's consider a natural speech sample and describe what initial information is 
~eeded to ch_aracterize it, and how an artificial pitch contour can be synthesized based on the 
mput analysis. The chosen sample is the utterance "Don't /zit it to Joey!", an exclamation, 
f~om the ToBI Labeling Guidelines sample utterance set [4]. The natural waveform, aligned 
pitch contour, and abstract ToBI labels are shown in Figure 15.7. This utterance is about 
1.63 seconds and it has three major ToBI pitch events: 

H* 

L*+!H 

L-L% 

high pitch accent on Don't 

low pitch accent with following downstepped high on Joey 

low utterance-final boundary tone at the very end of utterance 
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Figure 15.7 Time waveform, segmentation, ToBI marks, and pitch contour for the utterance 
"Don 't hit it to Joey!" spoken by a female speaker (after Beckman [4]). 

The input to the FO contour generator includes: 

• Word segmentation. 

• Phone labels within words. 

• Durations for phones, in milliseconds. 

• Utterance type and/or punctuation infonnation. . . • R · . ...,.., tical/semanttc analysis. 
elauve salience of words as deternuned by grauu .. a 

• Current pitch-range settings for voice. 

769 
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15.6.2.1. Accent Determination 

Alth h accent determination ideally requires a complete natural language and semantic 
oug · · b f I f analysis system (see Section 15.4.3), m practice a n_um. er o rues are o ten used. The first 

rule is: Content word categories of IIOUII, verb, ad1ect1ve, and adverb are to be accented, 
while the fimction word categories ( everything else, such as pro~oun, pre~o~ition, co11junc
tion, etc.) are to be left unaccented. Rules can be used to tune this by spec1fymg which POS 
is accented or not and in which context. 

If we apply that simple metric to the natural sample of Figure 15. 7, we see that it does 
not account for the accentuation of 'hit', which, as a verb, should have been accented. In a 
real system perhaps we would have accented it, and this might have resulted in the typical 
overaccented quality of synthetic prosody. For this sample discussion, let's adopt a simpli
fied version of a rule found in some commercial synthesizers: Monosyllabic common verbs 

are left unaccented. 
What about "Don't"? A simplistic view would state that the POS-based policy has 

done the right thing, after all "Don't" can be regarded as a verbal form. However, usually do 
is considered an auxiliary verb and is not accented. For now we adopt another rule that says: 
In a negative imperative exclamation, determined by presence of a second-person negative 
auxiliary form and a terminal exclamation point, the negative term gets accented. The adop
tion of these corollaries to the simple POS-based accentuation rule accounts for our accent 
placement in the present example, but of course it sometimes fails, as does any rigid policy. 
So our utterance would now appear (with words selected for accent in upper case) as 
"DON'T hit it to JOEY!" 

15.6.2.2. Tone Determination 

In the limit, tone determination (see Section 15.4.4) also requires a complete natural lan
guag~ and se~antic analysis system, but in practice a number of rules are often used. Gener
ally: 1~ worki*n~ systems, H* is used for all pitch accent tones, and this is actually very 
reahSlic, as ~ is the most frequent tone in natural speech. 
. Sometimes complex tones of the type L *+ !H are thrown in for a kind of pseudovariety 
m. 1:3· In our sample natural utterance this is the tone that is used, so here we assume lhat 
this 1s the accent type assigned. 

tinue Wef also need t~ mark punctuation-adjacent and utterance-final phonemes as rise, con
' or all boundanes. In this case we mark it as L-Lo/o. 

15.6.2.3. Pitch Range 

To determine the pitch ran e . within 
which all pitches a 

1 
g ' we are gomg to make use of three lines as a frame . d 

from the current 
0
/~ ct ctla!ed. The top line and bottom Jine would presumably be de~v~e 

e au t pitch-range settings as controlled by an application or user. e 
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we set them in accord with the limits of our nat 1 . . ura sample N 
pie, me pitch contour 1s generated within an actual pitch ra · o~e that while, for this exam-
an abstract range of, say, 1-100, which the voice-ge . nge, It could also be done within 

. S nerat1on mod 1 
rent actual settmg. o we set the top line at T = 375 Hz and u : could map to the cur-

It is more advantageous to work in a logarithin· 
1 

th
e base hne at B = I 00 Hz. ic sea e becaus . . 

from males to females, and because this better i·ep ' e ll is more easily ported . resents human d 
semitones rn an octave; thus a semitone corresponds t . pro~,0 Y- There are 24 

. . o a ratio of a - ii -~ Th . 
can be expressed m semitones as - · e puch range 

11=24log2 (TI B) = 80log10 (TI B) 

so that we can express frequencies in semitones as 

fo = 80 log10 F0 

and its inverse 

(15.4) 

(15.5) 

(15.6) 

Using Eq. (15.5), the top line is t = 206 and the base line is b = 160. The reference line 
is a kind of midline for the range, used in the accent scaling calculations, and is set halfway 
between the bottom and top lines, i.e., r = 183, and using Eq. (15.6), R = 194 Hz. 

15.6.2.4. Prominence Determination 

The ~lative prominence of the words (see Section 15.6.1.2) allows the pitch module to scale 
lhe pitch within any given pitch range. Here we assume (arbitrarily) that N = 5 degrees of 
abSlract relative prominence are sufficient. This means that, e.g., an H* pitch accent with 

p~ominence 5 will be at or near the very top of the current pitch-range setting, while an L_* 
With the same prominence will be at or near the very bottom of the range. Sm~ller promi
nence numbers indicate less salience, placing their pitch events closer to the middle of 

th
e 

range. 
C . . · 1 itch numbers is more art 

onvenmg the abstract tone types plus prominence '° 0 P . ) 
~an science (but see Section 15 6 4 for a discussion of data-based methods for 

th1
~ process_· 

oere . · · . . 's type and relanve prom1-
we assume a simple linear relauonsh1p between the tone 

nence: 
(15.7) 

fo[i] == r+(t-r) * p[i]I N 
I . . . . a com lete natural language and 

sern ~ the hm1t, prominence detenninat10n also requires . . pare often used. One such 
antic a 1 . . b of heunst1cs . heun· . . na ys1s system, but in practice a num er . t nn gets r/le most emphasis, 
Site is· I · ti e negative e 5 6) leact· · n a negative imperative exclamatlOll, 1 , U ·ng Eqs (I 5 7) and (I · , 

Ing to . . . f 5 'don't. 51 · • the a relative prominence assignment o on 
anchor equals the top range of 375 Hz. 
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Then, since the L*+!H involves a downstepped term, it must by definition be lower 
than the preceding H* accent, so we arbitrarily assign it a relative prominence of '2'. The 
L*+!H is more complex, requiring calculation and placement of two separate anchor points. 
For simplicity we are using a single prominence value for complex tones like L *+!H, but we 
could aJso use a value-per-tone approach, at the cost of greater analytical complexity. Using 
Eq. (15.7), it corresponds to 192 semitones, and with Eq. (15.6), the value of !His 251 Hz. 
For L*, we use a prominence of -2 (we use negative values for L tones), which, using Eq. 
(15.7), results in an anchor of 174, or alternatively 149 Hz. 

The L-L% tone is a boundary tone, so it always goes on the final frame of a sy1Iable
final (in this case, utterance-final) phone. The L-L% in most ToBI systems is not treated as a 
two-part complex tone but rather as a super low L% boundary, falling at the very bottom of 
the speaker's pitch range, i.e., prominence of 5, for a few frames. Thus the FO value of these 
anchor point is l 00 Hz. 

We also need to set anchors for the initial point. The initial anchor is usually set at 
some arbitrary but high place within the speaker's range (perhaps a rule looking at utterance 
type can be used). A prominence of 4 can be used, yielding a value of 329 Hz. 

Finally we need to determine where to place the anchors within the accented syllable. 
Often they are placed in the middle of the vowel. All the anchor points are shown in Figure 
15.8. 

400 

350 • 
300 

'N' 250 
e. 200 

• 
- 0 
LL 150 • 100 • • 50 

0 
0 20 40 60 80 100 120 140 160 

Time (1 Oms frames) 

Figure 15.8 Anchor points of the FO contour. 

15·6·2·5· FO Contour Interpolation 

To obtain the full FO conto d · . · · J r 
1 

ur we nee some kind of mterpolation One way 1s to mterpo ate 
mear Y and follow_ with a multipoint moving-average window o~er the resulting (angular) 

contour to smooth 1t out Anoth "bil" - ·a1 I 
thi 

. . · er poss1 1ty 1s a higher-order interpolation polynom1 · n 
s case a cubic mterpolatio · · · th . . n routme 1s called, which has the advantage of retainmg e 

exact anchor pomts m a th d fi h. h 
th 

. smoo e mal contour (as opposed to moving average, w ic 
smears e anchor pomts) In al th . · tl r · gener e choice of interpolation algorithm makes ht e pe -
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ceptual difference, as long as no shar , . I p corners' rem . . 
contour was mterpo ated fully witholit re d am m the contour 1 F. . ' gar to v · · · n 1gure 15 9 
the graph, the sections corresponding to . oicmg properties of unde 1 . · 

th
e . unvoiced ph r y1ng phon r 

ease of comp~nso_n to the sample in Figure 15 7 ~nes have been replaced with es. n 
frequency, as m Figure 15.9, or in the log-f · · The mterpolation can be don . hzer~. for requency. e m t e linear 

400 l 
350~ 

300 j 
,;- 250 

~ 200 
0 

"- 150 · 

100 

50 ' 
0 :-· -~ ..... --------------~--.--0 20 40 60 80 100 120 140 160 

Time (10ms frames) 

F" ,gure 15.9 FO contour of Figure 15 8 aft . . . . voiced phones have b I : er cubic mterpolauon. Sectrons corresponding to un-
een rep aced with zero. 

In order for the int I · l · rations so th h erpo at1on a gonthm to operate properly we need to have phone du-
we follow d ~ t e an~hor points are appropriately spaced apart. In this baseline algorithm, 

e e algonthm described in Section 15.5.2. 

lS.6.2.6. Interface to Synthesis Module 

Finally, most th . phoneme n ~yn . es1zers cannot accept an arbitrary number of pitch controls on a given 
acteri . ' ~r It this necessary. We can downsample the pitch buffer to allocate a few char
desira~~~ f om~ P~r phoneme record, and, if the synthesizer can interpolate pitch, it may be 
at default O ski~ pitch controls for unvoiced phones altogether. The FO targets can be placed 
be,· d. locations (such as the left edge and middle of each phone), or the placements can 

n 1cated b h · ,.,_. h Y percent values on each target, depending on what the synt es1zer supports. 
uus as to be. synthe . 111 agreement with the specific interface between the prosody module and the 

sis module as described in Section 15.2. 

lS,6.2.7. Evaluation and Possible Improvements 

lncom . ha panng the output contour of Fioure 15.9 to the natural one of Figure 15.7, how well 
ve wed ? 0 • • • h t · ·1 one. As a first-order approximation, from visual inspect10n, 1t 1s somew a s1m1 ar 
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to the original. Of course, we have used hand-coded information for the accent property, 
accent type, and prominence! However, these choices were reasonable, and could apply 
them as defaults to many other utterances. At a minimum. almost exactly the code given 
above would apply without change and give a decent contour for a whole 'family' of similar 
utterances, such as "Don't hit the ball to Joey!" or "Never give the baseball to Henry!" A 
higher-order discourse module would need to detennine that ball and baseball are not ac
cented, however, in order to use the given contour with the same rhetorical effect (presuma
bly ball and baseball in these cases could be given/understood infom1ation). 

Something very much like the system described here has been used in most commer
cially marketed synthesizers throughout the 1990s. This model seems overly simple, even 
crude, and presumably it could be substantially augmented. or completely replaced by some
thing more sophisticated. 

However, many weaknesses are apparent also. For one thing, the contour appears very 
smooth. The slight jitter of real contours can be easily simulated at a final stage of pitch 
buffer processing by modifying+/- 3 or 4 Hz to the final value of each frame. The degree to 
which such niceties actually affect listener perceptions depend entirely on the quality of the 
synthetic speech and the quality of the pitch-modification algorithms in the synthesizer. 

The details of peak placement obviously differ between the natural and synthetic con
tours. This is partly due to the crude uniform durations used, but in practice synthesizers 
may incorporate large batteries of rules to decide exactly (for example) which frame of a 
phone the H* definition point should appear in-early, middle, late? Sometimes this deci
sion is based on surrounding phonetic structure, word and syllable structure, and prosodic 
context. The degree to which this matters in perception depends partly on synthetic speech 
quality overall. 

15.6.3. Parametric FO Generation 

To realize all the prosodic effects discussed above, some systems make almost direct use of 
a real speaker's measured data, via table lookup methods. Other systems use data indirectly, 
via parametrized algorithms with generic structure. The simplest systems use an invariant 
algorithm that has no particular connection to any single speaker's data, such as the algo
rithm described in the baseline FO generation system of Section 15.6.2. Each of these ap
proaches has advantages and disadvantages, and none of them has resulted in a system that 
fully mimics human prosodic performance to the satisfaction of all listeners. As in other 
areas of ITS, researchers have not converged on any single standard family of approaches. 
Once we venture beyond the simplest approaches, we find an interesting variety of systems, 
based on different assumptions, with differing characteristics. We now discuss a few of the 
more representative approaches. 

Even models that make little or no attempt to analyze the internal components of an 
~O contour must be indexed somehow. System designers should choose indexing or predic
t,_ve f~ctors that are derivable from text analysis, are general enough to cover most prosodic 
situations, and are powerful enough to specify high-quality prosody. In practice, most mod-
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Is' predictive factors have a rough correspondence to or a e I b 
e · f S · · r an e a oration of th I of the baseline algonthm o ect1on 15.6.2. A typical list might. 1 d • ~ e ements 

me u e the following: 
• Word structure (stress, phones, syllabification) 

, Word class and/or POS 

• Punctuation and prosodic phrasing 

, Local syntactic structure 

• Clause and sentence type (declarative, question, exclamation, quote, etc.) 

• Externally specified focus and emphasis 

, Ex.temally specified speech style, pragmatic style, emotional tone, and speech 
act goals 

These factors jointly detennine an output contour's characteristics, as listed below. 
Ideally, any or all of these may be externally and directly specified, or they may be inferred 
or implied within the FO generation model itself: 

• Pitch-range setting 

• Gradient, relative prominence on each syllable 

• Global declination trend, if any 

• Local shape of FO movement 

• Timing of FO events relative to phone (carrier) structure 
. d. · f t s and the size of the resulting The combinatorial complexity of these pre 1c11ve ac or , . 

h · ~ high coverage of prosodic models, can be serious issues for practical systems t at stnve or . d b r 
variability and high-quality output. The possibility of using extemall~ specifie . sym 

O 
~: 

k d I . ·n that prosodic annotation can 
mar ups gives the whole system a degree of mo u anty, 1 

. d fcally by the 
s 'fi . . or can be denve automa I peci ied dtrectly by an authoritative outside source . 
symb 1· d FO contour generation. o tc prosody prediction process that prece es f dt'c production or per-

p . d l · architecture o proso arametnc models propose an un er ymg ~ universal constants of the 
ception that constrains the set of possible outputs to con onn ~o to distinguish different 
huma h odels need setungs n speech mechanism. Naturally, t ese m W d scribe superposition models 
speakers, different styles, and the specifics of utterances. e e 
~nd ToBI Realization models. 

15•6,3.I. Superposition Models . 
h ork [35) for Swedish, which 

An influential class of parametric models was initiated by l e y:thesize a complex final FO 
propo d . t contours to s h' h may all se additive superposition of componen ponent contours, w tc 
~ack. In the version refined and elaborated in [l 4], the co:rrespond to longer-tenn trends, 
ave different strengths and decay characteristics, may ~·me events, such as pitch accents 

such as phrase or utterance declination, as well as shorter- • 

\ 
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11 

Prosody 

Phrase 
Control 

Mechanism 
Glottal 

Oscillation 

Accent Mechanism 

D n Control 
Mechanism 

Figure 15.10 Fujisaki pitch model [ 15]. FO is a superposition of phrase effects with accent ef
fects. The phrase mechanism controls things like the declination of a declarative sentence or a 
question, whereas the accent mechanism accounts for accents in individual syllables. 

on words. The component contours are modeled as the critically damped responses of sec
ond-order systems to impulse functions for the longer-tenn, slowly decaying phrasal trends, 
and step or rectangular functions of shorter-tenn accent events. The components so gener
ated are added and ride a baseline that is speaker specific. The basic ingredients of the sys
tem, known as Fujisaki's model [15, 19], are shown in Figure 15.10. The resulting contour 
is shown in Figure 15.11 . Obviously, similar effects can be generated with linear accent 
shapes as described in the simpler model above, with smoothing. However, there are some 
plausible claims for the articulatory correlates of the constraints imposed in the second-order 
damping and superposition effects of this model [33]. 

Superposition models of this type can, if supplied with accurate parameters in the form 
of time alignments and strengths of the impulses and steps, generate contours closely mim
icking natural examples. In this respect, the remaining quality gap for general application is 
in the parametric knowledge driving the model, not in the model structure per se. These 
kinds of models have been particularly successful in replicating the relatively constrained 
Japanese reading-style. Whether these models can account straiohtforwardly for the im
mense variety of a large range of English speakers and text genre: or whether, on the con
trary, the parameters proliferate and the settings become increasingly arbitrary, remains to 
be seen. 

---
Figure 15.11 Composite co I b · ·n the .. . n our o tamed by low-pass filtering the impulses and boxes 1 
FuJisaki model of Figure 15.10. 
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15,6.3.2. ToBI Realization Models 

One simple parametric model. which in its inherent structure k . 
. d ma es only modest claims for 

principled correspon ence to perceptual or articulatory reality · d . 
h h , 1s es1gned to support pro 

sodic symbols sue as t e Tones and Break Indices (ToBI) syst Th" . -
I d · [? . em. 1s model, vanants of 

which are deve ope m -, 54], posits two or three control r,nes by '-" . . , re,erence to which 
ToBI-hke prosody symbols can be scaled. This provides for some ·indepe d b . . . n ence etween 
symbohc and phonetic prosodic subsystems. In the model shown in Figure I 5 12 th 
. . 1 · . f h . h . ' e top 
hne 1s an upper 1m1t o t e p1tc range. It can be slanted down to simulate declinatio Th 

. h b n. e 
bottom hne represents t e ottom of the speaker's range. Pitch accents and boundary tones 
(as in ToBI) are scaled from a reference line, which is often midway in the range in a loga
rithmic scale of the pitch range. as described in the baseline algorithm of 15.6.2. You can 
think of this scaling as operating within a percentage of the current range, rather than abso
lute values, so a generic method can be applied to any arbitrary pitch-range setting. The 
quantitative instantiation of accent height is done at the final stage. The accents and bound
ary tones consist of one or more points, which can be aligned with the carrier phones; then 
interpolation is applied between points, and smoothing is performed over the resulting con
tour. 

In Figure I 5 .12, t, r, and b are the top, reference, and baseline pitch values, respec
tively. They are set from the defaults of the voice character and by user choice. The base b is 
considered a physiological constraint of voice. P is the prominence of the accent and N is 
the number of prominence steps. Declination can be modeled by slanting the top and/or ref
erence lines down. The lowered position of the reference in Figure ~5.I2_reflec~ the obse~
vation that the realization of H(igh) and L{ow) ToBI abstract tones ma given ~itch ran~e ~s 
asymmetric, with a greater portion available for H, while L saturates more quickly. This is 
why placing the reference line midway between the top and base lines in a log-frequency 

al · · Af t get points are located and scaled sc e automatically takes care of this phenomenon. ter ar 
according to their gradient prominence specifications, the (hopefully sparse) _targets can be 
· d If th tour is calculated m, say, IO-ms interpolated and the resulting contour smoothe - e con 
f er phone usually suffice to re-
rames, two pitch targets sampled from the contour vector P 

produce the intended prosodic effects faithfully. 

t 

r 

t H*-r+(t-r)*p/N 

L*=r-(t-r)* p/N + 
b 

alin with an abstract pitch range. Figure 15.12 A typical model of tone sc g 
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If a database of recorded utterances wi~h ph~ne labeling an_d FO measurements has 
been reliably labeled with ToBI pitch annotations, 1t ~ay be possible to ~utomate the im-

1 tatl·on of the ToBI-style parametrized model. This was attempted with some success 
P emen · II bl · · · I I · in [S], where linear regression was used to predict sy a e m1t1a , vowe medial, and syllable 
final FO based on simple, accurately measurable factors such as: 

• ToBI accent type of target and neighbor syllables 

• ToBI boundary pitch type of target and neighbor syllables 

• Break index on target and neighbor syllables 

• Lexical stress of target and neighbor syllables 

• Number of syllables in phrase 

• Target syllable position phrase 

• Number and location of stressed syllable(s) 

• Number and location of accented syllable(s) 

Models of this sort do not incorporate an explicit mechanism (like the scaling direc
tion from r in Figure 15.12) to distinguish H(igh) from L(ow) tone space, beyond what the 
data and its annotations imply. 

The work in [47] consists of a ToBI realization model in which the 'smoothing' 
mechanism is built-in as a dynamical system whose parameters are also learnt from data. 
This work could be viewed as a stochastic realization of Fujisaki's superposition model 
without the phrase controls and where the accents are given by ToBI labels. 

Both the ToBI realization models and the superposition models could, if supplied with 
sufficiently accurate measurements of an example contour, reproduce it fairly accurately. 
Both models require much detailed knowledge (global and local pitch range; location, type, 
and relative strength of accents and boundary tones; degree of declination; etc.) to function 
at human-level quality for a given utterance. If a system designer is in possession of a com
pletely annotated, high-quality database of fully representative prosodic forms for his/her 
needs, the question of deployment of the database in a model can be made based on per
fonnance tradeoffs, maintenance issues, and other engineering considerations. If, on ~e 
0ther h_and, n~ su~h database is available for the given application purpose, extremely high 
p_rosodic quahty, including lively yet principled variation, should not be expected to result 
simply from choosing the 'mathematically correct' model type. 

15.6.4. Corpus-Based FO Generation 

It is possible to have FO . . The sim· 
1 parameters tramed from a corpus of natural recordings. 

gp eSt m,~de~s are tbe direct models, where an exact match is required. Models that offer mothre 
enera 1zat1on have a l"b f fr m e 1 rary ° FO contours that are indexed either from features O . 1 parse tree or from ToBI I b 1 p· catist1ca 

a es. mally, there are FO generation models from a s 
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!work such as a neural network or an HMM In all ne . · cases once th . 
rameters are learned automat1cally from data. ' e model 1s set, the pa-

lS,6.4.l, Transplanted Prosody 

The most direct approach of all is to store a single contour fro 
1 

• 
· "bl · m a rea speaker s utterance 

corresponding to every poss1 e mput utterance that one's TIS syst .11 . 
. . b·1· f I . em w1 ever face. This 

seems co hn11t the a 1 tty to ree y synthesize any input text. However th· 
· · I d' · . . . , ts approach can be 

viable under certam spec1a con 1t10ns and hmuattons These controls a d .1 d h . . · re so eta, e t at 
they are ted,o_u_s to wnt_e manually. Fortunately, they can be generated automatically by 
speech recognition algonthms. 

When these controls (transplanted prosody), taken from an authentic digitized utter
ance, are applied to synthetic voice units, the results can be very convincing. sometimes 
nearly as good as the original digitized samples [43). A system with this capability can mix 
predefined utterances having natural-quality prosody, such as greetings, with flexible syn
thesis capabilities for system response, using a consistent synthetic voice. The transplanted 
prosody for the frozen phrases can be derived either from the original voice data donor used 
10 create the synthetic voice model, or any other speaker, with global adjustment for pitch
range differences. Another use of the transplanted prosody capability is to compress a spo
ken message into ASCII (phone labels plus the prosodic controls) for playback, preserving 
much of the quality, if not the full individuality, of the original speaker's recording. 

15.6.4.2. FO Contours Indexed by Parsed Text 

In a more generalized variant of the direct approach, once could imagine collecting ~nd in-
d · . . d llables and then annotating all exmg a g1gant1c database of clauses, phrases, wor s, or sy · 
units with their salient prosodic features. If the terms of annotation (word st~cture, _P~S, 
syntactic context etc ) can be applied to new utterances at runtime, a proso~1c descnpuon 

for lhe closest m~tching database unit can be recovered and applie? 10
.
th
1 

eh~n~u~yu~:~;;: 
[23] Th d. rt can be made arb1Lran Y ig , 
. · e advantages here are that proso 1c qua I Y . . f in ut text and that detailed 
mg en?ugh exemplars to cover arbitrarily lar~e quantttie~a :an ~e sides;epped. The poten
~na!ys1s of the deeper properties of the prosodic phenome 
lial disadvantages are: 

• Data-collection time is long (which affects the capability to create new 

voices) . 
. . . d ( resumably less important as 

• A large amount of runtime storage 1s require P 
technology progresses). . ted may be of poor 
D al or ,r automa ' 

• atabase annotation may have to be manu ' 

quality. . lack of fundamental 
. di t ded owmg to 

• The model cannot be easily mod1fie ex en ' 
Understanding. 
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• Coverage can never be complete, therefore rulelike generalization, fuzzy 
match capability, or back-off, is needed. 

• Consistency control for the prosodic attributes (to prevent unit boundary 
mismatches) can be difficult. 

The first two disadvantages are self-explanatory. The difficulty of annotating the data
base, to fonn the basis of the indexing and retrieval scheme, depends on the type and depth 
of the indexing parameters chosen. Any such scheme requires annotations to identify the 
component phones of each unit (syllable, word, or phrase) and their durations. This can usu
ally be obtained from speech recognition tools [23], which may be independently required to 
create a synthetic voice (see Chapter 16). Lexical or word stress attributes can be extracted 
from an online dictionary or NLP system, though, as we have seen above, lexical stress is 
neither a necessary nor a sufficient condition for predicting pitch accent placement. 

If only a very high level of description is sought, based primarily on the pragmatics of 
utterance use and some syntactic typology, it may not be necessary to recover a detailed 
symbolic pitch analysis. An input text can be described in high-level pragmatic/semantic 
terms, and pitch from the nearest matching word or phrase from the database can be applied 
with the expectation that its contour is likely correct. For example, such a system might have 
multiple prosodic versions of a word that can be used in different pragmatic senses, such as 
ok, which could be a question, a statement, an exclamation, a signal of hesitation or uncer
tainty, etc. The correct version must be selected based on the runtime requirements of the 
application. 

Direct prosody schemes of this type often preserve the original phone carrier material 
of each instance in order to assure optimal match between prosody and spectrum. However, 
with DSP techniques enabling arbitrary modifications of waveforms (see Chapter 16), this is 
not strictly necessary; the prosodic annotations could stand alone, with phone label annota
tion only. If more detailed prosodic control is required, such as being aware of the type of 
accent, its pitch range, prominence, and other features, the annotation task is much more 
difficult. 

A straightforward and elegant formulation of the lookup-table direct model approach 
can be found in [30]. This system, created for Spanish but generally adaptable, is based on a 
lar~e. single-speaker recorded database of a variety of sentence types. The sentences are lin
gmstically analyzed, and prosodic structure is hypothesized based on syllables, accent 
groups (groups of syllables with one lexical stress), breath groups (groups of accent-groups 
between pauses regardless of the duration of the pause), and sentences. Note that these 
structures are hypothesized based on the textual material alone, and the speaker will not 
always perform accordingly. Pitch (initial, mid, and final FO) and duration data for each 
spoken ~yllable is automatically measured and stored. At runtime, the input sentence is ana
lyzed usmg the same set of structural attributes inferred from the text, and a vector of cand i
date syllables from the database is constructed with identical or similar structural context 
and attributes for each successive input syllable position. ' ' 

The b~s~ path through the set of such candidates is selected by minimizing the FO dis
tance and disJuncture across the utterance. This is a clean and simple approach to jointly 
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.,.zing both shallow linguistic features and genuine phonet· ., . 
ut11 . . 1c uata (duration and FO) · I 
d amic programming to smooth and integrate the output FO c 

1 
H ' . , wit 1 

yn . . h . I· k . . . on our. owever, as with any 
d·rect rnodelmg app1oac , tt ac s s1gn1ficant generalization cap"'b'I· . . 1 . . 1 . . . " 1 Hies outside the textual 
aterial and speakmg sty e spec1f1ed during the data collection phas . b 

m e. so a num er of sepa-te models may have to be constructed. 
ro "AT 

The CHA TR system ol· R (Jap~n) [9] takes a similar approach. in that optimal 
prosody is selected from prerec~rded units, rather than synthesized from a more general 
model. The CHA TR system consists of a large database of digitized speech. indexed by the 
speaker identity, the phoneme sequences of the words. and some pragmatic and semantic 
attributes. Selection of phonemes proceeds by choosing the minimal-cost path from among 
the similarly indexed database candidate units available for each phoneme or longer seg
ment of speech to be syntllesized. This system achieves high quality by allowing the canier 
phones to bear only their original prosody-pitch modification of the contour is minimized 
or eliminated. Of course, the restriction of DSP modification implies a limitation of the gen
eralizability of the database. This type of approach obtains the prosody implicitly from the 
database [31 ), and as such combines both the prosody and speech synthesis modules. This 
type of minimal-cost search is described in more detail in Chapter 16. 

15.6.4.3. FO Contours Indexed by ToBI 

The architecture for a simple and straightforward direct model indexed by T?~1 is ~i~
grammed in Figure 15.13. This model combines the two often-conflicting goals: it is empi~-

. . . f ·nc'pled abstract prosodic cally (corpus) based but it pennits spec1ficauon m terms o pn 1 . . . . 
' . d . t ted in terms of its hngu1st1c categories. In this model, an utterance to be synthesize is anno a _ . t ) 

h . (b sed on mformatton struc ure , features-perhaps POS syntactic structure, word emp aS!S a 
I 

that are 
' . s of actua utterances 

etc. The utterance so characterized is matched against a corpu Afi 
7

_ , matching capabil-
annotated with linguistic features and ToBI symbols, Corpus ~a). ,....,,,d If Corpus (a} is 
· b · be incorporate . 
,ty ased on edit distance or dynamic programming can . f 'ther the entire utter-

ffi . 'bl T BI rendenngs o e1 su 1c1ently large and varied a number of poss1 e O b t'on the ToBI labels 
' th' level of a strac' , . ance or selected parts of it may be recovered. At is f 'tch extrusions) or pitch 

w Id ·fi · (strength o P1 
OU not encode relative prominence spec1 icauons f y matched into Corpus 

ran then be uzz 
ge. The set of such abstractly described contours can f atches recovered. 

(b), a set of To BI annotated actual contours, and the best set O mme base material as Corpus 
· h exact sa · · 1 Note that while it is possible that Corpus (a) is t e ns to desire such flexibi -

(b) th · d h re may be reaso h I vel . · e model does not enforce an identity, an t e d annotation at eac e · 
ny nd rt of data an · 
On a modularity' depending on the degree and qu~ 1 y tified they can be passed to a vo1c:-

_ce a number of likely actual contours have been ,den . . ' of segmental strings (son:i -
unit ~ I . h combmatton fr the voice . · e ection module The module can select t e ne phoneme) om 
Umes I · · more than ° ·ng root-
d ca led 'long units ' since they may combine didate contours, us, d 
atabase h , ne of the can h concatenate rn w ose original prosody is closest to O Those units are t en 
ean.squ · t' al tests. 

(With . are-error, correlation, or other statis ,c .. tion or played out. 
!heir prosody unmodified) and sent to the apphca 
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A model of this type has some of the disadvantages of direct models as listed above. It 
also assumes availability of large and varied databases of both prosodic contours and seg
mental (phone) Jong units for concatenation (see Chapter 16). It further requires that these 
databases be annotated, either by human labelers or automated systems. However, it has 
certain advantages as weJI: 

• It allows for symbolic, phonological coding of prosody. 

• It has high-quality natural contours. 

• It has high-quality phonetic units, with unmodified pitch. 

• Its modular architecture can work with user-supplied prosodic symbols. 

It also allows the immediate, temporary use of data that is collected for deeper analy
sis, in the hope of eventual construction of smaller, parametrized models. The model of Fig
ure 15.13 is a generalization of the prosody system described in [23]. 

Linguistic Features 

ToBI Symbol 
Generator 

Tone lattice of possible renderings 

+ 

Statistical Long Voice-Units 
M~r~her/Extractor 

Long-Unit Voice String 
with Unmodified Tone 

,.... 

---
-

---

-.. 

Corpus (a): 
Linguistic Feature 

Auto-annotated 
ToBI strings _,,. 

Corpus (b): 
ToBI 

Au to-annotated 
Contours ---

Figure 15·13 A corpus-based prosodic generation model. 
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15,7. PROSODY MARKUP LANGUAGES 

Chapirr 14 discussed generalized document markui, ~che f . 
. . 1 r mes or text analysis M t ITS 

enoines provide s1mp e text tags and application prognmmin . 1, · os 
a- • 1 . b . ' g mter ace controls !hat allo . 

al least rudimentary unts to e passed along from an ai>plicatio t IT . w 
h. · d , . n ° a S engme. We ex-

pect 10 see more sop 1st1cate speech-specific annotation system h' h . 
1 

s. w 1c eventually mcor-
Porate cun-ent researc 1 on the use of semantically structured ·,n t h . pu s to synt es1zers 
sometimes called concept-to-speech systems. A standard set of prosoct·c t 1- ' . . . . . 1 anno a 1011 tags 
would_hkely include ~ags for insertion of s1_lence pause, emotion. pitch baseline and range, 
speed m words-per-mm~t~, ~nd vol um~. This would be in addition to general tags for speci
fying the language of ongm if not predictable, character of the voice, and text normalization 
context such as address, date, email, etc. 

For prosodic processing, text may be marked with tags that have scope, in the general 
fashion of XML. Some examples of the form and function of a few common ITS tags for 
prosodic processing, based loosely on the proposals of [65}, are introduced below. Other 
tags can be added by intermediate subcomponents to indicate variables such as accents and 
tones. This extension allows for even finer research and prosody models. 

• Pause or Break commands might accept either an absolute duration of si
lence in milliseconds, or, as in the W3C proposal, a mnemonic describing the 
relative salience of the pause (Large, Medium, Small, None), or a proso1ic 
punclltation symbol from the set •,', •.'. '?', · !'. • . .. ', etc., which not only 10

-

dicates a pause insertion but also influences the typical pitch contour ?f ~e 
phone segmenls entering and leaving the pause area. For example, specifymg 

d · h d termine the use of a con-',' as the argument of a Pause comman m1g t e . . . . 
tinuation rise on the phones immediately preceding the pause, rndicat1ng in-

completion or listing intonation. . 
I urement is words per mm-

• Rate controls the speed of output: The usua mea~f ve different durations. 
ute, which can be a bit vague, smce words are ry d works reasonably 
H . . . f T t many Tf S users an owever, this metnc 1s am1 iar O d"fferent metrics musl be 
Well in practice. For non-IndoEuropean langua~s I tern routinely can tol
contemplated. Some power listeners who use a sysminute while 150 or 
erate (in fact demand) rates of over JOO wol"d5 petr reliably' comprehend. 
c , . . could expect o 
1ewer might be all that a novice hstener I round which, or 

. a e pitch: a leve a 
• Baseline Pitch specifies the destred aver g 

up from which, pitch is to fluctuate. d h baseline pitch level 
• p· . b nds aroun t e itch Range specifies within what ou 

line the pitch is to fluctuate. ·ody giving an appli-
p. n's default pros · · require 

• itch commands can override the 5Yste1 G erallY ITS engines . . 
. control. en , . h broad l11nits 

Callon or document author greater . h uems withtn I e 
some freedom to express their typical pitc pa 
specified by a Pitch markup. 

l 
\ 
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• Emphasis emphasizes or deemphasizes one or more wo~ds: signaling their 
relative importance in an utterance. Its scope could be md1cated by XML 
style. Control over emphasis bri~gs up a number of interesting _considera
tions. For one thing, it may be demable to have degrees of emphasis. The no
tion of gradient prominence-the apparent fact that there are no categorical 
constraints on levels of relative emphasis or accentuation-has been a per
petual thorn in the side for prosodic researchers. This means that in principle 
any positive real number could be used as an argument to this tag. In practice, 
most TIS engines would artificially constrain the range of emphasis to a 
smaller set of integers, or perhaps use semantic labels, such as strong, mod
erate, weak, none for degree of emphasis. Emphasis may be realized with 
multiple phonetic cues. Thus, if the user or application has, for example, set 
the pitch range very narrowly, the emphasis effect may be achieved by ma
nipulation of segmental duration or even relative amplitude. The implementa
tion of emphasis by a TIS engine for a given word may involve manipulation 
(e.g., de-accentuation) of surrounding words as much as it involves heighten
ing the pitch or volume, or stretching the phone durations, of the target word 
itself. In most cases the main phonetic and perceptual effect of emphasis or 
accentuation is heard on the lexically main stressed syllable of the word, but 
this can be violated under special conditions of semantic focus, e.g., "/didn't 
say employer, I said employee." This would require a more powerful empha
sis specification than is currently provided in most TIS systems, but alterna
tively it could be specified using phone input commands such as "The 
<emp>truth<lemp>, the <emp>whole truth<lemp>, and nothing <emp> 
but<lemp> the truth." For more control, future TIS systems may support 
degree emphasis: " ... nothing <emp level= "strong ">but<lemp> the truth" 
or even deemphasis: " .. . nothing <emp level= "reduced''>but<lemp> the 
truth". Emphasis is related to prominence, discussed in Section I 5.6.1.2. 

15.8. PROSODY Ev ALUATION 

Evaluation of a complete ITS system is discussed in Chapter 16. We limit ourselves here to 
eval~ating the prosody component. We assume that the text analysis module has done a per
fect Job, and that the synthesis module does a perfect job which cannot be done in general, 
so that approximations need to be made. ' 

Evaluati~~ can be done automatically or by using listening tests with human subjects. 
In both cases 1~ s useful to start with some natural recordings with their associated text. We 
start by _replacing. the natural prosody with the system's synthetic prosody. In the case of 
auto~atic evaluation, we can compare the enriched prosodic representations described in 
Section 15.2 for both the natural recording and the synthetic prosody. The reference en-
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riched prosodic representation can be obtained e·th 
• I er manually or b . . and a speech recognizer. Y usmg a pitch tracker 

Automated testing of prosody involves the ~oil · owing: 

• Duration. It can be performed by measur1· th 
ng e average squa d d'f' between each phone's actual duratio . • re 1 ierence 

n m a real utterance and th d . 
predicted by the system. e urat1on 

• Pitch contours. It can be performed by using standard statistical measures 
over a system contour and a natural one When th·s · d d -. . · 1 1s one, urallon and 
phoneme identity should be completely controlled Meas h . . · ures sue as root-
mean-square error md1cate the characteristic divergence bet . ween two con-
t~urs, while correlation indicates the similarity in shape across difference 
pitch ranges. In ge~eral, RM~E scores of 15 Hz or less for male speech over 
a long sentence, with correlation of .8 or above, indicate quality that may be 
close to perceptually identical to the natural reference utterance. In general, 
such exactness of match is useful only during model training and testing and 
cannot be expected during training on entirely new utterances from random 
text. 

Listening tests can be performed to evaluate a prosody module. This involves subjects 
listening to the natural recording and the synthetic speech, or to synthetic speech generated 
with two different prosody modules. This can lead to a more precise evaluation, as humans 
are the final consumer of this technology. However, such tests are more expensive to carry 
out. Furthennore, this method results in testing both the prosody module and the synthesis 
components together. To avoid this, the original waveform can be modified to have the syn
thetic prosody using the signal processing techniques described in Chapter 16. Si~ce such 
techniques introduce some distortions, this measuring method is still somewhat _biased. In 
practice, it has been shown that its effect is much smaller than that of the syntheuc prosody 
(43]. 

It is shown that synthesizing pitch is more difficult than duration [4~]. Subjects scored 
significantly higher utterances that had natural pitch and synthetic duratJon than utterances 
With synthetic pitch and natural duration. In fact, using only synthetic _duration had; sco~e 
quite close to that of the original recording. While duration _modeling 18 not a solve pro -
lem, this indicates that generation of pitch contours is more difficult. 

IS.9. HISTORICAL PERSPECTIVE AND FURTHER READING 

Pr · . . ditional fields of rhetoric and elocu-
r OSodic methods have been incorporated within the tra . documentation in support 

0
1fon for centuries. In ancient Greece, at the time of Plato,dwhn~encases persuasively, system-

cla' · 1· · ts plea t e1r . ims in legal disputes was rare. To help iugan . h . 1 ded both content and 
a1ic pro tablished whic me u l 
t grams of rhetorical instruction were es . . 'f t matic instruction in verba 
onn of verbal argument. This 'prescriptive' tradition ° sys e 
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st le uncovered issues that remain central to the descriptively oriented prosodic research of 
to~ay. A masterful and entertaining discussion of this traditio~ and its possible relevance to 
the task of teaching computers to plead a case can be found m [64]. The Greeks were par
ticularly concerned about an issue that, as usual, is still important for us today: the separa
tion of rhetorical effectiveness from considerations of truth. If you are interested in this, you 
cannot do better than to begin with Plato's dialog Phaedrus (42]. 

Modem linguists have also considered a related, but more narrowly formulated ques
tion: Should prosody be treated as a logical, categorical analog to phonological and syntactic 
processes? The best discussion of these issues from a prosodic (as opposed to strictly neuro
logical) point of view is found in (7, 8]. If you are interested in the neurological side, you 
can begin with (13]. For emotional modeling, before slogging through the scattered and 
somewhat disjointed papers on emotion in speech that have appeared sporadically for years, 
the reader would be well advised to get a basic grounding in some of the issues related to 
emotion in computation, as treated in [38]. 

Going in the other direction, there are many subtle interactions in the phonetics of 
prosody: the various muscles, their joint possibilities of operation in phonation and articula
tion, as well as the acoustics properties of the vocal chambers. For an excellent introduction 
to the whole field, start with [27]. 

The most complete and accessible overview of modern prosodic analysis as embedded 
in mainstream linguistic theory is Ladd' s Intonational Phonology [26], which covers the 
precursors, current standard practice, and remaining unsolved issues of the highly influential 
auto segmental theory of intonational phonology, from which ToBI has arisen. ToBI was 
devised by speech scientists who wanted a prosodic transcription standard to enable sharing 
of databases [4]. For most practical purposes, the ToBI definitions are sufficient as a starting 
point for both research and applications, but for those who prefer alternative annotation sys
tems aligned with the British tradition, conversion guidelines have been attempted [45]. An
other major phonological approach to English intonation has been the British school 
described in (11). Bridging the two is IViE, a labeling system that is philosophicnlly aligned 
with ToBI but may be more appropriate for non-U.S. dialects of English (18] . 

. The first prosodic synthesis by rule was developed by Ignatius Mattingly in 1968 in 
Haskins Laboratories. In 1971, Fujisaki (15] developed his superposition model that has 
been used for many years. The development of the ToBI in 1992 (55] marked a milestone in 
automatic prosody generation. The application of statistical techni<1!·~~. such as CART, for 
phoneme d~rations during the 1990s constituted a significant step beyond the rule-based 
?1etho~s. F1~ally, the development of the CHA TR system in the mid-I 990s ignited interest 
m the mdexmg of massive databases. It is possible to attempt smoothing over both the index 
space and the resulting prosodic data tracks by means of generalized learning methods, such 
as _ne~ral nets ~r HMMs. These models have built-in generalization over unseen inputs, and 
butlt-m smoothmg over the concatenated outputs of unit selection. The network described in 
~57] codes every syllable in a training database in tenns of perceived prominence (human 
Judged), a number from I to 3 I, as well as the syllable's phonemes, rising/falling boundary 
type for phrase-edge syllables, and distance from preceding and following phrase bounda-
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·es for all syllables. When tested with reasonably simple t t . 
n , . 1. . • ex material of simila t h 
networks yielded high-qua 1ty sunulat1ons. r ype, t ese 

A potential research area for future generalizations of th· . . 
f . . - IS system IS to increase the d 

oree and accuracy o automal10n m labeling the training features f th . e-
o • A h . . o e recordmgs such as 
perceived prominence. not er area 1s to either expand the invent f d ' 

I. . . ory o mo el types or to 
detennine adequate genera 1zat10n mechamsms. By training HMMs O _ d ' 

. . . . . n accente syllables of 
diffenng phonetic structure, some of this fine alignment mformation ca b . 

. . n e automahcally 
captur~d [16). Another approach consists in generating pitch contours directly fr h'dd 

· h · - om a I en Markov model, wh1c 1s run m generation mode [66]. 
Recently, just as in speech synthesis for voice, there has been a realization that the di

rect and parametri': prosodic models have a gre~t deal in common. Direct models require 
huge databases of mdexed exemplars for unmed1ated concatenation and playback of con
tours, in addition to generalized back-off methods, while parametric models are generalized 
for any input, but also require phonetic databases of sufficient variety to support statistical 
learning of parameter settings for high quality. We can, therefore, expect to see increasing 
numbers of hybrid systems. One such system is described in [47], which could be viewed as 
a stochastic realization of Fujisaki's superposition model without the phrase controls, where 
the accents are given by ToBI labels and the smoothing is done by means of a dynamical 

system. \. 
While this chapter has focused on U.S. English, many similar issues arise in prosodic 

modeling of other languages. An excellent survey of the prosodic systems of every major 
European language, as well as Arabic and several major East Asian languages, can be found 
in (21 ]. . 

Though not explicitly covered in this chapter, analysis of prosody for speech recogni
tion is a small but growino area of study. Anyone who has digeSted this chapter _s~ould be 
prepared to approach the :ore specialized work of [25, 37] and the spee~h r~cogmuon pros
ody studies collected in [48]. Those with a psycholinguistic bent can begm wilb fl

2l· 
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tern is the co he speech synthesis module of a ITS sys
components ?1Ponent th~t generates the waveform. The input of traditional speech synthesis 
elude the . 

1
~ a phonetic transcription with its associated prosody. The input can also in-

Spe o:ginal tex~ with tags, as this may help in producing higher-quality speech. 
speech ge ec s!nthes1s can be classified into three types according to the model used in the 
of speech neratton: Anicuiatory synthesis, described in Section 16.2.4, uses a physical model 
thesis u production that includes all the articulators described in Chapter 2. Formant syn
frequen::/ ~o~rce-fiiter_ model, where the filter is charac~erized by s_lowly varying formant 
CO!Jcat . ' It IS the subject of Section 16.2. Concatena/lve synthesis generates speech by 
concar enat!ng speech segments and is described in Section 16.3. To allow more flexibility in 

enat1ve sy th · · d 'b d · S tions 16_4 an n es1~, a number of prosody ~odification techmq~es are es~n. e m e~-
Section 

16
_
6

_ d l6.5. Fznally, a guide to evaluatmg speech synthesis systems 1s mcluded m 

193 

( 
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Speech synthesis can also be classified according to the degree of manual intervention 
in the system design into synthesis b?' rule and d~ta-driPe11_ symhesis. In the forme:, a ~et of 
manually derived rules is used to dnve a synthesizer, and m the latter_ the synthesizer s pa
rameters are obtained automatically from real speech data. Concatenattve systems are, thus, 
data driven. Fonnant synthesizers have traditionally used synthesis by rule, since the evolu-

. tion of fonnants in a formant synthesizer has been done with hand-derived rules. Nonethe
less, formant transitions can also be trained from data, as we show in Section 16.2.3. 

ow Percentage of sentences 
with maximum quality 

Figure 16.1 Quality and task-independence in speech synthesis approaches. 

16.1. ATTRIBUTES OF SPEECH SYNTHESIS 

Toe most important attribute of a speech synthesis system is the quality of its output speech. 
It is often the case that a single system can sound beautiful on one sentence and terrible on 
the next. For that reason we need to consider the quality of the best sentences and the per
centage of sentences for which such quality is achieved. This tradeoff is illustrated in Figure 
16.1, where we compare four different families of speech generation approaches: 

• Limited-domain wavefomi concatenatio11. For a given limited domain, this 
approach can generate very high quality speech with only a small number of 
recorded segments. Such an approach, used in most interactive voice re
sponse systems, cannot synthesize arbitrary text. Many concept-to-speech 
systems, described in Chapter 17, use this approach. 

• c_o11catenative synthesis with 110 wavefomi modification. Unlike the previous 
approach, these systems can synthesize speech from arbitrary text. They can 
achieve good quality on a large set of sentences, but the quality can be me
diocre for many other sentences where poor concatenations take place. 
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1 Concatenative systems with wave1: 
. ·1· . . Jann modi.fie ,· 

more tlex1b1 1ty m selecting the speech a 1011• These systems h segments t ave 
wavefonns can be modified to allow fo b O concatenate because the 

r a etter pr d 
that the number of sentences with mect· . oso Y match. This means 

. . 10cre qualtty · 1 . 
where no prosody mod1ficat1on is allowed O h is ower than m the case 

· h · · n I e other ha d . ral with synt ettc prosody can hurt the ov 11 . n , replacing natu-
. . era quality I dd- · ody mod1ficat1on process also degrades the 

O 11 
·. n a 1110n, the pros-

vera quality. 
, Rufe-based systems. Such systems tend to sou d ·f 

sentences, albeit with quality lower than the bent umr°rmly ~cros~ different 
terns above. s qua ity obtained m the sys-

Best-quality and quality variability are possibly two of the t · . 
· mos important aunbutes of 

3 speech synthesis system, but not the only ones. Measuring qual't d'ffi 1 . 
. . • . I y' I ICU t to do m an 

objective way, 1s the mam subJect of Section 16.6. Other attributes of h . · d a speec synthesis 
system mclu e: 

• Delay. The time it takes for the synthesizer to start speaking is imponant for 
interactive applications and should be less than 200 ms. This delay is com
posed of the algorithmic delays of the front end and of the speech synthesis 
module, as well as the computation involved. 

• Memory resources. Rule-based synthesizers require, on the average, less than 
200 KB, so they are a widely used option whenever memory is at a premium. 
However, required RAM can be an issue for concatenative systems, some of 
which may require over 100 MB of storage. 

• CPU resources. With current CPUs, processing time is typically not an issue, 
unless many channels need to run in the same CPU. Nonetheless, some con
catenative synthesizers may require a large amount of computation when 
searching for the optimal sequence. 

• Variable speed. Some applications may require the speech synthesis module 
Th. · · d ly used by to generate variable speed particularly fast speech. 1s is wi e 

bl. ' b · h · · formation and can ac-md people who need ITS systems to o tam t eir m . 
cept fast speech because of the increased throughput. FaSt speech is ~~; u;
ful when skimming material. Concatenative systems that do not mo 

1
/ ~ 

waveform cannot achieve variable speed control, unless a large num er 
0 

segments are recorded at different speeds. h 
• p· ire the output speec to 

Itch control. Some spoken language systems requ · for a song. 
h . t to generate v01ce 
ave a specific pitch. This is the case if you wan fonn cannot do 

Again, concatenative systems that do not modify the dwadvet different pitch. 
thi I ts are recor e a s, un ess a large number of speech segmen 
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• Voice characteristics. Other spoken language systems require specific voices, 
such as that of a robot, that cannot be recorded naturally, or some, such as 
monotones, that are tedious to record. Since rule-based systems are so flexi
ble, they are able to do many such modifications. 

The approaches described in this chapter assume as input a phonetic string, durations, 
a pitch contour, and possibly volume. Pauses are signaled by the default phoneme SIL with 
its corresponding duration. If the parsed text is available, it is possible to do even better in a 
concatenative system by conducting u matching with all the available information. 

16.2. FORMANT SPEECH SYNTHESIS 

As discussed in Chapter 6, we can synthesize a stationary vowel by passing a glottal peri
odic waveform through a filter with the formant frequencies of the vocal tract. For the case 
of unvoiced speech we can use white random noise as the source instead. In practice, speech 
signals are not stationary, and we thus need to change the pitch of the glottal source and the 
formant frequencies over time. The so-called synthesis-by-rule refers to a set of rules on how 
to modify the pitch, formant frequencies, and other parameters from one sound to another 
while maintaining the continuity present in physical systems like the human production sys
tem. Such a system is described in the block diagram of Figure 16.2. 

In Section 16.2.1 we describe the second block of Figure 16.2, the formant synthesizer 
that generates a waveform from a set of parameters. In Section 16.2.2 we describe the first 
block of Figure 16.2, the set of rules that can generate such parameters. This approach was 
the one followed by Dennis Klatt and his colleagues [4, 30]. A data-driven approach to this 
first block is studied in Section 16.2.3. Finally, articulatory synthesis is the topic of Section 
16.2.4. 

Phonemes 
+ prosodic tags 

Rule-based 
system 

Pitch 
contour 

Formant 
tracks 

Formant 
synthesizer 

Figure 16.2 Block diagram of a synthesis-by-rule system. Pitch and form~r-t.• are listed as the 
only parameters of the synthesizer for convenience. In practice, such system has about 40 pa
rameters. 

Amazon/VB Assets 
Exhibit 1012 

Page 822


	Part 001
	Part 002
	Part 003
	Part 004
	Part 005
	Part 006
	Part 006
	Part 006.1

	Part 007
	Part 008
	Part 009
	Part 010
	Part 011
	Part 012
	Part 013
	Part 014
	Blank Page
	Blank Page
	Blank Page
	Blank Page
	Blank Page
	Blank Page
	Blank Page
	Blank Page
	Blank Page
	Blank Page
	Blank Page
	Blank Page
	Blank Page
	Blank Page
	Blank Page
	Blank Page
	Blank Page
	Blank Page
	Blank Page



