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in Section 14.3, when document creators have knowledge
about the structure Of content of documents, they can express the knowledge through an
XML-based synthesis markup Janguage. A document to be spolfen is first analyzed for all
such tags, which can indicate alternative pronunciations, semantic or quasi-semantic attrib-
utes (different uses of numbers by context for example), as well as document structures,
such as explicit sentence or paragraph divisions. The kinds of information potentially sup-
plied by the SABLE tags’ are exemplified in Figure 14.7.

<SABLE>
<SPEAKER NAME="male1">
The boy saw the girl in the park <BREAK/> with the telescope.

The boy saw the girl <BREAK/> in the park with the telescope.

Additionally, as discussed

Good morning <BREAK /> My name is Stuart, which is spelled
<RATE SPEED="-40%">

<SAYAS MODE="literal">stuart</SAYAS> </RATE>

though some peopie pronounce it

<PRON SUB="stoo art">stuart</PRON>. My telephone number
is <SAYAS MODE="literal">2787</SAYAS>.

I used to work in <PRON SUB="Buckloo">Buccleuch</PRON> Place,
but no one can pronounce that.
</SPEAKER>

</SABLE>

Figure 14.7 A document fragment augmented with SABLE tags can be processed by the Fes-
tival system [3].

For untagged input, or for input inadequately tagged for text division (<BREAK/>),
sentence breaking is performed by heuristics, similar to Algorithm 14.1, which observe
whltes'pace, punctuation, and capitalization. A linguistic unit roughly equivalent to a sen-
tence is creaFed by the system for the subsequent stages of processing.

Tokgmzation is performed by system or user-supplied routines. The basic function is
to recognize potentially speakable items and to strip irrelevant whitespace or other non-
zfgra:able text features. Note that some punctuation is retained as a feature on its nearest
thogrz;{)i)i((t: l}gﬁatl;lza:iuon is implement_ed by token-to-word rules, which return a standard or-
B Sy Z‘;ln, '"111 turn, be input to th.e phonetic analysis module. The token-to-
i gt thise with text normahzatnqn issues similar to those presentec_l in St:ctl.on
tokens whose pronungg‘-:ess’ token-type-specific rule sets may be applied to disambiguit®
routine may be required l{Ons are highly context dependent. For example, 2 disambiguatio”
S A 0 examine context for deciding whether St. should be realized 3

- For general English-language phenomena, such as numbers and various

7
SABLE
and other TTS markup Systems are discussed further in Chapter 15.
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symbols. a ‘stzfndqrfi token-to-\‘»vord routine is provided. One j .

val system is a utility for helplpg to automatically C0n;tru Interesting feature of the Festi-

m'ﬂlll‘flf;:’nl.r: lzs" lV.Vhen SlySt-em Integrators can gather somec;zlls:fljlon lrees o serve text nor-

inguistic ant 5 €d traini

- ba:ed lfainatbl :l;;lo):l:alllodl{lf: for the Feslival system is mai[l]fli;lr:l;)gogam.

iﬁed "t given an inpuit Semengcg:r ’Il‘]: used to predict the likelihoods of POS [analyzer_ "l

word and n-grams for Sequence‘s ofe system uses both a priori probabilitiesaogfs w y ol

work in [6] and is described in Secti ags. The basic underlying technology is similar o th

Bty B3S tag for 6 ghven o ction 14.5.. When lexical lookup occurs, the r;[:" ar to the

key. Thus, the POS tag acts as is input with the word orthography, as z;conf oulcc;ed v

words whose pronunciation m a‘ Sesondary selection meehanism for e vera tumdien
ay differ by POS categories. several hundred

14.10.3. Phonetic Analysis

The homo, i i ion i i
B pi:;?clzeglsrﬁr:slzx{aiatlon is mainly res?lved by POS tags. When lexical lookup oc-
8 it lockin el e %h POS tag for a given word is input with the word orthography
s y. i us, the PQS t:ag acts as a secondary selection mechanism for
e ds whose pronunciation may differ by POS categories.
ails lexical lookup, LTS rules may be invoked. These rules may be created

by hand, formatted as shown below:

(# =
Chr[i Sc h]C=/k/) // ch at word start, followed by a consonant, is /K, €.g.

Altlemnativ

Sertbed ineslz’ I‘JTS rules may be constructed by automatic statistical methods, much as de-
are provided ction 14.8 above, where CART LTS systems were introduced. Utility routines
Sruction to assist in using a system lexicon as a training database for CART rule con-

In addit; ,
- Comgdltlon, I?esuval system employs post-lexica
xt coarticulation occurs when surrounding words and so

Style, aff
fect the final form of pronunciation of a particular phoneme. Examples include re-
and r-insertion. Some coarticula-

ductio
n o :
i mlesf consonants and vowels, phrase final devoicing,

are provided for these processes, and users may also write additional rules.

! rules to handle context coarticula-
unds, as well as speech

u,
1. HiSTORICAL PERSPECTIVE AND FURTHER READING

to-
0-speech has a long and rich history. You can hear samples and re
ch Synthesis History Pr

tury'y
SOKCZ;:;)rnh Ot: work at the Smithsonian’s Spee !
Th multilingual samples of various TTS engines is [20]-
The MITe most influential singie published work on TTS has
alk System [1]. This book describes the MITalk system,

view almost a cen-

Text-
oject [19). A good

been From Text 10 Speech:
from which a large number
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of research and commercial systems were derived during the 1980s, iT'lCluding the widely
used DECTalk system [9]. The best compact overall historical survey is Klatt’s Review of
Text-to-Speech Conversion for English {15]. For deeper coverage of more recent architec-
tures, refer to [7]. For an overview of some of the most promising current approaches and
pressing issues in all areas of TTS and synthesis, see [30]. One of the biggest upcoming is-
sues in TTS text processing is the architectural relation of specialized TTS text processing as
opposed to general-purpose natural language or document structure analysis. One of the
most elaborate and interesting TTS-specific architectures is the multilingual text processing
engine described in [27]. This represents a commitment to providing exactly the necessary
and sufficient processing that speech synthesis requires, when a general-purpose language
processor is unavailable.

However, it is expected that natural language and document analysis technology will
become more widespread and important for a variety of other applications. To get an idea of
what capabilities the natural Janguage analysis engines of the future may incorporate, refer
to [12] or [2]. Such generalized engines would serve a variety of clients, including TTS,
speech recognition, information retrieval, machine translation, and other services which may
seem exotic and isolated now but will increasingly share core functionality. This conver-
gence of NL services can be seen in a primitive form today in Japanese input method editors
(IME), which offload many NL analysis tasks from individual applications, such as word
processors and spreadsheets, and unify these functions in a single common processor [18].

For letter-to-sound rules, NETalk [25], which describes automatic learning of LTS
processes via neural network, was highly influential. Now, however, most systems have
converged on decision-tree systems similar to those described in [14].
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Prosody

Sheridan po; . ]; isn't what you said; it’s how you said it!
Pointed out the !mportance of prosody more than 200 years ago [53):

gh'f'f;:z:s;,rl € laught 10 read sentences. which they do not understand; a;fd as it
Meanyy, € 10 lay the emphasis right, without perfectly cqmprehendmg the
if th ey 2’”0f what O"f-’ r.c’ad.r, they get a habit either of reading in a mor{omne, or
Tandop, ;}f ik fj'St’”g“fSh one word from the rest, as the emphasis falls ar
P » 1€ Sense is usually perverted, or changed into nonsense.
“Dressr:xsr(i)g}; =4 complex weave of physical, phonetic effects that is being employed to
Unicate, T.':' assumptions, and attention as a parallel channel in ou.r daily s;:jeech cor.n-
“Molation .wh'e Semantic content of a spoken or written message is referre to :s uj
.Yalistene’r ile the emotiona] and attentional effects intended b.y the speaker o;t in ez::e
'f‘ idin g aa]r'e part of the message’s connotation. Prosody has an important suppo 1:gl ; .
s'gﬂah‘ng % 'Sler!er’s recovery of the basic messages (denotation) and a starring ro )
N0tation, or the speaker’s attitude toward the message, toward the listener(s),
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ing connotation, or the speaker’s attitude toward the message, toward the listener(s), and

toward the whole communication event. _ . |
From the listener’s point of view, prosody consists of systematic perception and re-

covery of a speaker’s intentions based on:

e Pauses: to indicate phrases and to avoid running out of air.
e Pitch: rate of vocal-fold cycling (fundamental frequency or FO) as a function

of time.
o Rate/relative duration: phoneme durations, timing, and rhythm.

e Loudness: relative amplitude/volume.

Pitch is the most expressive of the prosodic phenomena. As we speak, we systemati-
cally vary our fundamental frequency to express our feelings about what we are saying, or to
direct the listener’s attention to especially important aspects of our spoken message. If a
paragraph is spoken on a constant, uniform pitch with no pauses, or with uniform pauses
between words, it sounds highly unnatural.

In some languages, the pitch variation is partly constrained by lexical and syntactic
conventions. For example, Japanese words usually exhibit a sharp pitch fall at a certain
vowel on a consistent, word-specific basis. In Mandarin Chinese [52], word meaning de-
pends crucially on shape and register distinctions among four highly stylized syllable pitch
contour types. This is a grammatical and lexical use of pitch. However, every language, and
especially English, allows some range of pitch variation that can be exploited for emotive
and attentional purposes. While this chapter concentrates primarily on American English,
the use of some prosodic effects to indicate emotion, mood, and attention is probably uni-
versal, even in languages that also make use of pitch for signaling word identity, such as
Chinese. It is tempting to speculate that speakers of some languages use expressive and af-
fective lexical particles and interjections to express some of the same emotive effects for
which American English speakers typically rely on prosody.

We discuss pausing, pitch generation, and duration separately, because it is convenient
tp separate them when building systems. Bear in mind, however, that all the prosodic quali-
ne§ are highly correlated in human speech production. The effect of loudness is not nearly
as Important 1n synthesizing speech as the effect of the other two factors and thus is not dis-

cussed here. In addition, for many concatenative systems this is generally embedded in the
speech segment.

15.1. THEROLE oF UNDERSTANDING

To date, most work on
the literal content of th
isolated, textual represe
Typically a TTS system
of a sentence or phrase

prosody for TTS has focused exclusively on the utterance, which 18
¢ message. That is, a TTS system learns whatever it can from the
ntation of a single sentence or phrase to aid in prosodic generatio™
may rely on word identity, word part-of-speech, punctuation, length
» and other superficia] characteristics. As more sophisticated N
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The Role -

capuliies r€ deplo.y ed for use by TTS systems, deeper properties of an utterance, includ
ing its document oF discourse context. can be taken into account, ; GG
" Good prosody depends on a speaker or reader’s understanding of the text’s o

gge’s MeAning. As noted in [64], the golden rule of the Roman orator Quintilian (cr Zu:g
) sates {321 “That 10 make a man speak well, and pronounce with a righ z'nlplm;'is .Iu;
ought thoroughty to understand all that he says, be fully persuaded o f it, and bring /Iiln'self
1o have, those affections which he desires 1o infuse in others.” This is clearly a tall order fo
loday’s computers! How important is understanding of the text’s meaning, in generation of
yppropriately engaging prosody? Consider a stanza from Lewis Carroll’s nonsense poem

~Jabberwocky” [10]:

Twas brillig, and the slithy toves
Did gyre and gimble in the wabe;
All mimsy were the borogoves,
And the mome raths outgrabe.

Here, a full interpretation is not possible, owing primarily to lexical uncertainty (our
ignorance of the meaning of words like brillig). However, you can recover a great deal of
information from this passage that aids prosodic rendition. Foremost is probably the metrical
stuctore of the poetic meter. This imposes a rhythmic constraint on prosodic phrasing (ca-
dence, timing, and pause placement). Second, the function words such as and, the, in, etc.
e interpretable and give rich clues about the general type and direction of act?on bcfng
ecified. They also give vs contextual hints about the part-of-speech of the neighboring
ronsense words, which is a first crude step in interpreting those words' meaning. Third,
Pctuation s also important in this case. Using these three properties, with some analcﬁlxcal
Buesses about LTS conversions and stress locations in the nonsense words, Would ow
ost speakers of English to render fairly pleasant and appropriate prosody for thls' poernflc.)m_

Can a computer do the same? Where will a computer fall short of 2 humaq ] fenerally
ance on thig task, and why? First, the carrier voice quality of a human reader xls. :,:ner v
Superio'r 0 synthesized voices. The natural human voice is more pleaszmstetc:i z;ailrsly sin;ple

°ing equal. As for the prosody per se, most TTS systems toda); [1]1 e s, S5
%10 derive prosody, based on a distinction between closed-class U e 2o opei
asdetemliners and prepo’sitions which are thought to receive lesser t?mp a t;c  cented.
Ehded seis of content words suc[; as nouns like wabe, which are more I(likd‘}[,'}:zs i

I thig nonsense poem, that is essentially what most human read;;fs ;;stem ;vith e
symhco."ver?i"“s are supplied, including main Stress locations, f TS o probably render
is e voice and a reasonable default pitch algorithm of this y:ize it explicitly, the con-
straisumza fa.irly well. Again, though the computer does not recOg!
s "hythmic structure of the poem may be assisting: fully participating in the uncon-
10ug ilrlltehswners 0 NOnEEIRe poerns o general;ymzoltistgner to actively Con:h[ma u:if;l
Megyi o Pretive dialog, the attempt on the part © . oood faith by the speaker-
g:‘»flrnemg from pr°5°di°ga“d messagpe-contem cues S pphe:::;glfononsense materials must
alway;’l;:,sjut;dgments of Athe prosodic quality‘ 9f u:;gt:zovery f meaning TEMains a slip-
pect. In ordinary prose, the definition
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n. Consider the passage below [56], which is not metrically structured, fag few

tio
s s, and, yet, was deliberately constructed to be essentially meaning.

or no true nonsense word

less.
In mathematical terms, Derrida’s observation relates to the invariance of the
Einstein fleld equation under nonlinear spaccf-tim.e diffeomorphisms (self-
mappings of the space-time manifold which are infinitely differentiable but not
necessarily analytic). The key point is that this invariance group ‘acts transi-
tively’: this means that any space-time point, if it exists at all, can be trans-
formed into any other. In this way the infinite-dimensional invariance group
erodes the distinction berween observer and observed; the pi of Euclid and the
G of Newton, formerly thought to be constant and universal, are now perceived
in their ineluctable historicity; and the putative observer becomes fatally de-
centered, disconnected from any epistemic link to a space-time point that can no
longer be defined by geometry alone.

Should the fact that, say, a professional news broadcaster with no prior knowledge of
the author’s intent could render this supposedly meaningless passage rather well, make us
suspicious of any claims regarding the necessity of deep semantic analysis for high-quality
prosody? Though perhaps meaningless when taken as a whole, once again, the educated
human reader can certainly recover fragments of meaning from this text sufficient to support
reasonable prosody. The morphology and syntax is all standard English, which takes us a
long way. The quality of the announcer’s rendition degrades somewhat under the condition
the computer truly faces, which can be simulated by replacing the content words of a sen-
tence above with content words randomly chosen from “Jabberwocky”:

In brillig toves, Derrida’s wabe gimbles to the bandersnatch of the Tumtum
whiffling .raths under frumious slithy diffeomorphisms (borogoves of the mimsy
mome which are beamishly vorpal but not frabjously uffish).

] It is likely the human reader can stil outperform the computer by reliance on morpho-
logical zf.nd syntactic cues, such as the parallelism determining the accent placements in the
contrastive structure “...which ARE...but NOT ...” Nevertheless, the degree of understand-
el Message’s content that is required for convincing prosodic rendition remains a sub-
tle q_u?snon. Clearly, the more the machine or human reader knows, the better the prosodic
rendition, bu.t some of the most important knowledge is surprisingly shallow and accessible:
o e\gir; S]:]?(i)sngorou§ sgeciﬁcation or definition of meaning. The meaning of the rendi::
ing of the renditio more SIIgmﬁcant_than the inherent meaning of the text, if any. The mea)
While textual 5 m.;lbevent is determme.d primarily by the goals of the speaker and' Jistener(s
tics, topic, etc contl:-:f)s such as metrical conventions, syntax, morphology, lexxc?l ser;litlne
rendition ’ever;t inco . COr.lstruction of both kinds of meaning, the meaninié Oh as
goals of the commu?ora'tes more important pragmatic and contextual elements, SU¢ the
concept-to-speech dis::‘ixasnocril e nd speaker identity and attitude projection .Thusoo
prosody, since th Sec in Chapter 17 has a much better chance of generating &

€ content of the sentence is known by the SLU system.
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152. PROSODY GENERATION SCHEMATIC

Fioure 15.1 shows schema_Lically the elemenis of prosodic generation in TTS fi

matic abstraction to phonetic realization. The input of the prosody module in F; l:?;n[ 5 rlﬂg
parsed text with a phoneme stn"ng. and the output specifies the duration of c;\cgh pho;{emI:
and the pitch contour. One possible output representation of that output prosody is showﬁ i
Figure 15.2 for the sentence The car sar. Up 1o four poinis per phoneme were included i:
this example. Often one point per phoneme is more than sufficient, except for words like
john, where two points are nezded for the phoneme /aof 1o achieve a natural prosody.

Parsed text and Phone string

—

[ Pause insertion and Prosodic phrasing ]

/ ' \ Speaking Style

[ Duration J LFO Contour J l Volume I —_—
\ 4 v v

Enniched Prosodic Rzpresentation
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describe the modules of Figure 15.1: the speaking style, Sym-

In the next sections we ' ’ .
ion), duration assignment, and pitch generation ip that

bolic prosody (including pause insert
order, as usually followed by most TTS systems.

15.3. SPEAKING STYLE

Prosody depends not only on the linguistic content of a sentence. Different people generate
different prosody for the same sentence. Even the same person generates a different prosody
depending on his or her mood. The speaking style of the voice in Figure 15.1 can impart an
overall tone to a communication. Examples of such global settings include a low register,
voice quality (falsetto, creaky, breathy, etc.), narrowed pitch range indicating boredom, de-
pression, or controlled anger, as well as more local effects, such as notable excursion of
pitch, higher or lower than surrounding syllables, for a syllable in a word chosen for special
emphasis. Another example of a global effect is a very fast speaking rate that might signal
excitement, while an example of a local effect would be the typical short, extreme rise in
pitch on the last syllable of a yes-no question in American English.

15.3.1. Character

Character, as a determining element in prosody, refers primarily to long-term, stable, extra-
linguistic properties of a speaker, such as membership in a group and individual personality.
It also includes sociosyncratic features such as a speaker’s region and economic status, to
the degree that these influence characteristic speech patterns. In addition, idiosyncratic fea-
tures such as gender, age, speech defects, etc., affect speech, and physical status may also be
a background determiner of prosodic character. Finally, character may sometimes include
temporary conditions such as fatigue, inebriation, talking with mouth full, etc. Since many
of these elements have implications for both the prosodic and voice quality of speech output,
they can be very challenging to model jointly in a TTS system. The current state of the art is
insufficient to convincingly render most combinations of the character features listed above-

15.3.2. Emotion

Temporary emotional conditions such as amusement, anger, contempt, grief, sympathy, sus-

g;c;ozé::; ::Da‘l,:a:l; etff ect on pr(?sody. Ju_st as a film director explains the emotional contexsl
el ity infc ors to mouvate'thelr most convincing performance, SO TTS sys'terrll
unstable properties ormation on the simulated speaker’s state of mind. These ar¢ relanvelg
imagine a speaker ;ﬁ;}meWha‘ independent of character as defined above. That is, one 'couin
any of a number of ;m any combination of social/dialect/gender/age characteristics bemich
as anger, grief, happi otigndl statss t.hat have been found to have prosodic correlates,fsrure
research. A la;ge L:]I:lrl:]is:r’ ztfc'hg':o“o“ in speech is actually an important area f(t)';ecl:s 5
speech. Among these are point (15 -}evel factors go into determining emononaali :is .
feeling or expressing?); s view (can the listener interpret what the speatet o
?); spontaneous vs. symbolic (e.g., acted emotion vs. real feeliné”
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wre-specific vs. universal; basic emotions and ¢
feelings and effects; and strength or intensity of i
conclusions from existing research on emotion in Speech [34]:

o Speakers vary in their ability to express emoti

trolled situations. Ve meaning vocally in con-

o Listeners vary in their ability to recognize and in

terpret emoti "
corded speech. P tions from re

¢ Some emotions are more readily expressed and identified than others
o Similar intensity of two emotions can lead to confusing one with the other.

An addmf)nz.il comphcatlo‘n in expressing 'emolion is that .the phonetic correlates ap-
pear not to be limited to the major prosodic variables (F0, duration, energy) alone. Besides
these, phonetic effects in the voice such as jitter (inter-pitch-period microvariation), or the
mode of excitation may be important [24]. In a formant synthesizer supported by extremely
sophisticated controls [59], and with sufficient data for automatic learning, such voice ef-
fects might be simulated. In a typical time-domain synthesizer (see Chapter 16), the lower-
level phonetic details are not directly accessible, and only FO, duration, and energy are
available.

Some basic emotions that have been studied in speech include:

* Anger, though well studied in the literature, may be too broad a category for
coherent analysis. One could imagine a threatening kind of anger with a
tightly controlled FO, low in the range and near monotone; while a more
overtly expressive type of tantrum could be correlated with a wide, raised
pitch range.

* Joy is generally correlated with increase in pitch and pitch range, with in-
crease in speech rate. Smiling generally raises FO and formant frequencies
and can be well identified by untrained listeners.

* Sadness generally has normal or lower than normal
range, with a slow rate and tempo. It may also be
pronunciation and irregular rhythm.

* Fear is characterized by high pitch in
pronunciation, and irregular voicing (pe
pattern).

pitch realized in a narrow
characterized by slurred

a wide range, variable rate, Precise
rhaps due to disturbed respiratory

154, SYMBOLIC PROSODY

e i of prag-
stact o symbolic prosodic structure s the link between the infinite lm‘;il::s:ﬁt})go, pl;one
u “ Semantic, and syntactic features of an utterance and the relat(lj\ll:lte)’of Figure 15.2 s 8
Taliong, energy, and voice quality. The output of the prosody mO
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set of real values of FO over time and real values for phoneme durations, S

ymbOliC 0!
deals with: Prosody

e Breaking the sentence into prosodic phrases, possibly separated by pauses
and

e Assigning labels, such as emphasis, to different syllables or words within
each prosodic phrase.

Words are normally spoken continuously, unless there are specific linguistic reasons
to signal a discontinuity. The term juncture refers to prosodic phrasing—that is, where do
words cohere, and where do prosodic breaks (pauses and/or special pitch movements) occur.
Juncture effects, expressing the degree of cohesion or discontinuity between adjacent words,
are determined by physiology (running out of breath), phonetics, syntax, semantics, and
pragmatics. The primary phonetic means of signaling juncture are:

Parsed text ar}d phone string

Symbolic Prosody

Pauses
Prosodic Phrases

Accent l\

Tone
Tune

J Speaking Style
r

Prosody Attributes

Pitch Range M
Prominence

Declination

v #/

FO Contour Generation
]

v

FO Contour

Figure 15.3 Pitch generation decomposed in symbolic and phonetic proso:
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o Silence insertion. This is discussed in Section 15.4.

e Characteristic pitch movements in the phr
ase-
in Section 15.4.4. phrase-final s

o Lengthening of a few phones in the phrase- ‘o
Section 15.5. 4 final syllable. This is discussed in

o Imegular voice quality such as vocal fry. This is discussed in Chapter 16

yllable. This is discussed

Abstract Prosodic structure or annotation typically specifies all the el i

block of the pitch-generation schematic in Figure 15.3, including acce tements e .
conceptually to heads in standard syntactic structure). The accent types :r: (ClorreSpondmg
smail inventory of tones for American English (e.g., high, low, rising Iate-ﬁssi: ey
The sequence of accent and juncture tones in a given prosodic structu;e may coliric:) oP Edlzi
une-like effects that have some holistic semantic interpretation. While we center :uzlge-
scr.iptio.n in an abstract representation called ToBI, we also describe other alternate represen-
tations in Section 15.4.6. Finally, though in principle the prosody attributes module applies
to all prosody variables, it is mostly used for FO generation in practice, and as such is dis-
cussed in Section 15.6.1.

1541. Pauses

Ina long sentence, speakers normally and naturally pause a number of times. These pauses
have traditionally been thought to correlate with syntactic structure but might more properly
be thought of as markers of information structure [58]. They may also be motivated by
poorty understood stylistic idiosyncrasies of the speaker, or physical constraints. In sponta-
feous speech, there is also the possibility that some pauses serve no linguistic function but
are merely artifacts of hesitation.

ro5g] Ina typical system, the most reliable indicator of pau

th ° unop of abbreviations and special symbols relevant to
¢ remaining punctuation can be reclassified as essentially pros

z:[;?::' commas, exclamation points, parentheses, ellipsis poin 0

pitch ¢ can be taken to correspond to a prosodic phrase boundary an

Movement at its end-point.

ralionlr:hpre(.jicli“g pauses, although you have' to consi

niﬁCa;,[ ; Sf"‘.‘lDle presence or absence of a silence (of

Settin ecision, and its exact duration 18 secondary,

%(_:nd other extraneous factors.

Criticg] nf)l;etgr € many reasonable places to paus
ieh e Th'e g'oal Of‘a‘TTS systgm > lete breakdown of understanding.
o o Jead to ambiguity, misinterpretation. o7 complet | 2o
Ly, most d it mail) incorporates punctuation according

eXactly (1 t decent writing (apart from ¢ ; here it aids interpretation.

¥ this metric: no need to punctuate after every word, just whe

se location is punctuation. After
text normalization (Chapter 14),
odic in nature. This includes
ts, colons, dashes, €tc. Each
can be given a special

der both their occurrence and their du-

ater than 30 ms) is the most sig-

gre
n the current rate

based partially o

e in a long sentence, but a few where it is
hould be to avoid placing pauses anywhere
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Therefore, by simply following punctuation in many writing styles, the TTS System will poy
go far wrong.
. Consider the opening passage from Edgar Allan Poe’s classic story The Cg

sk
Amontillado (1846) arranged sentence-by-sentence: o

1. The thousand injuries of Fortunato I had borne as I best could, but when he
ventured upon insult, I vowed revenge.

2. You, who so well know the nature of my soul, will not suppose, however,
that I gave utterance to a threat.

3. At length I would be avenged; this was a point definitively settled—but the
very definitiveness with which it was resolved precluded the idea of risk.

If we place prosodic pauses at all and only the punctuation sites, the result is accept-
able to most listeners, and no definite mistakes occur. Some stretches seem a bit too long,
however. Perhaps the second part of sentence 3 could be broken up as follows:

but the very definitiveness with which it was resolved PAUSE precluded the idea
of risk.

While commas are particularly useful in signaling pause breaks, as seen above, pauses
may be optional following comma-delimited listed words (berries, melons, and cheese),
though the special small pitch rise typical of a minor (nonpause) break is often present.

Cases where placing a boundary in certain locations critically affects interpretation in-
clude tag questions and verb particle constructions (where the verb must not be separated
from its particle), such as:

Why did you hit Joe?
Why did you hit PAUSE Joe?

He distractedly threw out the trash.
(NOT ... threw PAUSE out ...)

He distractedly gazed PAUSE out the window.

(NOT ... out PAUSE the ...)

Supplying junctures at the optimal points sometimes requires deep semantic an:lsy:cl;
provided by the module described in Chapter 14. The need for independent metho v
pause insertion has motivated some researchers to assume that no independent e
natural language analysis is available. The CART discussed in Chapter 4 can b usesnuc_
pause assignment [36]. You can use POS categories of words, punctuation, and a.few

tural measures, such as overall length of a phrase, and length relative to neighbonné predi"'
to construct the classification tree. The decision-tree-based system can have °°“ECS,£ algo
tion of 81% for pauses over test sentences with only 4% false prediction rates- B
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fithm proceeds successively left to right throy
can be used:
s Isthis a sentence bomzda;j\- (marked by Pinctuation) s

o Isthe left word a content word and the right word 4 Junction o rdl?

* What is the function word Lpe of word to the right? ( Certain funciion words
are more likely to signal q break)

gh each pair of Wwords, the foHowing questions

Is either adjacent word aproper name ( capitalized)?

* How many content \wordy have occurreq since the previoys Junction worg
(if> 4 or5 words, q break is more likely)

* Isthere a comma at this location?
o What is the current location in the sentence?
o What is the length of curreny Pproposed major phrase?

These questions summarize the relevant knowledge, which could be formulated in expert-
System rules, and augmented by high-quality syntactic knowledge if available, or trained
statistically from tagged corpora.

154.2, Prosodic Phrases

An end-of-sentence period may trigger an extreme lowering of pitc.h, a comma-terminated
Prosodic phrage may exhibit a small continuation rise at its en-d, signaling more to con?el,
éic. Rules based on these kinds of simple observations are typically found in commercLa
S systems. Certain pitch-range effects over the entire cla.use or u_tte.rancel can fxsls[o :
ssed on Punctuation—for example, the range in a paremhetnc?l restrictive ¢ al;]se' lh[e)x,]id
cally narrower than that of surrounding material, while exclamations may have a heig
fange, or at least higher accent targets throughout. . iy by charactecisiic
. Prosodic Junctures that are clearly signaled by silence (and u.suz g’ [ \z,een oy
Pitch Movement ag well), also called intonational phrases, are require 'enaled byifence
i Usually a¢ bunctuation boundaries. Prosodic junctures that arelnof_;l[gphmses' e
! tather by characteristic pitch movement only, also called plzon?! ogce domarcating faits
2HGer 1o place With certainty and to evaluate. In fast sp eeCh-' b i:[l ckberries.” may dis-
" the Sentence ‘We have blueberries, raspberries, goosel?erl"les‘ amf} :rlemains‘ These loca-
pear, yer d trace of the continuation rise on each ‘berries’ typ lcjao );cal phrases.
1005 woulg then still qualify as minor intonation phrases, or P:";‘;‘Zheg signaling pitch move-
- 1 analyzing Spontaneous speech, Lh: nz;lturz ::scild:;;f;:’" for practical TTS systems is
“ eaker. A further information in a
- user P’eferredogtsep::::icnr gto bSlFi)nd people who depend on gnsafc;fﬁﬁf:sshoum disappear.
“Mputer uSually prefer g fast rate, at which most sentencc-;:d pitch movement, it helps to
0 discuss linguistically significant juncture typ e;reak Indices) [4, 55] is a proposed
®asimppe Standard vocaby lary. ToBI (for Tones and

| ——
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standard for transcribing symbolic intonation of American English utterances, though it can
be adapted to other languages as well. The Tones part of ToBl is considered in greater detaj]
in Section 15.4.4.

The Break Indices part of ToBI specifies an inventory of numbers expressing the
strength of a prosodic juncture, The Break Indices are marked for any utterance on their own
discrete break index tier (or layer of information}, with the B] notations aligned in time with
a representation of the speech phonetics and pitch track. On the break index tier, the pro-
sodic association of words in an utterance is shown by labeling the end of each word for the
subjective strength of its association with the next word, on a scale from 0 (sirongest per-
ceived conjoining) to 4 (most disjoint), defined as follows:

e 0 for cases of clear phonetic marks of clitic' groups (phrases with appended
reduced function words), e.g., the medial affricate in contractions of did you

ora flap as in got it.
¢ 1 most phrase-medial word boundaries.

e 2 a strong disjuncture marked by a pause or virtual pause, but with no tonal
marks, i.e., a well-formed tune continues across the juncture. OR, a disjunc-
ture that is weaker than expected at what is tonally a clear intermediate or full
intonation phrase boundary.

¢ 3 intermediate intonation phrase boundary, i.e., marked by a single phrase
tone affecting the region from the last pitch accent to the boundary.

¢ 4 full intonation phrase boundary, i.e., marked by a final boundary tone after
the last phrase tone.

For example, a typical fluent utterance of the following sentence: Did you want an ex-
ample? might have a 0 between Did and you, indicating palatalization of the /d j/ sequence
across the boundary between these words. Similarly, the break index value between wan!
and an might again be 0, indicating deletion of /¢/ and subsequent flapping of /n/. The re-
maining break index values would probably be ] between you and want and between an and
example, indicating the presence of a mere word boundary, and 4 at the end of the utterance,
indicating the end of a well-formed intonation phrase. The annotation is thus:

Did-0 you-1 want-0 an-1 example-4?

Without reference to any other knowledge, therefore, a system would place a | after
every word, except where utterance-final punctuation motivates placement of 4. Perhaps
comma boundaries would be marked by 4. Need any more be done? A BI of 0 correlates
with any special phone substitution or modification rules for reduction in clitic groups that 2
'ITS.system may attempt. By marking the location of clitic (close association) phonetic 1&-
duction, such a BI can serve as a trigger for special duration rules that shorten the segments
O'f _the _cliticized word. Whatever syntactic/semantic processing was done to propose the cli-
ticization can serve to trigger assignment of 1. The 2 mark is generally more useful for

'
Pronounced as part of another word, as in ve in ['ve.

Amazon/VB Assets
Exhibit 1012
Page 776



Symbolic Prosody
751

analysis than for speech generation. You may observe tha in the literature on inton ti 3
ation. a

preak is sometimes referred to as an intermediare phrase break. or a minor h break
. o ak H 1 EY . " . - / ras(, r
while a 4 break is sometimes called an intonational phrase break or 3 major /rhlr 25 brem:EI '
* ase ak.

15.4.3. Accent

We should briefly clarify use of terms such as stress and accent. Stress generally refers to an
idealized location in an English word that is a potential site for phonetic prominence effects
such as extruded pitch and/or lengthened duration. This information comes from our stan:
dard lexicon. Thus, the second syllable of the word ¢im-ploy-er is said 10 have the abstract
property of lexical stress. In an actual utterance, if the word as a whole is sufficiently impor-
tant, phonetic highlighting effects are likely to fall on the lexically stressed syllable:

Acme Industries is the biggest employer in the area.

Accent is the signaling of semantic salience by phonetic means. In American English,
accent is typically realized via extruded pitch (higher or lower than the general trend) and
possibly extended phone duration. Although lexical stress as noted in dictionaries is strictly
an abstract property, these accent-signaling phonetic effects are usually strongest on the
lexically stressed syllable of the word that is singled out for accentuation (e.g., employer).

In the sentence above, the word employer is not specially focused or contrasted. but it
is an important word in the utterance, so its lexically stressed syllable typically receives a
prosodic accent (via pitch/duration phonetic mechanisms), along with the other syllablesl in
boldface. In cases of special emphasis or contrast, the lexically specified preferred location
of stress in a word may be overridden in utterance accent placement:

1didn’t say employer, I said employee.
with the secondary stress

It is also possible to override the primary stress of a word
d ; Id say Massachuselts, we

where a neighboring word is accented. While normally we wou
might say Massachusetts legislature [S1]. .

Let’s consider what n&;ighl make a word accentable in co'mext. A basnclrj.nlj l')ase;:l[ ::;
the use of POS category is to decide accentuation by accenting al_l and only ‘;11:. szcm
words. Such rule is used in the baseline FO generation system of .Sec.non ld5.6.i. unz cC e
Wwords are major open-class categories such as noun. verb: adjective. ahzef:“;dio” e
strong closed-class words such as negatives and some quant!ﬁers: Thus,t t e u.p e kind'
Made up of closed-class categories such as prepositions, CO“JU“?'_‘onsile Cuy el dgnment
?f Stop list for accentuation, analogous to the stop lists used tradluon;l y r;r;n s[;‘on o
Indexing schemes for information retrieval. This works adequately for many SHotS,

accentuation ap-
Sentences, such as “The cat sat on the mat”, where the ¥ ords Zele;:;::niogr dialog context,
Pear in boldface. For more complex sentences, appearing in €o¢

Such an algorithm will imes fail ] .

sometimes fail. . iy v« consider a stightly

How often does the POS class-based stop-list approach fal:zeLE;;cz‘;?erllBM Spoken
More elaborate variant on the theme. A model was created using
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English Corpus (SEC) [3). This includes a variety of text types, including news, academic
lectures, commentary, and magazine articles. Each word in the corpus has a POS tag auto-
matically assigned by an independent process. The model predicts the probability of » word
of POS having accent status. The probability is computed based on POS class of a sequence
of words in the history in the similar way as n-gram models discussed in Chapter 11. This
simple model performed at or above 90% correct predictions for all text types. As for stress
predictions that were incorrect, we should note that in many cases accents are optional—it is
more a game of avoiding plain wrong predictions than it is of finding optimal ones. Clearly,
however, there are situations that call for greater power than a simple POS-based model can
provide. Even different readings of the exact same text can result in different accents [46].

Consider a simple case where a word or its base form is repeated within a short para-
graph. Such words may have the necessary POS to trigger accentuation, but, since they have
already been mentioned (perhaps with varying morphological inflection), it can sound
strange to highlight them again with accentuation. They are given or ol/d information the
second time around and may be deaccented. For example, the second occurrence of the noun
‘switch’ below is best not accented:

At the corner of the keyboard are two switches.
The top switch is user-defined.

To achieve this, the TTS system can keep a queue of most recently used words or
normalized base forms (if morphological capability is present), and block accentuation when
the next word has been used recently. The queue should be reset periodically, perhaps at
paragraph boundaries [54].

Of course, the surface form of words, even if reduced to a base form or lemma by
morphology, won’t always capture the deeper semantic relations that govern accentuation.
Consider the following fragment extracted from Roger Rosenblatt’s essay:

Kids today are being neglected by the older generation. Adults spend hours
every day on the StairMaster, trying to become the youth they should be attend-
ing to.

A simple content-word-based accentuation algorithm accents the word youth, because

it is a noun. In context, however, it is not optimal to accent youth, because it is co-referent
with the subject of the fragment, which is kids today. Thus it is, by some metrics, old of
given information, and it had better remain unaccented. The surrounding verbs b“_ome’
should, and attending may get extra prominence. The degree to which coreference relano:liv
from surface identity to deep anaphora, can be exploited depends on the power of the
analysis supporting the TTS function.

Other confusions can arise in word accentuation due to English complex 1
where lack of, or location of, an accent may be a lexical (static) rather than 2 syn
dynamic property. Consider:

ominals,
tactic of

Linvited her to my birthday party, but she said she can’t attend any parties until
her grades improve.
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One possible‘ accent stmct_ure is indicated in polq
s a complex nominal, “_nth lexical stress on birthday.
ress at all, nor should its later stand-alone form parti
jonal: it is @ full content word, yet somehow it also fe
deaccentuation is possible. Some of the complex nom
fixed and can be entered into the lexicon as such, Other

hrases, which may be detected by local syntactic an i ; .
:lr]ihpas oning VaT0n ik 5z, ahieh couldybe e :0:1?:;?: z:)r;a:‘);ls. Ambiguous cases
may have to be resolved by user markup or text understanding pl.ocesselst'-cuve.noun phrases,

. Dwight Bolingclf opined t.hat Acce.nt is predictable—if you’re q r;tind reader (6], as-

serting that accentuation algorithms will never achieve perfect performance, because a
writer’s exact intentions cannot be inferred from text alone, and underssandiné is needed
However, work in [20] (similar to [3) but incorporating more sophisticated mechanics for
name identification and memory of recent accented items), showed that reasonably straight-
forward procedures, if applied separately and combined intelligently, can yield adequate
results on the accentuation task. This research has also determined that improvement occurs
when the system learns that not all ‘closed-class’ categories are equally likely to be deac-
cented. For example, closed accented items include the negative article, negative modals,
negative do, most nominal pronouns, most nominative and all reflexive pronouns, pre- and
postqualifiers (e.g., quite), prequantifiers (e.g., all), postdeterminers (e.g., next), nominal
adverbials (e.g., here), interjections, particles, most wh-words, plus some prepositions (e.g.,
despite, unlike). .

One area of current and future development is the introduction of discourse ?naly§ls to
synthesis of dialog. Discourse analysis algorithms attempt to delimit the timc‘wuhm which a
given word/concept can be considered newly introduced, given, old, or reintroduced, and
combined with analysis of segments within discourse and their bounda'ry cues (tum-taJ:u;f:
digressions, interruptions, summarization, etc.) can supplement algorithms for ?Cc}::man-
signment. This kind of work improves the naturalness of. c.ompuler responses in piin
com ; :on in TTS renditions of pure text, when dialog

puter dialog, as well as the accentuation 1n

Mustbe performed (e.g., in reading a novel out IOl.ld) L tions, based on intimate knowl-
As noted above, user- or application-supphed annotations, the quality by off-

edge of the purpose and content of the speech event, can greatlg’lgr/ﬂ::;c;escribed in Section
loading the task of automatic accent prediction. The /EMPHA

cent, is ideally
S‘.7, with several levels of strength including reduced accent and no ac
Suted for this purpose.

face. Here birthday party functions
The word party should not receive
es. Accentuation of improve is op-
gls predictable from the context, so
inals, like birthday party, are fillly
s form small families of Binary or n-

544, Tone Is or movements of FO on
-4 or

s can be understood as labels for perceptally Sallenhtrzz.ebi)undary syllables can ex-

ables. Pitch Jevels and movements on accented and. P istics, the nawre of the speech

"ita bewildering diversity, based on the speaker's A ling purposes, it is useful t©

"1, and the utterance itsé]f, as discussed above: For moce

Amazon/VB Assets
Exhibit 1012
Page 779



754 i

PTOSody
]nl 2nd 3rv.| 4Ih
& ——/u """"""""""""
—
t

Figure 15.4 The four Chinese tones.

have an inventory of basic, abstract pitch types that could in principle serve as the base ip.
ventory for expression of linguistically significant contrasts. Chinese, a lexical tone lan-
guage, is said to have an inventory of 4 lexical tones (5 if neutral tone is included), as shown
in Figure 15.4. Different speakers can realize these tones differently according to their
physiology, mood, utterance content, and the speech occasion. But the variance in the tones’
shapes, and contrasts with one another, remain fairly predictable, within broad limits.

By analogy, linguists have proposed a relatively small set of tonal primitives for Eng-
lish, which can be used, in isolation or in combination, to specify the gross phonological
tvpology of linguistically relevant contrasts found in theories of English intonational mean-
ing [17, 28, 39]. A basic set of tonal contrasts has been codified for American English &5
part of the Tones and Break Indices (ToBI) system [4, 55]. These categories can be used for
annotation of prosodic training data for machine learning, and also for interal modular cor-
trol of FO generation in a TTS system. The set specifies 2 abstract levels, H(igh) and 'j(‘?‘”)'
indicating a relatively higher or lower point in a speaker’s range. The H/L primitive distinc
tions form the foundations for 2 types of entities: pitch accents, which signal prominence gr
culmination; and boundary tones, which signal unit completion, or delimitation. The boun k
ary tones are further divided into phrase types and full boundary types, which would m&f
the ends of intonational phrases or whole utterances. . Section

While useful as a link to syntax/semantics, the term accent as defined m] e
15.4.3 is a bit too abstract, even for symbolic prosody. What is required is a way ot amu]d
linguistically significant types of pitch contrast on accented syllables. Such 2 sysle{g s sit
serie as the basis for a theory of intonational meaning. The ToBI Sta“daltd S‘pefls direct
types of pitch accents (see Table 15.1) in American English, where the * ‘“d'cz; ; ), and
alignment with an accented syllable, two intermediate phrasal tones (see Table 1>
five boundary tones (4] (see Table 15.3). . oitch

In American English one sometimes hears a string of strictly descending P!
Jevels across a short phrase. When judiciously applied, this downstep effect can
artly patural, as in the following sentence:

accent
pleaS'

“I saw a big-H*

fat-1H*
pig-1H* (L-L%)"”
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A basic rule used in the baseline Fo ;

. . - / generation system o . e
having all the pitch accents realized as H* associated with the IZxSizzﬁo" l15.6.2 consists in
accented wgrd.s. In‘ge?neral, ToE?I Tepresentations of intonation should ﬁ stressed sylla.ble' of
only what is linguistically significant. So, words lacking accent shoulz ;Ttrse’ sPecl’?mg

2 receive ToBI

crude sense that if you dip very low in your range on a gi ?lgmficant also,. iy
prominent by listeners. L*+H and L+H* are boﬁm Fo :.s,g;sv ir:] Yt?eric:er:tae)é Zelfet? e“t,fd in
the case of L*+H, the association of the starred tone (L*) with the accentedys all %1 .
push the realization of H off to the following syllable. !H* can be used for succ»a:siifsle lmay
ered high accents, such as might be found on big red car, or tall, dark, and handsailneo ‘::
ToBI labeled utterance is shown in Figure 15.5. ' ‘

A typical boundary tone is the fina/ lowering, the marked tendency for the final sylla-
ble in all kinds of noninterrogative utterances to be realized on a pitch level close to the ab-
solute bottom of a speaker’s range. The final low (L-L%) may ‘pull down’ the height of
some few accents to its left as well [41]. .

Table 15.1 ToBI pitch accent tones.
ToBI tone | Description Graph

H* peak accent—a tone target on an accented syllable which is
in the upper part of the speaker's pitch range. /\

L* low accent—a tone target on an accented syllable which is
in the lowest part of the speaker's pitch range \_/

L*+H scooped accent—a low tone target on an accented syl!able ]
which is immediately followed by a relatively sharpriseto |

a peak in the upper part of the speaker’s pitch range.
L*+1H scooped downstep accent—a low tone target on an ac-
cented syllable which is immediately followed by a rela-
tively flat rise to a downstep peak.

LHx rising peak accent—a high peak tar,
syllable which is immediately prece
sharp rise from a valley in the lowest p
- pitch range.

H? downstep high tone—acl
syllable from a high pitch wh
for by an H phrasal tone endin
a preceding H pitch accent in t

get on an accented
ded by a relatively
art of the speaker’s

ear step down onto an accented
which itself cannot be accounted
g the preceding phrase or by
he same phrase.
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Table 15.2 ToBI intermediate phrasal tones.

ToBI tone | Description ——

L- Phrase accent, which occurs at an interediate phrase boundary (leve] 3
and above).

H- Phrase accent, which occurs at an intermediate phrase boundary (leve] 3
and above).

Ultimately, abstract linguistic categories should correlate with, or provide labels for
expressing, contrasts in meaning. While the ToBI pitch accent inventory is useful for gener-
ating a variety of English-like FO effects, the distinction between perceptual contrast, func-
tional contrast, and semantic contrast is particularly unclear in the case of prosody [41]. For
example, whether or not the L*, an alternative method of signaling accentual prominence,
functions in full linguistic contrast to H* is unclear.

In addition, we have mentioned that junctures are typically marked with perceptible
pitch movements that are independent of accent. The ToBIl specification also allows for
combinations of the H and L primitives that signal phrase, clause, and utterance boundaries.
These are called phrasal tones. The ToBI specification further points out that since intona-
tion phrases are composed of one or more intermediate phrases plus a boundary tone, full
intonation phrase boundaries have two final tones.

The symbolic ToBI transcription alone is not sufficient to generate a full FO contour.
The remaining components are discussed in Section 15.6.

Table 15.3 ToBI boundary tones.

ToBI tone | Description

L-L% For a full intonation phrase with an L phrase accent ending its final inten'nedl-
ate phrase and an L% boundary tone falling to a point low in the.speaker s
range, as in the standard ‘declarative’ contour of American English.

L-H% For a full intonation phrase with an L phrase accent closing the la.st i‘mermedi-
ate phrase, followed by an H boundary tone, as in ‘continuation nse.

H-H% For an intonation phrase with a final intermediate phrase ending in an H phrase
accent and a subsequent H boundary tone. as in the canonical ‘yes-no
question’ contour. Note that the H- phrase accent causes ‘upstep’ on the fol-
lowing boundary tone, so that the H% after H- rises to a very high value.

H- L% For an intonation phrase in which the H phrase accent of the final intermediate
phrase upsteps the L% to a value in the middle of the speaker's 1ange,

producing a final level plateau. =]
%H High initial boundary tones; marks a phrase that begins relatively high Ll-[il‘;: .
speaker's pitch range when not explained by an initial H* or preceding 727
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Figure 15.5 “Marianna made the marmalade”, with an H#* accen_t on Marianna a:d margfxal-
lade, and a final L-L% marking the characteristic sentence-final pitch drop. Note ; c use
for the weak inter-word breaks, and 4 for the sentence-final break (after Beckman [4]).

1545. Tune

Nyaah nuh nyaah you @
can't me!
nyaah nyaah, —Children’s chant

i i emotionally interpret-
Some pitch contours appear to be immediately recognizable and

3 . ; ove 40]' Can
b, independent of lexical content, such as the ]_E"gmh du]dri:,lese;’;amni;:g amee. be ap-
iS idea of stylized tunes, perhaps decomposable into the m’:ejse of the ToBI pitch accent
Plied to the intonation of ordinary speech? In fact, the itea dic contour descriptions,
lbels above would be as primitive elements in holistic Fgg?onary of meaningful con-
alogous to the role of phonemes in words. Ultimately, ? ¢ variable phonetic realization,
'S, described abstractly by ToBI tone symbols t© allow ?C an English. Ideally, the mean-
¥ould constityge 5 theory of intonational mea . lly from the meanings o thek
such contours could perhaps be derive s s with the dictionary
uent pitch accent and boundary tones, thus_ allowntogu .
Ogether. Contour stylization approaches describe cort

ning for Ame

ompositionalty -
d comp to dispense

holistically and index them for
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application on the basis of utterance type, usually based on a naive syntactic typology, e.g.,

question, declarative, etc.
The holistic representation of contours can perhaps be defended, but the categorizing

of types via syntactic description (usually triggered by punctuation) is questionable. Typi-
cally, use of punctuation as a rule trigger for pitch effects is making certain hidden assump-
tions about the relation between punctuation and syntax, and in turn between syntax and
prosody. An obvious example is question intonation. If you find a question mark at the end
of a sentence, are you justified in applying a final high rise (which might be denoted as H-
H% in ToBI)? First, the intonation of yes-no questions in general differs from that of wh-
questions. Wh-questions usually lack the extreme final upturn of FQ heard in some yes-no

questions:

i. Are you going?

ii. Where are you going?

However, there are cases where an extreme final upturn is acceptable on ii. As [8] puts
it, “It has been emphasized repeatedly ... that no intonation is an infallible clue to any sen-
tence type: any intonation that can occur with a statement, a command, or an exclamation
can also occur with a question.”

Admittedly, there is a rough correspondence between syntactic types and speech acts,’
as shown in Table 15.4. Nevertheless, the correspondence between syntactic types and acts
is not deterministic, and prosody in spontaneous speech is definitely mediated via speech
acts (the pragmatic context and use of an utterance) rather than syntactic types. Thus, it is
difficult to obtain high-quality simulation of spontaneous speech based on linguistic descrip-
tions that do not include speech acts and pragmatics. Likewise, even simulation of prose
reading without due consideration of pragmatics and speech acts, and based solely on syn-
tactic types, is difficult because prose that is read may:

e Include acted dialog

e Have limited occurrence of most types other than declarative, lessening vari-
ety in practice

¢ Include long or complex sentences, blunting ‘stereotypical’ effects based on
utterance type

e Lack text cues as to syntactic type, or analysis grammar may be incomplete

Table 15.4 Relationship between syntactic types and speech acts.

Type Speech Act Example
interrogative Questioning Is it good?
declarative Stating It’s good.
imperative Commanding Be good!
exclamatory Exclaiming How good itis! |

2 .
For a more in-depth coverage of speech acts, consult Chapter 17.
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Thus, description of an entire speech event, rather than inferences ah
i again the ultimate guarantor of quality. This is why the future of autom :tlilt text content,
vilh concept-to-speech systems (see Chapter 17) incorporating explicit pra € prosody lies
pantic context specification to guide message rendition, pragmatic and se-
For commercial TTS systems that must infer structure from r
darecteristic fragmentary pitch patterns that can be taken as tune
segments of utterances. These include:

aw text, there are a few
§ and applied to special

o Phone numbers—downstepping with pauses
o List intonation—downstepping with pauses (melons, pears, and eggplants)

e Tag and quotative tag intonation—Ilow rise on tag (Never! he blurted. Come
here, Jonathan.)

1546. Prosodic Transcription Systems

ToBl, introduced above, can be used as a notation for transcription of prosodic training data
md as a high-level specification for the symbolic phase of prosodic generation. Alternatives
10 ToBI also exist for these purposes, and some of them are amenable to automated Rrosody
imotation of corpora. Some examples of this type of system are discussed in this section.
PROSPA was developed specially to meet the needs of discourse and conversation
analysis, and it has also influenced the Prosody Group in the European ESPI.{IT.2589 SAM
(MUItilingual Speech Input/Output Assessment, Methodology and Standardization) QPOJeCl
B0). The system has annotations for general or global trends over long spans shown in ?a-
ble 15.5, short, accent-lending pitch movements on particular vowels are transcribed in Ta-

il, is indicated in
O 156, and the pitch shape after the last accent in a () sequence, of tail, is ndic

Table 15,7,
ans.
Table 15.5 Annotations for general or global trends over long sp
O extent of a sequence of CW
F | globally falling intonation
R globally rising inzon:nion‘_______,____—-—’—‘—4
H level intonation on high tone level
M| level intonation on middie tonelevel _____————
_L\_ level intonation on low tone levef e
H/E falling intonation on a globally high ton
I ned syllables
sequence of weakly accented of unaccet
\“w
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Table 15.6 Annotations for accent-lending pitch movements on particular vowels.

+ Upward pitch movement

E Downward pitch movement

= level pitch accent

Table 15.7 Annotations for pitch shape after the last accent in a () sequence, or fail.

falling tails
/ rising tails
- level tails
r combinations of tails (rising-falling here)

INTSINT is a coding system of intonation described in [22]. It provides a formal en-
coding of the symbolic or phonologically significant events on a pitch curve. Each such tar-
get point of the stylized curve is coded by a symbol, either as an absolute tone, scaled
globally with respect to the speakers pitch range, or as a relative tone, defined locally in
conjunction with the neighboring target points. Absolute tones in INTSINT are defined ac-
cording to the speaker’s pitch range as shown in Table 15.8. Relative tones are notated in
INTSINT with respect to the height of the preceding and following target points, as shown
in Table 15.9.

Table 15.8 The definition of absolute tones in INTSINT.

T top of the speaker’s pitch range

<4

initial, mid value
B bottom of the speaker’s pitch range

Table 15.9 The definition of relative tones in INTSINT.

H target higher than both immediate neighbours
L target lower than both immediate neighbours
S target not different from preceding target

U target in a rising sequence

D target in a falling sequence

In a transcription, numerical values can be retained for all FO target points. TILT [60]
is one of the most interesting models of prosodic annotation. It can represent a curve in both
its qualitative (ToBI-like) and quantitative (parametrized) aspects. Generally any ‘interest-
ing’ movement (potential pitch accent or boundary tone) in a syllable can be described in
terms of TILT events, and this allows annotation to be done quickly by humans or machines
without specific attention to linguistic/functional considerations, which are paramount for
ToBI labeling. The linguistic/functional correlations of TILT events can be linked by subse-
quent analysis of the pragmatic, semantic, and syntactic properties of utterances.
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The automatic parametrization of pitch event on a syllable js ;
o starting FO value (Hz) 1 terms of:
o duration

o amplitude of rise (4, in Hz)

o amplitude of fall (4, in Hz)

o starting point, time aligned with the signal and with the vowel onset

The tone shape, mathematically represented b

y its tilt, i .
from the FO curve by the following formula: 15 @ value computed directly

. |Ari.re|_|Afall

tilt =
|+ (15.1)

4 fall

|y

A likely syllable for tilt analysis in the contour can be automatically detected based on
high energy and relatively extreme FO values or movements. Human annotators can select
syllables for attention and label their qualities according to Table 15.10.

Table 15.10 Label scheme for syllables.

sil Silence

c Connection

a. Major pitch accent

fb Falling boundary

b Rising boundary

afb Accent+falling boundary

arb Accent+rising boundary

m Minor accent

mfb Minor accent+falling boundary
mrb Minor accent+rising boundary

1 Level accent
Irb Level accent+ising boundary
Ifb Level accent+falling boundary

53, DURATION ASSIGNMENT

B i _order semantic fac-

ol::h d duration are not entirely independent, and many of the :115;22 t<s). The télatc e

egy determine pitch contours may also influence L in which only initial
" duration ang pitch events is a complex and subtle arez,
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ne [63]. Nonetheless, most systems often treat duration and pitch

independently because of practical considerations [61]. . N . .
Numerous factors, including semantics and pragmatic conditions, might ultimately in-

fluence phoneme durations. Some factors that are typically neglected include:

exploration has been do

e The issue of speech rate relative to speaker intent, mood, and emotion.

e The use of duration and rhythm to possibly signal document structure above
the level of phrase or sentence (€.8., paragraph).

e The lack of a consistent and coherent practical definition of the phone such
that boundaries can be clearly located for measurement.

15.5.1. Rule-Based Methods

Klatt [1] identified a number of first-order perceptually significant effects that have largely
been verified by subsequent research. These effects are summarized in Table 15.11.

Table 15.11, Perceptually significant effects for duration. After Klatt [1].

Lengthening of the final vowel and following consonants in prepausal
syllables.
Shortening of all syllabic segments’ in nonprepausal position.

Shortening of syllabic segments if not in a word final syllable.

Consonants in non-word-initial position are shortened.

Unstressed and secondary stressed phones are shortened.

Emphasized vowels are lengthened.

Vowels may be shortened or lengthened according to phonetic features
of their context.

Consonants may be shortened in clusters.

The rule-based duration-modeling mechanism involves table lookup of minimum and
inherent durations for every phone type. The minimum duration is rate dependent, s0 all
phones could be globally scaled in their minimum durations for faster or slower rates. The
inherent duration is the raw material for the rules above: it may be stretched or contracted by
a prespecified percentage attached to each rule type above applied in sequence, then it is
finally added back onto the minimum duration to yield a millisecond time for a given phone.
The duration of a phone is expressed as

d=d,, +r(d-d,) (15.2)

) : .
Syllabic segments include vowels and syllabic consonants.
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here ., is the minimum duration of the phoneme, 7 is he aver, i
qeme, and the correction r is given by age duration of the pho-

N
r= r
I,;[ ' (153)

for the case of N rules being applied where each rule has 2 correction r . At the v d

le may apply that lengthens vowels when they are preceded by voicel'éss plosiv:sr{/e? / /a
Ik). This is also the basis for the additive-multiplicative duration model [49] that hasp b i
widely used in the field. een

15.5.2. CART-Based Durations

A number of generic machine-learning methods have been applied to the duration assign-
ment problem, including CART and linear regression [43, 62]. The voice datasets generally
eely on less than the full set of possible joint duration predictors implied in the rule list of
Table 15.11. It has been shown that a model restricted to the following features and contexts
can compare favorably, in listeners’ perceptions, with durations from natural speech [43]:

o Phone identity
* Primary lexical stress (binary feature)
* Left phone context (1 phone)

* Right phone context (1 phone)

vocalic consonant lengthening (rule 1 in Table
on of phone context to immedii}te left
del, congruent with the voice.mghone
[23]. In perceptual testing this simple

In addition, a single rule of vowel and post-
15.11) is applied in prepausal syllables. The restricti
a“:dl‘ight neighbors results in a triphone duration mo
Model underlying the basic synthesis in the system 1
ttiphone durai,iong model yield);d judgments nearly identical to those elicited b;/.euctltsrr:ﬂ:;st
Vith phone durations from natural speech [43]. From this result, you may (;:omja e
>ven the simplified list of first-order factors above may e excesswde ,bana single-phrase
handfu] of factors implicit in the triphones themselves, SUPPI":Imn.te d)[, collection and
final-syltaple coda lengthening rule, is required. This would simplify data

nalysis for System construction.

156.  Prrcu GENERATION |
¢ pitch contours. Pitch, or FO, is
s. As discussed in Section 15.8,
, ch-generation compo-

Xzb""w describe the issues involved in generating S ym}:;:)ln
g abl),' the most characteristic of all the prosody dlmenality of its pit
nemqllallty of a prosody module is dominated by the quatt
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Since generating pitch contours is an incredibly complicated problem, pitch generation
is often divided into two levels, with the first level computing the so-called symbolic pros-
ody described in Section 15.4 and the second level generating pitch contours from this sym-
bolic prosody. This division is somewhat arbitrary since, as we shall see below, a number of
important prosodic phenomena do not fall cleanly on one side or the other but seem to in-
volve aspects of both. Often it is useful to add several other attributes of the pitch contour
prior to its generation, which are discussed in Section 15.6.1.

15.6.1. Attributes of Pitch Contours

A pitch contour is characterized not only by its symbolic prosody but also by several other
attributes such as pitch range, gradient prominence, declination, and microprosody. Some of
these attributes often cross into the realm of symbolic prosody. These attributes are also
known in the field as phonetic prosody (termed as an analogy to phonology and phonemics).

15.6.1.1. Pitch Range

Pitch range refers to the high and low limits within which all the accent and boundary tones
must be realized: a floor and ceiling, so to speak, which are typically specified in Hz. This
may be considered in terms of stable, speaker-specific limits as well as in terms of an utter-
ance or passage. For a TTS system, each voice typically has a characteristic pitch range rep-
resenting some average of the pitch extremes over test utterances. This speaker-specific
range can be set as an initial default for the voice or character. These limits may be changed
by an application.

Another sense of pitch range is the actual exploitation of zones within the hard limits
at any point in time for linguistic purposes, having to do with expression of the content or
feeling of the message. Pitch-range variation that is correlated with emotion or other aspects
of the speech event is sometimes called paralinguistic. This linguistic and paralinguistic use
of pitch range includes aspects of both symbolic and phonetic prosody. Since it is quantita-
tive, it certainly is a phonetic property of an utterance’s FO contour. Furthermore, it seems
that most linguistic contrasts involving pitch accents, boundary tones, etc. can be realized In
any pitch range. These settings can be estimated from natural speech (for research purposes)
by calculating FO mean and variance over an utterance or set of utterances, or by si_mpl)'
adopting the minimum and maximum measurements (perhaps the 5th and 95th percennle to
minimize the effect of pitch tracker errors). . d

But, although pitch range is a phonetic property, it can be systematically manipulate
to express states of mind and feeling in ways that other strictly phonetic properties. 5‘_‘°h A
characteristic formant values, rarely are. Pitch range interacts with all the prosodic atmbt}tes
you have examined above, and certain pitch-range settings may be characteristic of Parf‘cu:
lar styles or utterance events. For example, it is noted [8] that: “we cannot speak of an inio
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wtion of exclamation ... Exclamation draws impartially

atems. What characterizes the class is not shape by
mmne——nsually higher but sometimes lower” In this
considered an arbitrary or physiological attribute—it is
citive purposes.

In Pf°59di° Fenedn th diStiIEEUiShiﬂg emptive and iconic use of pitch (analogous to ges-
wre) from strictly linguistic (logical, syntactic, and semantic expression, with arbitrary rela-
lion between signifier and signified) prosodic phenomena has been difficult, Pitcllzrange
variation seems to straddle emotional, linguistic, and phonetic expression.

A linguistic pitch range may be narmrowed or widened, and the zone of current pitch
variation may be placed anywhere within a speaker’s wider, physically determined range.
So, for example, a male speaker might adopt a falsetto speaking style for some purpose,
with his pitch range actually narrowed, but with all pitch variation realized in a high portion
of his overall range, close to his physical limits.

Pitch range is a gradient property, without categorical bounds. It seems to trade off
with other model components: accent, relative prominence, downstep, and declination. For
example, if our model of prosody incorporates, say, an accent-strength component, but if we
also recognize that pitch range can be manipulated for linguistic purposes, we may have \
difficuity determining, in analysis, whether a given accent is at partial strength in a wide ~N
range or at full strength in a reset, narrower range. This analytic uncertainty may be re-
flected in the quality of models based on the analysis. o

A practical TTS system has to stay within, and make some attempt to maximize Lh;
exploitation of, the current system default or user-specified range. Thus, for dgef"e‘;a]m?e
purposes, the simplest approach is to use about 90% of the user-set or system ¢ ‘;' ail:utatio fs
for general prose reading, most of the time, and use the reser.ved 10% in sgec}lsa SSes )
such as the paragraph initial resets, exclamations, and emphasized words and p .

upon the fuil repertory of up-down
range: exclamations regch for the
Sense, then, pitch range cannot be
directly manipulated for communi-

I56.1.2.  Gradient Prominence

n accent position with respect to

i ; : ive
Gradient prominence refers to the relative strength of 28 lest approach, where every ac-

S neighbors and the current pitch-range setting. The simp
rm streng

ithi invariant range,
*nied syllable is realized as a H(igh) tone, at unifo U;'a:ég:t[; ?:?i;ht appear to be
€20 sound wnnatural, At first glance, the prominence property © Je symbolic tonal transcrip-
2 phonetic detail, in that it is quantitative, and certainly any Sing e'nche settings. However,
Yon cap pe realized in a wide variety of relative per‘accen_t Pfomlalion content of a spoken
the relative height of accents can fundamentally alter the mforn;ld hope that such Jinguistic
"S%ge by determining focus, contrast, and emphasis- Yo Wourhaps the types (H, L, etc.)
Ontent Would be determined l:;y the presence and absence;)?ef ftca Jow prominence might be
 symbolic accents themselves. But an accented sylla paranteed minimum degree of
DerCeived as unaccented in some CONLEXIS, and there 1S no ﬁove f promi-
Pominence for accent perception. Furthermore, as noted ?Tentx;itch-ran
"ence of ap accent is context-sensitive, depending on the ¢t

the realization O
ge setting.
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The key knowledge deficit here is a thf:gry of the interpretation qf prominence that
would allow designers to make sensible decisions. It appears @at relative prominence ig
related to the information status of accent-bearing word§ and is in that sense linguistic, yet
there is no theory of prominence categories that would license any abstraction. For the pre-
sent, many commercial TTS systems adopt a pseudorandom .pattem of alternating
stronger/weaker prominence, simply to avoid monotony. If a word is tagged for emphasis,
or if its information status can otherwise be inferred, its prominence can be heightened
within the local range.

In the absence of information on the relative semantic salience of accented words in
the utterance, successive prominence levels are varied in some simple alternating pattern, to
avoid monotony. Rather than limiting the system to a single peak FO value per accented syl-
lable, several points could be specified, which, when connected by interpolation and
smoothing, could give varied effects within the syllable, such as rising, falling, and scooped

accents.

15.6.1.3. Declination

Related to both pitch range and gradient prominence is the long-term downward trend of
accent heights across a typical reading-style, semantically neutral, declarative sentence. This
is called declination. Although this tendency, if overdone, can simply give the effect of a
bored or uncomprehending reader, it is a favorite prosodic effect for TTS systems, because
it is simple to implement and licenses some pitch change across a single sentence. If a sys-
tem uses a ‘top line’ as a reference for calculating the height of every accent, the slope of
that top line can simply be declined across the utterance. Otherwise, each accent's promi-
nence can be realized as a certain percentage of the height of the preceding one. Declination
can be reset at utterance boundaries, or within an utterance at the boundaries of certain lin-
guistic structures, such as the beginning of quoted speech. Intrasentence phrase and clause
types that typically narrow the pitch range, such as parentheticals and certain relative
clauses, can be modeled by suspending the declination, or adopting a new declination line
for the temporary narrowed range, then resuming the suspended longer-term trend as the
utterance progresses. Needless to say, declination is not a prominent feature of spontaneous
speech and in any case should not be overdone.

of no:;:e;!tlil::irneffect of declination shguld not be confu>:ed with the tendency in all ]1(’":;:

1 g utterances to end with a very low pitch, close to the bottom (Y

speaker’s range. In prosodic research this is called final lowering and is well-attested 5 2
Phen({mer}on that is independent of declination [29]. The ToBI notation used to specify ﬁflal
lowering is the complex boundary tone L-L%. In Figure 15.6 we show the declination fine

together with the other two 4 ; ; i ibed in
; owners of intona 5 | lowering descrl
Seetion 15,44, f tion: downstep and fina g
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(Declination line

FO (Hz)

IH*

L-L%

Time (s)

Figure 15.6 The three downers of intonation: the declination line. a down
H . , @ St TH#),
final lowering (L-L%). ep ('H*), and the

15614. Phonetic FO—Microprosody

Microprosody refers to those aspects of the pitch contour that are unambiguously phonetic
and that often involve some interaction with the speech carrier phones. These may be re-
garded as second-order effects, in the sense that rendering them well cannot compensate for
Incorrect accentuation or other mistakes at the symbolic level. Conversely, making no at-
tempt to model these but putting a great deal of care into the semantic basis for determining
dccentuation, contrast, focus, emphasis, phrasing, etc. can result in a system of reasonable
Quality. Nevertheless, all else being equal, it is advisable to make some attempt (o capture
e local phonetic properties of natural pitch contours.
If the strength of accents is controlled semantically, by having equal degrees Ly
o words of differing phonetic makeup, it has been observed that h.igh j/owels descnbecli in
Chapter 2 carrying H* accents are uniformly higher in the phonetic pitch range tlhan ow:
Yowels with the same kinds of accent. The distinction between h‘igh and low voT“T/]e Shicol:;;
les with the position of the tongue in articulation (high or low In [he I.mum)i weest viwel
_English vowels by this metric are /iv/ (as in bee) and Juw/ (as in t00). while the lo N
:f,{m, 3 in father. The predictability of FO under these °°¥‘di§i?3§ mu:ypl:s}ii:eor:oin the high
vmf/il;:l:: Placed o the. laryngeal mechani.smefb)’l ﬂ::hir;:s;mbablgy perceptually in}Ponant
it ng Opposed to the low. In any case, this effect, ason relates again to the issue of
Wral speech, s challenging for a synthesizer. The

) _ in the fab, there is
8radieny . . experimental prompt'S n 3
cunem'ypggmmence, Sisatssed shave, ApeD fro:lforpacc:ent height realization based on ut

principle ign prominenc . rener to correctly factor

[e."’"“ Content in gpen(:rma'}l'xt’g aysts;ﬁayptherefore ve difficult f?”'l l:{llgn;radient prominence
e accent height that is due to correctly (or incorecty) SERC P igh.

O height variation related to the lower-level phoneti® e
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Another phonetic effect is the level FO in the early po.nion of a vqwel that follows a
voiced obstruent such as /b/, contrasted with the typical fall in FO fol_lowmg a voiceless ob-
struent such as /p/. This phonetic conditioning effect, of both preceding and following con-
sonants, can be observed most clearly when identical underlying accent types are assigned
to the carrier vowel, and may persist as long as 50 ms or more into the vowel. The exact
contribution of the pre-vocalic consonant, the post-vocalic consonant, and the underlying
accent type are difficult to untangle, though [54] is a good survey of all research in this area
and adds new experimental results. For commercial synthesizers, this is definitely a second-
order effect and is probably more important for rule-based formant synthesizers (see Chap-
ter 16), which need to use every possible cue to enforce distinctions among consonants in
phoneme perception, than for strictly intonational synthesis. However, in order to achieve
completely natural prosody in the future, this area will have to be addressed.

Last, and perhaps least, jitter is a variation of individual cycle lengths in pitch-period
measurement, and shimmer is variation in energy values of the individual cycles. These are
distinct concepts, though somewhat correlated. Obviously, this is an influence of glottal
pulse shape and strength on the quality of vowels. Speech with jitter and shimmer over 15%
sounds pathological, but complete regularity in the glottal pulse may sound unnatural. For a
deeper understanding of how these could be controlled, see Chapter 16.

15.6.2. Baseline FO Contour Generation

We now examine a simple system that generates FO contours. Although each stage of an FO
contour algorithm ideally requires a complete natural language and semantic analysis sys-
temn, in practice a number of rules are often used. The system described here illustrates most
of the important features common to the pitch-generation systems of commercial synthesiz-
ers.

First, let’s consider a natural speech sample and describe what initial information is
flccdcd to characterize it, and how an artificial pitch contour can be synthesized based on the
input analysis. The chosen sample is the utterance “Don’t hit it to Joey!”, an exclamation,
fr.om the ToBI Labeling Guidelines sample utterance set [4]. The natural waveform, aligned
pitch contour, and abstract ToBI labels are shown in Figure 15.7. This utterance is about
1.63 seconds and it has three major ToBI pitch events:

H* high pitch accent on Don’t
L*+!H low pitch accent with following downstepped high on Joey
L-L% low utterance-final boundary tone at the very end of utterance

Amazon/VB Assets
Exhibit 1012
Page 794



P,ilch Generation
769

D: 18 : j
3000 L: 0.86838 g 2,43837 (F:

“ops, cataled dath
1

L 2 0 R Y T P |
20 an e
- 21 'sa:vywh'ﬂ"’.\ Ly
L1 7
CHIBRE e
don’t | his it | to g

g d i

lf(-‘lan/ I I
EXAMPLES/f1a . tones [T: 1.24S60  INSERT MCDE

1 0
1 : i | &
. Time(f): o.asaaasec] b: |.63000 L: O.0683 R 2.4%97 (71 O
10 1.1 o » !
d EW ' 2 T . T T v T . i
- 8 —_ presm— e — J_ i =
e ey — — -..-ﬂ:h. , = =
Ea ﬁ.‘ = _ D A I TS 55
Ll u
1 i I'L; » » e Fy
= - [ e
"
. — s - e e - B P
. 3 L LTSRS st oot Pl . oo PO e -L T TITEL e BOUTE P
1.0 1,20 l ﬁﬂ am 2 20 2 a9

ToBI marks, and pitch contour for the utterance

Figure 15.7 Time waveform, segmentation,
aker (after Beckman [4))-

“Don’t hit it to Joey!” spoken by a female spe

The input to the FO contour generator includes:

* Word segmentation.

¢ Phone labels within words.

Durations for phones, in milliseconds.
nctuation information.

Utterance type and/or pu
Relative salience of words as determined by 8f

Current pitch-range settings for voice.

ammatical/semantic analysis.
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15.6.2.1. Accent Determination

t determination ideally requires a complete natural language and semanic
analysis system (see Section 15.4.3), in practice a n.uml')er of rules are often used. The firg
rule is: Content word categories of noun, verb, adjective, and adverb are tc? .be accented,
while the function word categories (everything else, such as pronoun, preposition, conjunc-
tion, etc.) are 1o be left unaccented. Rules can be used to tune this by specifying which PO§
is accented or not and in which context. ‘

If we apply that simple metric to the natural sample of Figure 15.7, we see that it does
not account for the accentuation of ‘hit’, which, as a verb, should have been accented. In a
real system perhaps we would have accented it, and this might have resulted in the typical
overaccented quality of synthetic prosody. For this sample discussion, let’s adopt a simp}i-
fied version of a rule found in some commercial synthesizers: Monosyllabic common verbs

Although accen

are left unaccented.
What about “Don’t”? A simplistic view would state that the POS-based policy has

done the right thing, after all “Don’t” can be regarded as a verbal form. However, usually do
is considered an auxiliary verb and is not accented. For now we adopt another rule that says:
In a negative imperative exclamation, determined by presence of a second-person negative
auxiliary form and a terminal exclamation point, the negative term gets accented. The adop-
tion of these corollaries to the simple POS-based accentuation rule accounts for our accent
placement in the present example, but of course it sometimes fails, as does any rigid policy.
So our utterance would now appear (with words selected for accent in upper case) as
“DON'T hit it to JOEY!”

15.6.2.2. Tone Determination

In the limit, tone determination (see Section 15.4.4) also requires a complete natural lan-

guage‘ and serpantxc analysis system, but in practice a number of rules are often used. Gener-

allyz in workm_g systems, H* is used for all pitch accent tones, and this is actually very

realistic, as P.I* 1s the most frequent tone in natural speech.

_ TTgomeumes complex tones of the type L*+!H are thrown in for a kind of pseudovariety

in TTS. In our sample natural utterance this is the tone that is used, so here we assume that

this is the accent type assigned.

e Wef:llso need 1 mark punctuation-adjacent and utterance-final phonemes as rise, €0"
» or fall boundaries. In this cage we mark it as L-1.%.

15.6.2.3.  Pitch Range

To determi : iy
which erlml?t:hthe pHch range, we are going to make use of three lines as a frame wl.mlg
pitehes are calculated. The top line and bottom line would presumably be den¥e

from the cu )
rent or default pitch-range settings as controlled by an application or user- H™

Amazon/VB Assets
Exhibit 1012
Page 796



i’itch Generation \\

771

we set them in accord with the limits of our natural
le, the pitch contour is generated within an actya] pi
an abstract range of, say, 1-100, which the voice-generation mog 1

ent actual setting. So we set the top line at 7= 375 Y siid e bas: l? could map to the cur-

i i el ineatB =
Itis more advantageous to work in a logarithmic scale, because it j s

from males to females, and because this better represents human rS lT:Jore easily ported
semitones in an octave; thus a semitone corresponds to a ratio of a _p 2?'53 i The’re are 24
can be expressed in semitones as = - The pitch range

n=24log, (T/B)=80log,, (T /B)

" .
tCr;:ple. No%e that while, for this exam-
Tange, it could ajsg be done within

(15.4)
so that we can express frequencies in semitones as
fy=80log,; K, (15.5)
and its inverse
F =105 (15.6)

’ .Using Eq. (15.5), the top line is ¢+ = 206 and the base line is b = 160. The reference line
isakind of midline for the range, used in the accent scaling calculations, and is set halfway
between the bottom and top lines, i.e., r = 183, and using Eq. (15.6), R = 194 Hz.

156.24. Prominence Determination

pitch module to scale

The relative prominence of the words (see Section 15.6.1.2) allows the
that N = 5 degrees of

the pitch within any given pitch range. Here we assume (arbitrarily) /
tbstract relative prominence are sufficient. This means that, e.g., an H* piich accent W“E
Prominence 5 will be at or near the very top of the current pitch-range seting, while an L
Vith the same prominence will be at or near the very bottom of the range. Smaller promi-
::Ce numbers indicate less salience, placing their pitch events closer to the middie of the
ge.
Converting the abstract tone types plus prominen
 science (but see Section 15.6.4 for a discussion of da

H : , ;
n;re We assume a simple linear relationship between the tone’s typ!
ce;

ce into pitch numbers is more art

ta-based methods for this process?.
and relative promi-

. (15.7)
Ril=r+@~ry* plil/ N d
i mplete natural language an
e c?cspare often used. One sm‘:h
the most emphasis,
(15.7) and (15.6),

In the limit, prominence determination also re .
e analysis system, but in practice 2 number of heuns g
SUCis: In a negative imperative exclamation, the ‘nega‘ﬂt‘? I_;zing Eas.
"8 10 2 relative prominence assignment of 5 0 ‘%7 ks

e
“ehor equals the top range of 375 Hz.

Sema
fury
leag
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Then, since the L*+!H involves a downstepped term, it n'lust by d'eﬁnition be lower
than the preceding H* accent, so we arbitrarily assign it a relative prominence of ‘2’. The
L*+!H is more complex, requiring calculation and placement of two separate anchor points.
For simplicity we are using a single prominence value for complex tones like L*+!H, but we
could also use a value-per-tone approach, at the cost of greater analytical complexity, Using
Eq. (15.7), it corresponds to 192 semitones, and with Eq. (15.6), the value of 'H is 251 Hz,
For L*, we use a prominence of ~2 (we use negative values for L tones), which, using Eq.
(15.7), results in an anchor of 174, or alternatively 149 Hz.

The L-L% tone is a boundary tone, so it always goes on the final frame of a syllable-
final (in this case, utterance-final) phone. The L-L% in most ToBI systems is not treated as a
two-part complex tone but rather as a super low L% boundary, falling at the very bottom of
the speaker’s pitch range, i.e., prominence of 5, for a few frames. Thus the FO value of these
anchor point is 100 Hz.

We also need to set anchors for the initial point. The initial anchor is usually set at
some arbitrary but high place within the speaker’s range (perhaps a rule looking at utterance
type can be used). A prominence of 4 can be used, yielding a value of 329 Hz.

Finally we need to determine where to place the anchors within the accented syllable.
Often they are placed in the middle of the vowel. All the anchor points are shown in Figure
15.8.

400 -
350 J
300 -

g 250 - ®

S 200

& 150 - .

100 * *
50

0 20 40 60 80 100 120 140 160
Time (10ms frames)

Figure 15.8 Anchor points of the FO contour.
15.6.2.5. FO0 Contour Interpolation

;I_‘o obtain the full FO contour we need some kind of interpolation. One way is to interpolat®
;:s:)rz ilond follow‘ with a multipoint moving-average window over the resulting (an_gular)
e as;rl:gc.)th‘ it out, A.nother ppssibility is a higher-order interpolation polynon.ual. In
gl 1c. mtefrpolauon routine is called, which has the advantage of retaining .Lhe
smears th e I a smoothed final contour (as opposed to moving average, which

€ anchor points). In general the choice of interpolation algorithm makes little per-
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eptual difference, as long as no sharp ‘cormers’ remain in

contour was interpolated fully, without regard to voicj
! INg properties of underjy;
ying phones. In

the graph, the sections corresponding to unvoiced

¢ ppl phones have 9 :
ease of compa‘nso.n to the samplp in Figure 15,7, The interpolatil;ien replaced w‘uh zero, for
frequency, as in Figure 15.9, or in the log-frequency. cat be done in the lincar

400 "
350 1/ »
aooj
~ 250
;D’E 200 1
w
150 - \
100
50
0 ; : :
0 20 40 60 80 100 120 140 160

Time (10ms frames)

Figure 15.9 FO contour of Figure 15.8 after cubic interpolation. Sections corresponding to un-
voiced phones have been replaced with zero.

‘ In order for the interpolation al gorithm to operate properly we need to have phone du-
7alions so that the anchor points are appropriately spaced apart. In this baseline algorithm,
we followed the algorithm described in Section 15.5.2.

15626, Interface to Synthesis Module

Finally, most synthesizers cannot accept an arbitrary number of pitch controls on 2 given
Phoneme, nor j; this necessary. We can downsample the pitch buffer to allocate a few char-
icteristic points per phoneme record, and, if the synthesizer can interpolate pitch, it may be
esirable o skip pitch controls for unvoiced phones altogether. The FO targets can be placed
& default locations (such as the left edge and middle of each phone), or the placements can
2 indicateq by percent values on each target, depending on what the synthesizer supports.

135 1o be in agreement with the specific interface between the prosody module and the

s «
Yithesis module as described in Section 15.2.

1§,
62.. Evaluation and Possible Improvements
ne of Figure 15.7, how well

In Co i
Mpa - e natural 0 by
Paring the output contour of Figure 15.9 to th ction, it is somewhat similar

ay . i i
¢ We done? As a first-order approximation, from visual inspe
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to the original. Of course, we have used hand-coded information for the accent property,
accent type, and prominence! However, these choices were reasonable, and could apply
them as defaults to many other utterances. At a minimum, almost exactly the code given
above would apply without change and give a decent contour for a whole ‘family’ of similar
utterances, such as “Don’t hit the ball to Joey!"” or “Never give the baseball 1o Henrv!” A
higher-order discourse module would need to determine that ball and baseball are not ac-
cented, however, in order to use the given contour with the same rhetorical effect (presuma-
bly ball and baseball in these cases could be given/understood information).

Something very much like the system described here has been used in most commer-
cially marketed synthesizers throughout the 1990s. This model seems overly simple, even
crude, and presumnably it could be substantially augmented, or completely replaced by some-
thing more sophisticated.

However, many weaknesses are apparent also. For one thing, the contour appears very
smooth. The slight jitrer of real contours can be easily simulated at a final stage of pitch
buffer processing by modifying +/- 3 or 4 Hz to the final value of each frame. The degree to
which such niceties actually affect listener perceptions depend entirely on the quality of the
synthetic speech and the quality of the pitch-modification algorithms in the synthesizer.

The details of peak placement obviously differ between the natural and synthetic con-
tours. This is partly due to the crude uniform durations used, but in practice synthesizers
may incorporate large batteries of rules to decide exactly (for example) which frame of a
phone the H* definition point should appear in—early, middle, late? Sometimes this deci-
sion is based on surrounding phonetic structure, word and syllable structure, and prosodic
context. The degree to which this matters in perception depends partly on synthetic speech
quality overall.

15.6.3. Parametric F0 Generation

To realize all the prosodic effects discussed above, some systems make almost direct use of
a real speaker’s measured data, via table lookup methods. Other systems use data indirectly,
via parametrized algorithms with generic structure. The simplest systems use an invariant
algorithm that has no particular connection to any single speaker’s data, such as the algo-
rithm described in the baseline FO generation system of Section 15.6.2. Each of these ap-
proaches has advantages and disadvantages, and none of them has resulted in a system that
fully mimics human prosodic performance to the satisfaction of all listeners. As in other
areas of TTS, researchers have not converged on any single standard family of approaches.
Once we venture beyond the simplest approaches, we find an interesting variety of systems,
based on different assumptions, with differing characteristics. We now discuss a few of the
more representative approaches.

Even models that make little or no attempt to analyze the internal components of an
PTO contour must be indexed somehow. System designers should choose indexing or predic-
u.ve fz_ictors that are derivable from text analysis, are general enough to cover most prosodic
Situations, and are powerful enough to specify high-quality prosody. In practice, most mod-
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s’ predictive factors have a rough correspondence to,

. h or are ;
gl baseline algorithm of Section 15.6.2. A typical an elaboration of, the elements

st might include the following:
o Word structure (stress, phones, syllabification)

¢ Word class and/or POS

¢ Punctuation and prosodic phrasing

» Local syntactic structure

¢ Clause and sentence fype (declarative, question, exclamation, quote, etc.)
o Externally specified focus and emphasis

o Externally specified speech style, pragmatic style, emotional tone, and speech
act goals

These factors jointly determine an output contour’s characteristics, as listed below.
Ideally, any or all of these may be externally and directly specified, or they may be inferred
orimplied within the FO generation model itself:

* Pitch-range setting

* Gradient, relative prominence on each syllable

* Global declination trend, if any

® Local shape of FO movement

¢ Timing of FO events relative to phone (carrier) structure

The combinatorial complexity of these predictive factors, anq the size of Lhef resul(t);ni(g;
models, can be serious issues for practical systems that strive for high coveragez pr;;)]Sbolic
variability and high-quality output. The possibility of using exremalfi){ P e;'f[;i :3, can BE
markups gives the whole system a degree of modularity, i that pfosc:l xc[z(;r:n e iy B e
specified directly by an authoritative outside source or can be derive rzllu
$ymbolic prosody prediction process that precedes FOlcontour genera(!)lgic‘ production of per-

Parametric models propose an underlying architecture of pmsiversal constants of the
Ception that constrains the set of possible outputs o conform to un ainguish different
human speeciy mechanism. Naturally, these models need Seg‘ng;t:: superposition models
Speakers, different styles, and the specifics of utterances. We desc

and ToBI Realization models.

1563.1, Superposition Models

for Swedish, which
initi by the work [35]

- ltnizt(’;[f:ursyto symhesize a complex final FO
onen

ich may all
{ contours, which
i the componen !
e a correspond 0 longer—t_erm trenc.llS
hrcl;lrt);r-limc events, such as pitch accen

:r';‘“ﬂ\mntial.c.lass of parametric models
traciosled ﬂddmvg supefposition of comp
QVe-dif;fthe version refined and elaborated It e
erent strengths and decay characteristiCs,

as phrase or urterance declination, as well as 3
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» Control
¢ Mechanism ol
otta
FO(t
Oscillation —Q
Accent Mechanism
[ I M ——p| Control
- Mechanism

Figure 15.10 Fujisaki pitch model [15]. FO is a superposition of phrase effects with accent ef-
fects. The phrase mechanism controls things like the declination of a declarative sentence or a
question, whereas the accent mechanism accounts for accents in individual syllables.

on words. The component contours are modeled as the critically damped responses of sec-
ond-order systems to impulse functions for the longer-term, slowly decaying phrasal trends,
and step or rectangular functions of shorter-term accent events. The components so gener-
ated are added and ride a baseline that is speaker specific. The basic ingredients of the sys-
tem, known as Fujisaki’s model [15, 19], are shown in Figure 15.10. The resulting contour
is shown in Figure 15.11. Obviously, similar effects can be generated with linear accent
shapes as described in the simpler model above, with smoothing. However, there are some
plausible claims for the articulatory correlates of the constraints imposed in the second-order
damping and superposition effects of this model [33].

Superposition models of this type can, if supplied with accurate parameters in the form
of time alignments and strengths of the impulses and steps, generate contours closely mim-
?cking natural examples. In this respect, the remaining quality gap for general application is
in the parametric knowledge driving the model, not in the model structure per se. These
kinds of models have been particularly successful in replicating the relatively constrained
Japanese r.eading-style. Whether these models can account straightforwardly for the im-
mense variety of a large range of English speakers and text genre, or whether, on the con-

gal'y, the parameters proliferate and the settings become increasingly arbitrary, remains t0
€ seen.

Figure 15.11 Composite contour i
gure obtained b
Fujisaki model of Figure 15.10. e

-pass filtering the impulses and boxes in the
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15.6.3.2. ToBI Realization Models

One simple parametric model, which in its inherent structure mak

rincipled correspondence to perceptual or articulator reality, i i
godic symbols such as the Tones and Break Indices (T{)BI) st;ls't;:nd?rsﬁg T':ujo:;)els uff o pro;
which are developed in [2, 54}, posits two or three control lines, by eference lga:t;oh
ToBl-like prosody symbols can be scaled. This provides for some independence betw:,n
symbolic and phonetic prosodic subsystems. In the model shown in Figure 15.12, the top
line is an upper limit of the pitch range. It can be slanted down to simulate declinat‘ion The
bottom line represents the bottom of the speaker’s range. Pitch accents and boundary ;ones
(as in ToBI) are scaled from a reference line, which is often midway in the range in a loga-
rithmic scale of the pitch range. as described in the baseline algorithm of 15.6.2. You can
think of this scaling as operating within a percentage of the current range, rather than abso-
lute values, so a generic method can be applied to any arbitrary pitch-range setting., The
quantitative instantiation of accent height is done at the final stage. The accents and bound-
ary tones consist of one or more points, which can be aligned with the carrier phones; then
interpolation is applied between points, and smoothing is performed over the resulting con-
tour.

es only modest claims for

In Figure 15.12, 1, r, and b are the top, reference, and baseline pitch values, respec-
tively. They are set from the defaults of the voice character and by user choice. The base b is
considered a physiological constraint of voice. P is the prominence of the accent and N is
the number of prominence steps. Declination can be modeled by slanting the top and/or ref-
erence lines down. The lowered position of the reference in Figure _15.12_reﬂecfs the obser-
vation that the realization of H(igh) and L(ow) ToBI abstract tones in a given [:'Jltch range is
asymmetric, with a greater portion available for H, while L saturates more quickly. This is
why placing the reference line midway between the top and basz? lines in 2 log-ffequeaficzl’
scale automaticaily takes care of this phenomenon. After target points are located artx;i szn ;e
according to their gradient prominence specifications, the (hopefully sparsz) _targsz i
interpolated and the resulting contour smoothed. If the contour is calculate” ";u fﬁ);; S
frames, two pitch targets sampled from the contour vector pet phong Bsuauy

Produce the intended prosodic effects faithfully.

t
H*=r+@-r)*p/N

: [k=r—(¢-1)*PIN l

b

A : itch range.
Figure 15.12 A typical model of tone scaling with an abstract pl g
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If a database of recorded utterances wiFh phqne labeling an.d FO measurements has
been reliably labeled with ToBI pitch annotations, It may be possible to automate the im-
plementation of the ToBI-style parametrized rnpdel. This was attempted with some success
in [5), where linear regression was used to predict syllable initial, vowel medial, and syllapje
final FO based on simple, accurately measurable factors such as:

e ToBI accent type of target and neighbor syllables

¢ ToBI boundary pitch type of target and neighbor syllables
o Break index on target and neighbor syllables

o Lexical stress of target and neighbor syllables

o Number of syllables in phrase

o Target syllable position phrase

e Number and location of stressed syllable(s)

e Number and location of accented syllable(s)

Models of this sort do not incorporate an explicit mechanism (like the scaling direc-
tion from r in Figure 15.12) to distinguish H(igh) from L(ow) tone space, beyond what the
data and its annotations imply.

The work in [47] consists of a ToBI realization model in which the ‘smoothing’
mechanism is built-in as a dynamical system whose parameters are also learnt from data.
This work could be viewed as a stochastic realization of Fujisaki’s superposition model
without the phrase controls and where the accents are given by ToBI labels.

Both the ToBI realization models and the superposition models could, if supplied with
sufficiently accurate measurements of an example contour, reproduce it fairly accurately.
Both models require much detailed knowledge (global and local pitch range; location, type.
and relative strength of accents and boundary tones; degree of declination; etc.) to function
at human-level quality for a given utterance. If a system designer is in possession of a com-
pletely annotated, high-quality database of fully representative prosodic forms for his/er
needs, the question of deployment of the database in a model can be made based on per-
formance tradeoffs, maintenance issues, and other engineering considerations. If, on the
other h.and, no such database is available for the given application purpose, extremely high
prosodic quality, including lively yet principled variation, should not be expected to result
simply from choosing the ‘mathematically correct’ model type.

15.6.4.  Corpus-Based F( Generation

It is possi e
possible to have FO parameters trained from a corpus of natural recordings: The i

1 5
g;sér';?:;]iz :r; the dlr_ect models, where an exact match is required. Models that offer mor®
ol ave a library of FO contours that are indexed either from features fo™ T
rom ToBI labels, Finally, there are FO generation models from 2 statisticd
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Jetwork such as a neural network or an HMM. In q) cases, once th :
meters e leamned automatically from data. ' e model s set, the pa-

15.6.4.1. Transplanted Prosody

The most direct approach of all is to store a single contour from a real speaker's ut
comesponding to every possible input utterance that one’s oy

i Ty TTS system will ever i
seems [0 limit the ability to freely synthesize any input text. However, this approa:tfia:hl;:

viable under‘ certain sp‘ecial conditions and limitations. These controls are so detailed that
they are tedxqu_s to wnt'e manually. Fortunately, they can be generated automatically by
speech recognition algorithms.

When these controls (transplanted prosody), taken from an authentic digitized utter-
ance, are applied to synthetic voice units, the results can be very convincing. sometimes
nearly as good as the original digitized samples [43]. A system with this capability can mix
predefined utterances having natural-quality prosody, such as greetings, with flexible syn-
thesis capabilities for system response, using a consistent synthetic voice. The transplanted
prosody for the frozen phrases can be derived either from the original voice data donor used
to create the synthetic voice model, or any other speaker, with global adjustment for pitch-
range differences. Another use of the transplanted prosody capability is to compress a spo-
ken message into ASCII (phone labels plus the prosodic controls) for playback, preserving
much of the quality, if not the full individuality, of the original speaker’s recording.

1564.2. F0 Contours Indexed by Parsed Text
In 2 more generalized variant of the direct approach, once could imagine coilecting a_nd m"
dexing a gigantic database of clauses, phrases, words, or syllables, and then annotam;goﬂs
wnits with their salient prosodic features. If the terms of annotation (word S(;‘.'“c;ure,. [ior;
Syntactic context, etc.) can be applied to new utterances at runtime, a prosodic t"'s;:lgnce
for the closest matching database unit can be recovered and aPPthi lO.:hehimgub collect-
(23]. The advantages here are that prosodic quality can be made arburarlt yang t‘haz detailed
g enough exemplars to cover arbitrarily large quantities of input _tjzst,e ped. The poten-
alysis of the deeper properties of the prosodic phenomena can be sidestep
tial dlsadvantagcs are:

i ate new

* Data-collection time is long (which affects the capability to cre

voices),

) ) a
* A large amount of runtime storage is required tpresit

technology progresses) .

, . d, may be of poor

* Database annotation may have to be manual, or if automate y

Quality, damenta

g ack of funda

LR S — modiﬁed/extended, owing to 1

Understanding.

bly less important as

L
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e Coverage can never be complete, therefore rulelike generalization, fuzzy
match capability, or back-off, is needed.

e Consistency control for the prosodic attributes (to prevent unit boundary
mismatches) can be difficult.

The first two disadvantages are seif-explanatory. The difficulty of annotating the data-
base, to form the basis of the indexing and retrieval scheme, depends on the type and depth
of the indexing parameters chosen. Any such scheme requires annotations to identify the
component phones of each unit (syllable, word, or phrase) and their durations. This can usu-
ally be obtained from speech recognition tools [23], which may be independently required to
create a synthetic voice (see Chapter 16). Lexical or word stress attributes can be extracted
from an online dictionary or NLP system, though, as we have seen above, lexical stress is
neither a necessary nor a sufficient condition for predicting pitch accent placement.

If only a very high level of description is sought, based primarily on the pragmatics of
utterance use and some syntactic typology, it may not be necessary to recover a detailed
symbolic pitch analysis. An input text can be described in high-level pragmatic/semantic
terms, and pitch from the nearest matching word or phrase from the database can be applied
with the expectation that its contour is likely correct. For example, such a system might have
multiple prosodic versions of a word that can be used in different pragmatic senses, such as
ok, which could be a question, a statement, an exclamation, a signal of hesitation or uncer-
tainty, etc. The correct version must be selected based on the runtime requirements of the
application.

Direct prosody schemes of this type often preserve the original phone carrier material
of each instance in order to assure optimal match between prosody and spectrum. However,
with DSP techniques enabling arbitrary modifications of waveforms (see Chapter 16), this is
not strictly necessary; the prosodic annotations could stand alone, with phone label annota-
tion only. If more detailed prosodic control is required, such as being aware of the type of
accent, its pitch range, prominence, and other features, the annotation task is much more
difficult.

A straightforward and elegant formulation of the lookup-table direct model approach
can be found in [30]. This system, created for Spanish but generally adaptable, is based on a
]ar.ge. single-speaker recorded database of a variety of sentence types. The sentences are lin-
guistically analyzed, and prosodic structure is hypothesized based on syllables, accent
groups (groups of syllables with one lexical stress), breath groups (groups of accent-groups
between pauses regardless of the duration of the pause), and sentences. Note that these
s1lructures are hypothesized based on the textual material alone, and the speaker will not
:”Z;Z; Eelrli;tl))l;m’accordmg.]y. Pitch (initial, mid, and final FO) and duration data for each
I)l:zed usi}r: . th:sl: rzl;t;):at;cal]y measured and stored. At runtime, the input sentence is ana-
date syllabies from o doa ta?tt)ructl_lral attributes mf'errejd fro'm the text, f'md a vector of cand i-
3iid ifribuies Forasch e a.se 1§ constructed thp.ldenncal, or similar, structural context

The best path throu (;:Stlslwe Lkl l?osmon.u. e ;
tance and disjiaetare acri e set of such canfhdgtes is selected by minimizing the I.?O‘dls-

ss the utterance. This is a clean and simple approach to jointly
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ailizing both shallqw linguistic features and genuine
dynamic programming to s;_nooth and integrate the out
girect modeling approach, it lacks signific
material and speaking style specified duri
models may have to be constructed.
The CHATR system of ATR (Japan) [9] takes a similar approach, in th .

rosody is selected from prerecorded units, rather than synthesized from' zlnm e
model. The CHATR system consists of a large database of digitized speech indg;zdg;ne:; l
speaker identity, the phoneme sequences of the words, and some praomm}c and sem:lnti:
atiributes. Selection of phonemes proceeds by choosing the minimal-cgsl path from amon
the similarly indexed database candidate units available for each phoneme or longer seg%
ment of speech to be synthesized. This system achieves high quality by allowing the carrier
phones to bear only their original prosody—pitch modification of the contour is minimized
oreliminated. Of course, the restriction of DSP modification implies a limitation of the ge n-
eralizability of the database. This type of approach obtains the prosody implicitly from the
database [31], and as such combines both the prosody and speech synthesis modules. This
type of minimal-cost search is described in more detail in Chapter 16.

phonetic data (duration and F0), with
. ]‘putIFO contoyr.. However, as with any
&eneralization capabilities outside the textual
ng the data collection phase, so a number of sepa-
rale

15643. F0 Contours Indexed by ToBI

The architecture for a simple and straightforward direct model indexed by ToBI is d}g—
grammed in Figure 15.13. This model combines the two often-conflicting goals: it is empiri-
ally (corpus) based, but it permits specification in terms of principled abstract Prospd}c
Gtegories. In this model, an utterance to be synthesized is annotated il? terms o'f its linguistic
feature8~perhaps POS, syntactic structure, word emphasis (based on information structure),
¢kc. The utterance so characterized is matched against a corpus of actual utterances that t:)xri
amotated with linguistic features and ToBI symbols, Corpus (a)- A fuzzy matcgmg ca;z:) lis
Iy based on edit distance or dynamic programming can be incorporated. It 0‘1:‘“: A
sfficiently large and varied, a number of possible ToBI renderings of either :}}:e f}':,gl ifels
48 or selected parts of it may be recovered. At this level of abstraction, ?ons) o g
Yould not encode relative prominence specifications (strength of pitch ex{:}‘:zd oo Corps
fange. The set of such abstractly described contours can then be fuzzy m:; e,
}252t of ToBI annotated actual contours, and the bestset of matchgs ?maten'al Eorplis
Note that while it is possible that Corpus () is thereXact 547> :; desire such flexibil-
), the mode does not enforce an identity, and there may be reasons otation at each level.
1y and Modularity, depending on the degree and quality of data and annbe e (03 voice-
52 humber of likely actual contours have been identified, they szmental strings (some-
lf::t *lection module. The module can select t f;ﬁineme) from the voice
d o lled ‘long units,” since they may combine m ntours, using root-
an.a:e Whose original prosody is closest to one °ts - catenated
With u?;"e'efmr- correlation, or other statistical tfif - or played
it prosody unmodified) and sent to the applicat

he combination 0
ore than oné

jdate CcO
f the candi
ose units are then con

oul.
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A model of this type has some of the disadvantages of direct models as listed above, It
also assumes availability of large and varied databases of both prosodic contours and seg-
mental (phone) long units for concatenation (see Chapter 16). It further requires that thege
databases be annotated, either by human labelers or automated systems. However, it hag

certain advantages as well:
o [t allows for symbolic, phonological coding of prosody.
¢ It has high-quality natural contours.
e [t has high-quality phonetic units, with unmodified pitch.
o Its modular architecture can work with user-supplied prosodic symbols.
It also allows the immediate, temporary use of data that is collected for deeper analy-

sis, in the hope of eventual construction of smaller, parametrized models. The model of Fig-
ure 15.13 is a generalization of the prosody system described in [23].

Linguistic Features
//-—_—\\
2 s -
ToBI Symbol Corpus (a):
Generator Linguistic Feature
+ Auto-annotated
i — ToBI strings A
Tone lattice of possible renderings s e At
/_—“\
/,_}\ R e
Contour Candidate List Corpus (b):
ToBI
Auto-annotated

~____ Contours e

Statistical Long Voice-Units
Matcher/Extractor

v

Long-Unit Voice String
with Unmodified Tone

Figure 15.13 A corpus-based prosodic generation model.
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157. PROSODY MARKUP LANGUAGES

Chapter 14 discussed generatized document markup schemes for text analysis

engines provide simple text tags and application programming intenjaceﬂr;a )'stns. Most TTS
4t least rudimentary hints to be passed along from an application to 3 T’l"gm' ol_s that allow
pect to see more sophisticated speech-specific annotation systems, which e:':fl:lflllll'l;.l ?\:3 ex-
ponte current research on the use of semantically structured inputs to symh)esizce(;r-
sometimes called concept-to-speech systems. A standard set of prosodic annotation ta Ss'
would likely include tags for insertion of silence pause, emotion, pitch baseline and rangi
speed in words-per-minute, and volume. This would be in addition to general tags for speci-'
fying the language of origin if not predictable, character of the voice, and text normalization
context such as address, date, email, etc.

For prosodic processing, text may be marked with tags that have scope, in the general
fashion of XML. Some examples of the form and function of a few common TTS tags for
prosodic processing, based loosely on the proposals of [65], are introduced below. Other
tags can be added by intermediate subcomponents to indicate variables such as accents and
tones. This extension allows for even finer research and prosody models.

¢ Pause or Break commands might accept either an absolute duration of si-
lence in milliseconds, or, as in the W3C proposal, a mnemonic describing thf:
relative salience of the pause (Large, Medium, Small, None), or a prosodic
punctuation symbol from the set *,’, L U N elc.,'whlch not only in-
dicates a pause insertion but also influences the typical pilch contour f’ff the
phone segments entering and leaving the pause area. For example, SP:C' ying
‘" as the argument of a Pause command might determine the use of con-

: : ; indicating in-
tinuation rise on the phones immediately preceding the pause, indicating

completion or listing intonation. . ds per min-
* Rate controls the speed of output. The usual measurcmen(ti ‘afsf(;::;‘ Sd {1 riioni.
ute, which can be a bit vague, since word;%c of rvse;)r'ld lworks reasonably
; . e gariliar to many use: e
HOW%VCI‘, this metric is familia gUﬂgeS, different metrics must be

well in practice. For non-IndoEuropean lan 1% systom routin ely can tol-
contemplated. Some power listeners who use @ Yy

i i or
fewer might be all that a novice listener could efpect LT i o
* Baseline Pitch specifies the desired average pitch: @ 1€V
up from which, pitch is to fluctuate-
) ﬁitch Range specifies within what bo
Ine the pitch is to fluctuate. ‘
. C:mmands can override the Syt detal? fll;wd S engines regui.re
cation or document author greater control- Gex:::ﬁs vi road limits
some freedom to express their typical pitch pat
Specified by a Pitch markup.

nds around the paseline pitch Jevel
u

y. giving an appii-
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o Emphasis emphasizes or deemphasizes one or more wo.rds,' signaling their
relative importance in an utterance. Its scope could be indicated by XML
style. Control over emphasis brings up a number of interesting considera-
tions. For one thing, it may be desirable to have degrecs of emphasis. The no-
tion of gradient prominence—the apparent fact that there are no categorical
constraints on levels of relative emphasis or accentuation—has been a per-
petual thorn in the side for prosodic researchers. This means that in principle
any positive real number could be used as an argument to this tag. In practice,
most TTS engines would artificially constrain the range of emphasis to a
smaller set of integers, or perhaps use semantic labels, such as strong, mod-
erate, weak, none for degree of emphasis. Emphasis may be realized with
multiple phonetic cues. Thus, if the user or application has, for example, set
the pitch range very narrowly, the emphasis effect may be achieved by ma-
nipulation of segmental duration or even relative amplitude. The implementa-
tion of emphasis by a TTS engine for a given word may involve manipulation
(e.g., de-accentuation) of surrounding words as much as it involves heighten-
ing the pitch or volume, or stretching the phone durations, of the target word
itself. In most cases the main phonetic and perceptual effect of emphasis or
accentuation is heard on the lexically main stressed syllable of the word, but
this can be violated under special conditions of semantic focus, e.g., “I didn’t
say employer, I said employee.” This would require a more powerful empha-
sis specification than is currently provided in most TTS systems, but alterna-
tively it could be specified using phone input commands such as “The
<emp>truth</emp>, the <emp>whole truth</emp>, and nothing <emp>
but</emp> the truth.” For more control, future TTS systems may support
degree emphasis: “... nothing <emp level="“strong”>but</emp> the truth”
or even deemphasis: “... nothing <emp level= “reduced”>bur</emp> the
truth”. Emphasis is related to prominence, discussed in Section 15.6.1.2.

15.8. PROSODY EVALUATION

Evaluation of a complete TTS system is discussed in Chapter 16. We limit ourselves here t0
evah_xating the prosody component. We assume that the text analysis module has done a per-
fect job, and that the synthesis module does a perfect job, which cannot be done in general,
so that approximations need to be made.

Evaluation can be done automatically or by using listening tests with human subjects.
In both cases it’s useful to start with some natural recordings with their associated text. We
start by.replacing the natural prosody with the system’s synthetic prosody. In the case of
automatic evaluation, we can compare the enriched prosodic representations described in
Section 15.2 for both the natural recording and the synthetic prosody. The reference €n-
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riched prosodic representation can be obtained eithe .
and a speech recognizer. T manually or by using a pitch tracker
Automated testing of prosody involves the following:
o Duration. [t can be performed by measurin

between each phone’s actual duration in a
predicted by the system.

8 the average squared difference
real utterance and the duration

o Pitch contours. It can be performed by using standard statistical measures
over a system contour and a natural one. When this is done, duration and
phoneme identity should be completely controlled. Measures such as root-
mean-square error indicate the characteristic divergence between two con-
tours, while correlation indicates the similarity in shape across difference
pitch ranges. In general, RMSE scores of 15 Hz or less for male speech over
a long sentence, with correlation of .8 or above, indicate quality that may be
close to perceptually identical to the natural reference utterance. In general,
such exactness of match is useful only during model training and testing and
cannot be expected during training on entirely new utterances from random
text,

Listening tests can be performed to evaluate a prosody module. This involves subjects
listening to the natural recording and the synthetic speech, or to synthetic speech generated
with two different prosody modules. This can lead to a more precise evaluation, as humans
are the final consumer of this technology. However, such tests are more expensive to carry
out. Furthermore, this method results in testing both the prosody module and the synthesis
components together. To avoid this, the original waveform can be modified to have the syn-
thetic prosody using the signal processing techniques described in Chapter 16. Slpce such
techniques introduce some distortions, this measuring method is still somewhat .blased. In
practice, it has been shown that its effect is much smaller than that of the synthetic prosody
(43]. ;

Itis shown that synthesizing pitch is more difficult than dur.anon [4.3]. Subjec:f scozt'::
significantly higher utterances that had natural pitch and synthetic duration .thar;lu 5 erz’;ore
Vith synthetic pitch and natural duration. In fact, using c'ml)’ synthetic duration lave; rob-
Qite close to that of the original recording. While duration modeling is not a so 2
lem, this indicates that generation of pitch contours is more difficult.

159. HisTORICAL PERSPECTIVE AND FURTHER READING

he traditional fie ric 2
f Plato, writien documentation m Sup
lead their cases persuasively, system-
included both content and

matic instruction in verbal

ic and elocu-
Prosodic methods have been incorporated within t 1ds of rhetoric o
ton for centuries. In ancient Greece, at the time 0
% claims in Jegal disputes was rare. To help litigants p rd
2UC programs of rhetorical instruction were established, whic!

M of verpg) argument. This ‘prescriptive’ tradition of syste
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style uncovered issues that rema.in ceptral to the de;cripti;{e_ly oriezinffsd p;:ssigt]i;cr;esearch of
today. A masterful and entertaining discussion of this tra m0{1 and its p evance to
the task of teaching computers to plead a case can bg fo.und in [64]. The Greel'cs were par-
ticularly concerned about an issue that, as usu?l, is still important for_us today: Fhe separa-
tion of rhetorical effectiveness from considerations of truth. If you are interested in this, you
cannot do better than to begin with Plato’s dialog Phaedrus [42}.

Modern linguists have also considered a rclat_ed, but more narrowly fonnulated ques-
tion: Should prosody be treated as a logical, categorical analqg to phonological ar.ld syntactic
processes? The best discussion of these issues from a prosodic (as opposed to s}nctly neuro-
logical) point of view is found in (7, 8]. If you are inleresteq in the neurological side, you
can begin with [13]. For emotional modeling, before slogging through tht.e scattered and
somewhat disjointed papers on emotion in speech that have appeared sporac?ncal]y for years,
the reader would be well advised to get a basic grounding in some of the issues related to
emotion in computation, as treated in [38]. . . '

Going in the other direction, there are many subtle interactions in t'he phoneu'cs of
prosody: the various muscles, their joint possibilities of operation in phonation and amcu_la-
tion, as well as the acoustics properties of the vocal chambers. For an excellent introduction
to the whole field, start with [27].

The most complete and accessible overview of modern prosodic analysis as embedded
in mainstream linguistic theory is Ladd’s Intonational Phonology [26], which covers tpe
precursors, current standard practice, and remaining unsolved issues of the highly influential
auto segmental theory of intonational phonology, from which ToBI has arisen. ToBI was
devised by speech scientists who wanted a prosodic transcription standard to enable sharing
of databases [4]. For most practical purposes, the ToBI definitions are sufficient as a starting
point for both research and applications, but for those who prefer alternative annotation sys-
tems aligned with the British tradition, conversion guidelines have been attempted [45]. An-
other major phonological approach to English intonation has been the British school
described in [11]. Bridging the two is IViE, a labeling system that is philosophically aligned
with ToBI but may be more appropriate for non-U.S. dialects of English [18].

The first prosodic synthesis by rule was developed by Ignatius Mattingly in 1968 in
Haskins Laboratories. In 1971, Fujisaki [15] developed his superposition model that has
been used for many years. The development of the ToBI in 1992 [55] marked a milestone in
automatic prosody generation. The application of statistical techniqnres, such as CART, for
phoneme durations during the 1990s constituted a significant step beyond the rule-based
methods. Finally, the development of the CHATR system in the mid-1990s ignited interest
in the indexing of massive databases. It is possible to attempt smoothing over both the index
space and the resulting prosodic data tracks by means of generalized learning methods, such
as neural nets or HMMs. These models have built-in generalization over unseen inputs, and
built-in smoothing over the concatenated outputs of unit selection. The network described in
[57] codes every syllable in a training database in terms of perceived prominence (human
judged), a number from 1 to 31, as well as the syllable’s phonemes, rising/falling boundary
type for phrase-edge syllables, and distance from preceding and following phrase bounda-
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dies, for all syllables. When tested with reasonabl
networks yielded high-ql;]ality sifmulations.

A potential research area for future generalizations of thi s
gree and accuracy of automation in labeling the training fez::;:essyzlfeg:e, Sr;(c);]dcirr‘l3 i
perceived prominence. Ano_thel.' area is to either expand the inventory of model (gS.cSuCh as
determine adequate generalization mechanisms. By training HMMs on accented syﬁ)last;lor [(;
differing phonetic structure, some of this fine alignment information can be auzZmatice:!?
captured [16]. Another approach consists in generating pitch contours directly from a hidde;);
Markov model, which is run in generation mode [66].

Recently, just as in speech synthesis for voice, there has been a realization that the di-
rect and parametric prosodic models have a great deal in common. Direct models require
huge databases of indexed exemplars for unmediated concatenation and playback of con-
tours, in addition to generalized back-off methods, while parametric models are generalized
for any input, but also require phonetic databases of sufficient variety to support statistical
leaming of parameter settings for high quality. We can, therefore, expect to see increasing
numbers of hybrid systems. One such system is described in [47], which could be viewed as
astochastic realization of Fujisaki’s superposition model without the phrase controls, where
the accents are given by ToBI labels and the smoothing is done by means of a dynamical
system.
While this chapter has focused on U.S. English, many similar issues arise in prosodic
modeling of other languages. An excellent survey of the prosodic systems of every major
European language, as well as Arabic and several major East Asian languages, can be found
in [21).

. Though not explicitly covered in this chapter, anal
lion is a small but growing area of study. Anyone who
Prepared to approach the more specialized work of [25, 37] and th
ody studies collected in [48]. Those with a psycholinguistic bent ca

Y simple text materia] of similar type, these

ysis of prosody for speech recogni-
has digested this chapter should be
e speech recognition pros-
n begin with [12].

(' Allen, ., M.S. Hunnicutt, and D.H. Klatt, From Text o Spee
1987, Cambridge, UK, University Press. _ ) by Rule of
A faderso, M'Dg" J.B. Piermehumbert, and M1 lema?s'riciy;;h::cl; ovd Signal
English Intonation Patterns,” Proc. of int. Conf. on Acoustics,
Processing, 1984, pp. 2.8.1-2.8.4. _ ions." Proc. of the
P Aol S, ors s Deven Sytess 07 1
Int. Processing, 1970, belling, 1994,
4 Becf:‘nﬁ 2% Sposen Lanéugf g Ayers, Guidelines for ToBl Labelling
an, M.E. and G.M. ¥ /roBI/maiﬂ-hlml

' . ' e : sing Linear
19 g[]tfc'L/WXw.llggl‘.\ohll-;)-sttatﬁgg:g:gzg FO Contours from ToBI labels using
» A, an . Hunt,

Processing, 1996, pp-
Regression,” Proc. of the Int. Conf. on Spoken Language
1385-1388.

ch: the MITalk System,

Amazon/VB Assets
Exhibit 1012
Page 813



788

(6]
(7]
(8]
(91

[10]
{11]

{12]
(13]
(14]

[15]

[16]

(17

(18]

[19]

[20]
[21)

[22]

[23])

[24]

[25]

Prosody

Bolinger, D., “Accent is predictable (if you're a mind-reader),” Language, 1972,
48, pp. 633-44.

Bolinger, D., Intonation and its parts, 1986, Stanford, Stanford University Press.
Bolinger, D., Intonation and its uses, 1989, Stanford, Stanford University Press.
Campbell, N., “CHATR: A High-Definition Speech Re-sequencing System,”
ASA/ASJ Joint Meeting, 1996, Honolulu, Hawaii, pp. 1223-1228.

Carroll, L., Alice in Wonderland, Unabridged ed., 1997, Penguin USA.

Crystal, D., Prosodic Systems and Intonation in English, 1969, Cambridge Univer-

sity Press.
Crystal, D., “Prosody and Parsing,” P. Warren, Editor, 1996, Lawrence Erlbaum

Associates.

Emmorey, K., “The Neurological Substrates for Prosodic Aspects of Speech,”

Brain and Language, 1987, 30, pp. 305-320.

Fujisaki, H., “Prosody, Models, and Spontaneous Speech” in Computing Prosody,
Y. Sagisaka, N. Campbell, N. Higuchi, Editors, 1997, New York, Springer.
Fujisaki, H. and H. Sudo, “A Generative Model of the Prosody of Connected
Speech in Japanese,” Annual Report of Eng. Research Institute, 1971, 30, pp. 75-
80.

Fukada, T., er al., “A Study on Pitch Pattern Generation Using HMM-based Statis-
tical Information,” Proc. Int. Conf. on Spoken Language Processing, 1994, Yoko-
hama, Japan, pp. 723-726.

Goldsmith, J., “English as a Tone Language” in Phonology in the 1980's, D. Goy-
vaerts, Editor 1980, Ghent, Story-Scientia.

Grabe, E., F. Nolan, and K. Farrar, “IViE - a Comparative Transcription System for
Intonational Variation in English,” Proc. of the Int. Conf. on Spoken Language
Processing, 1998, Sydney, Australia.

Hirose, H. and H. Fujisaki, “Analysis and Synthesis of Voice Fundamental Fre-
quency Contours of Spoken Sentences,” IEEE Int. Conf. on Acoustics, Speech and
Signal Processing, 1982, pp. 950-953.

Hirschberg, J., “Pitch Accent in Context: Predicting Intonational Prominence from
Text,” Artificial Intelligence, 1993, 63, pp. 305-340.

Hirst, D., A.D. Cristo, and A. Cruttenden, Intonation Systems: A Survey of Twenty

anguages, 1998, Cambridge, UK., Cambridge University Press.

Hirst, D.J., “The Symbolic Coding of Fundamental Frequency Curves: from

?coustics to Phonology,” Proc. of Int. Symposium on Prosody, 1994, Yokohama,
apan.

Huang, X., et al., “Whistler: A Trainable Text-to-Speech System,” Int. Conf. on

Spoken Language Processing, 1996, Philadephia, PA, pp. 2387-2390.

¥lai?§ye% G. and W.F. Sendimeier, “The Classification of Different Phonation
1 (})15.1221 motional and Neutral Speech,” Forensic Linguistics, 1997, 4(1), pP:

KOmp'e, R., Prosody in Speech Understanding Systems, 1997, Berlin, Springer.

Amazon/VB Assets
Exhibit 1012
Page 814



;s(oﬂ'“" perspective and Further Reading\

789

Ladd, R.D., Intonational Phonology,

Cambridge, Cambridge University Press

[m Ladefoged, P., A Course in Phonetics. 1993, Harco

(28)  Liberman, M., The Intonation System of English,
Philosophy, 1975, MIT, Cambridge.

(9j Liberman, M. and J. Pierrehumbert, “Intonational Invariance under Changes i
Pitch Range and Length” in Language and Sound Structure, M. Aronoff. Ogerm::

R, ed., 1984, Cambridge, MA, MIT Press, pp. 157-233. ’ ‘

[30) Lopez—Gonzalf), E., and JM Rodriguez-Garcia, “Statistical Methods in Data-
Driven Modeling of Spanish Prosody for Text to Speech,” in Proc. ICSLP 1996,
1996, pp. 1373-1376.

(1]  Malfrere, F., T. Dutoit, and P. Mertens, “Automatic Prosody Generation Using
Supra-Segmental Unit Selection,” Third ESCA/COCOSCA Workshop on Speech
Synthesis, 1998, Jenolan Caves, Australia, pp. 323-328.

[32)  Mason, J., An Essay on Elocution, 1st ed, 1748, London.

(3] Mobius, B., “Analysis and Synthesis of German FO Contours by Means of Fuji-
saki's Model,” Speech Communication, 1993, 13(53-61).

(34]  Murray, L and J. Amott, “Toward the Simulation of Emotion in Synthetic Speech:

A Review of the Literature on Human Vocal Emotion,” Journal Acoustical Society (
of America, 1993, 93(2), pp. 1097-1108.

(35)  Ohman, S., Word and Sentence Intonation: A Quantitative Model, 1967, KTH, pp.
20-54, .

(36) Ostendorf, M., and N. Veilleux, “A Hierarchical Stochast.ic Mod«.zl fo.r .f\uto;ngzg::

Prediction of Prosodic Boundary Location,” Computational Linguistics, )

20(1), pp. 27-54. ing Through
37 Ostendorf, M., “Linking Speech Recognition an'd Fm?ua%;; E,:‘z‘iesézlggnitive S:i-

Prosody,” Journal for the Integrated Study of Artzﬁg ";’O 3""3 ence:

ence and Applied Epistemology, 1998, 15(3), pp. 279-50°-
B8] Picard, R.W., Affective Computing, 1997, MIT e Jr Intonation, PhD Thesis
(3] Pierrehumbert, J., The Phonology and Phonetics .0({ E"i;i t ’
in Linguistics and Philosophy 1980, MIT, Cambridge, stru‘cl“"’ 1988, Cambridge,
(40} Pierrehumbert, J., and M. Beckman, Japanese Tane '

MA, MIT Press. o of Inton
M1 Pierrehumbert, J. and J. Hirschberg, “The Meén::;,,?nimtion,

Interpretation of Discourse” in /ntentions ;IA MIT Press.
gan, and M. E. Pollack, ed., 1990, Ca"’; "3.g331aro"s Erotic Dialogues, 1994, State
Plato, The Symposium and The Phaedris:
University of New York Press.

@ i i Imp

Plumpe, M. and S. Meredith, “Which 1S M(:re spectral
to-Speech System: Pitch, ~Duration p Synthesis. |
ESCA/COCOSDA Int. Workshop ol Speec

tralia, pp. 231-235.

" Cambridge Studies in Linguistics, 1996

urt Brace Jovanovich,
PhD Thesis in Linguistics and

ational Contours in the
P.R. Cohen, J. Mor-

{42
ortant in @ Concatenative Te?u-
Discontinuity,” Third

143)
998, Jenolan Caves, Aus-

Amazon/VB Assets
Exhibit 1012
Page 815



790

[44]
[45]
[46]

(47]

[48]
[49]
(50]
[51]
[52]

(53]
(54]

[55]
[56]

(571

[58]
[59]
[60]
[61]

[62]

[63]

Prosod y

Prevost, S. and M. Steedman, “Specifying Intonation from Context for Speech Syn-
thesis,” Speech Communication, 1994, 15, pp. 139-153.

Roach, P., “Conversion between Prosodic Transcription Systems: 'Standard British'
and ToBl,” Speech Communication, 1994, 13, pp. 91-97.

Ross, K. and M. Ostendorf, “Prediction of Abstract Prosodic Labels for Speech
Synthesis,” Computer, Speech and Language, 1996, 10, pp. 155-185.

Ross, K. and M. Ostendorf, “A Dynamical System Model for Generating Funda-
mental Frequency for Speech Synthesis,” /EEE Trans. on Speech and Audio Proc-

essing, 1999, 7(3), pp. 295-309.
Sagisaka, Y., W.N. Campbell, and N. Higuchi, Computing Prosody, 1997,

Springer-Verlag.
Santen, J.V., “Contextual Effects on Vowel Duration,” Speech Communication,

1992, 11(6), pp. 513-546.

Selting, M., Prosodie im Gespréch, 1995, Max Niemeyer Verlag.
Shattuck-Hufnagel, S. and M. Ostendorf, “Stress Shift and Early Pitch Accent
Placement in Lexical Items in American English,” Journal of Phonetics, 1994, 22,
pp- 357-388.

Shen, X.-n.S., The Prosody of Mandarin Chinese, 1990, Berkeley, University of
California Press.

Sheridan, T., Lectures on the Art of Reading, 3rd ed, 1787, London, Dodsley.
Silverman, K., The Structure and Processing of Fundamental Frequency Contours,
Ph.D. Thesis, 1987, University of Cambridge, Cambridge, UK.

Silverman, K., “ToBI: A Standard for Labeling English Prosody,” Int. Conf. on
Spoken Language Processing, 1992, Banff, Canada, pp. 867-870.

Sokal, A.D., “Transgressing the Boundaries: Towards a Transformative Hermeneu-
tics of Quantum Gravity,” Social Text, 1996, 46/47, pp. 217-252.

Sonntag, G., T. Portele, and B. Heuft, “Prosody Generation with a Neural Network:
Weighing the Importance of Input Parameters,” Proc. Int. Conf. on Acoustics,
Speech and Signal Processing, 1997, pp. 930-934.

Steedman, M., “Information Structure and the Syntax-Phonology Interface,” Lin-
guistic Inquiry, 2000.

Stevens, K.N., “Control Parameters for Synthesis by Rule,” Proc. of the ESCA Tu-
torial Day on Speech Synthesis, 1990, pp- 27-37.

Taylor, P.A., “The Tilt Intonation Model,” Proc. Int. Conf. on Spoken Language
Processing, 1998, Sydney, Australia.

van Santen, J., “Assignment of Segmental Duration in Text-to-Speech Synthesis,”
Computer Speech and Language, 1994, 8, pp. 95-128.

van Santen, J., “Segmental Duration and Speech Timing” in Computing Prosody,
Y. Sagisaka, N. Campbell, and N. Higuchi, eds., 1997, New York, Springer, Pp-
225-250.

van Santen, J. and J. Hirschberg, “Segmental Effects of Timing and Height of Pitch

S;zntours’w Proc. of the Int. Conf. on Spoken Language Processing, 1994, pp- 719-

Amazon/VB Assets
Exhibit 1012
Page 816



| Perspective and Further Reading

strica 791

64 yanderslice, R.L., Synthetic Elocution: Considerations in Automatic Orthographic-

to-Phonetic Conversion of English with Special Reference to Prosody, PhD Thesis,
1968, UCLA, Los Angeles.

WAC. Speech Synthesis Markup Requirements for Voice Markup Languages, 2000,
(65) nitp Jwww.w3.0rg/TR/voice-tts-reqs/.

Yoshimura, T., ef al., “Simultaneous Modeling of Spectrum, Pitch and Duration in
188 HMM-Based Speech Synthesis,” ExroSpeech, 1999, Budapest, Hungary, pp. 2347-
2350.

Amazon/VB Assets
Exhibit 1012
Page 817


http://www.w3.org/TR/voice-tts-reqs/
http://www.w3.org/TR/voice-tts-reqs/

Amazon/VB Assets
Exhibit 1012
Page 818



Speech Synthesis

tem is the com ﬂe speec.h synthesis _rrmdule of a TTS Sy§-
omponents & P onim thfit gcnerat.es‘the w‘aveform. Th.e input of Lradmona! speech synthe§ls
Clude the o P Onetic transcription with its assoaateq prosody. The input can also in-
Spe ginal texf with tags, as this may help in producing higher-quality speech. .
Speech Peech S}’nthesxs can be classified into three types according to the model lfsed in the
of Speecgh "e’aUOD: Articulatory synthesis, described in Section l§.2.4, uses a physical model
Thesis yse Production that includes all the articulators descn'k.)ed in Chapter 2. F?mmnt syn-
frequenc.s f‘ _SO_UrCe-ﬁlter model, where the filter is characterized by 5'10w]y varying formant
COncare 5; it is the subject of Section 16.2. Concatenative synthesis generates speech by
COncatenat.' "8 speech segments and is described in Section 16.3. T_‘o allow more ﬂex@hty in
fons | 6"""“"‘- Synthesis, a number of prosody modification techniques are dcs;n_bed in Sef:'
Section i‘;,z:;nd 16.5. Finally, a guide to evaluating speech synthesis systems is included in

793

Amazon/VB Assets
Exhibit 1012
Page 819



794 Speech Synthesis

Speech synthesis can also be classified according to the degref: of manual intervention
in the system design into synthesis by rule and data-dn’ven.symhesrs. In the formef, a set of
manually derived rules is used to drive a synthesizer, and in the lattcr.lhe synthesizer’s pa-
rameters are obtained automatically from real speech data. Concatenative systems are, thus,
data driven. Formant synthesizers have traditionally used synthesis by rule, since the evolu-

- tion of formants in a formant synthesizer has been done with hand-derived rules. Nonethe-
less, formant transitions can also be trained from data, as we show in Section 16.2.3.

e —

< 4 Limited-domain Concatenative

2D concatenation {No wave mod.)
2 =5 speech —
E Concatenative
o (wave mod.)
w2
]
m

§ Rule-based

low Percentage of sentences high

with maximum quality

Figure 16.1 Quality and task-independence in speech synthesis approaches.

16.1. ATTRIBUTES OF SPEECH SYNTHESIS

The most important attribute of a speech synthesis system is the quality of its output speech.
It is often the case that a single system can sound beautiful on one sentence and terrible on
the next. For that reason we need to consider the quality of the best sentences and the per-
centage of sentences for which such quality is achieved. This tradeoff is illustrated in Figure
16.1, where we compare four different families of speech generation approaches:

e Limited-domain waveform concatenation. For a given limited domain, this
approach can generate very high quality speech with only a small number of
recorded segments. Such an approach, used in most interactive voice re-
sponse systems, cannot synthesize arbitrary text. Many concept-to-speech
systems, described in Chapter 17, use this approach.

o Concatenative synthesis with no waveform modification. Unlike the previous
approach, these systems can synthesize speech from arbitrary text. They can
achieve good quality on a large set of sentences, but the quality can be me-
diocre for many other sentences where poor concatenations take place.
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795
Vv 2 j
° Concatem'ztt. g S‘ystelns ;.w,;, waveform —
more flexibility in selecting th cation. Thege Systems have

€ speech segy
waveforms can be modified to allow f gments to concatenate because the

W for a better

. i prosod %
that the number of sentences with mediocre quality is loiv?a:ﬁh' This means
T than in the case

where no prosody modification is allowed, o

. < - On th .

ral with t&‘.ynth.etlc prosody can hurt the overal| qi:]‘i}:er ? and, Te.p lacing natu-
ody modification process also degrades the overal] qqui[; ——

o Rule-based systems. Such systems tend 10 sound upj
sentences, albeit with quality lower than the beg
tems above.

n, the pros-

formly across different
quality obtained in the Sys-

Best-quality and quality variability are possibly two of the most ;

_ St important attr
aspeech symhe.sm systerp, but.not the only ones, Measuring quality, c:)ifﬁcult ton:: tie::i
objective way, is the main subject of Section 16.6. Other attributes of a speech synthesis
system include:

¢ Delay. The time it takes for the synthesizer to start speaking is important for
interactive applications and should be less than 200 ms. This delay is com-
posed of the algorithmic delays of the front end and of the speech synthesis
module, as well as the computation involved.

o Memory resources. Rule-based synthesizers require, on the average, less than
200 KB, so they are a widely used option whenever memory is at a premium.
However, required RAM can be an issue for concatenative systems, some of
which may require over 100 MB of storage.

¢ CPU resources. With current CPUs, processing time is typically not an issue,
unless many channels need to run in the same CPU. Nonetheless, some con-
catenative synthesizers may require a large amount of computation when
searching for the optimal sequence.

* Variable speed. Some applications may require th A SNt

to generate variable speed, particularly fast speech. This is .WIdely used by

blind people who need TTS systems to obtain their information a.nd can az:
cept fast speech because of the increased throughput. Fast specch 1s a(lf(f) ufhe

ful when skimming material. Concatenative systems that do not mo 1b§r N

waveform cannot achieve variable speed control, unless a large num

Segments are recorded at different speeds.

Pitch control. Some spoken language systems requir

have 3 specific pitch, This is the case if you want' to gene

Again, concatenative systems that do not modify the ;’Z

this, unless a large number of speech segments are recoree

e speech synthesis module

the output speech o
rate voice for a song.
veform cannot do
at different pitch-
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796 Speech Synthesis

e Voice characteristics. Other spoken language systems require specific voices,
such as that of a robot, that cannot be recorded naturally, or some, such as
monotones, that are tedious to record. Since rule-based systems are so flexi-
ble, they are able to do many such modifications.

The approaches described in this chapter assume as input a phonetic string, durations,
a pitch contour, and possibly volume. Pauses are signaled by the default phoneme SIL with
its corresponding duration. If the parsed text is available, it is possible to do even better in a
concatenative system by conducting a matching with all the available information.

16.2. FORMANT SPEECH SYNTHESIS

As discussed in Chapter 6, we can synthesize a stationary vowel by passing a glottal peri-
odic waveform through a filter with the formant frequencies of the vocal tract. For the case
of unvoiced speech we can use white random noise as the source instead. In practice, speech
signals are not stationary, and we thus need to change the pitch of the glottal source and the
formant frequencies over time. The so-called synthesis-by-rule refers to a set of rules on how
to modify the pitch, formant frequencies, and other parameters from one sound to another
while maintaining the continuity present in physical systems like the human production sys-
tem. Such a system is described in the block diagram of Figure 16.2.

In Section 16.2.1 we describe the second block of Figure 16.2, the formant synthesizer
that generates a waveform from a set of parameters. In Section 16.2.2 we describe the first
block of Figure 16.2, the set of rules that can generate such parameters. This approach was
the one followed by Dennis Klatt and his colleagues [4, 30]. A data-driven approach to this
first block is studied in Section 16.2.3. Finally, articulatory synthesis is the topic of Section
16.2.4.

Pitch
Phonemes —p| Rule-based —  contour —®|  Formant > ,V\Af\,v\
+ prosodic tags system L3 Formant —p| Synthesizer

tracks

Figure 16.2 Block diagram of a synthesis-by-rule system. Pitch and formants are listed as the
only parameters of the synthesizer for convenience. In practice, such system has about 40 pa-
rameters.
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