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petitive. It would be nice to design the error messages with different prompts according to 
recognition confidence measures and the dialog context. 

Most current telephony systems do not have much intelligent dialog management be­
yond a simple state-based dialog model. Advanced dialog management as discussed in 
Chapter 17 is critical for error repairs, anaphora resolution, and context management. There 
are a number of institutions pursuing advanced telephony spoken language interfaces. You 
can find some of these excellent programs at Carnegie Mellon University

9 
and Massachu­

setts Institute of Technology. 10 

18.2.3. Dictation 

Dictation is attractive to many people, since speaking is generally faster than typing, espe­
cially in East Asian languages such as Chinese. There are a number of general-purpose dic­
tation software products such as IBM's ViaVoice·

10
, Dragon's NaturallySpeaking·\ 

Lemout&Hauspie's Voice Xpress'"', as well as the dictation capability built into Microsoft 
Office 200 I. There are also vertical markets for dictation applications. Radiologists and 
lawyers are two examples of such niche markets. They are generally pressed for time. Radi­
ologists are often hands- and eyes-busy when at work. Lawyers' work is often language in­
tensive and they need to write long documents and reports. Both radiologists and lawyers 
have been using dictation devices, and they have a strong need to have customized language 
models for their specialized vocabulary. In fact, because of the constraints of the language 
they use, the perplexity is often much smaller than in the general business articles, leading to 
improved performance for both the medical and legal segments. 

In dictation applications, it is important to convert speech into the text you would like 
to see in its written form. This implies that punctuation should be added automatically, dates 
and times should be converted into the form that is conventionally used, and appropriate 
capitalization and homonym disambiguation should all be seamless to users. Dictation is 
typically associated with word processing applications, which provide for a nice separation 
of input modes based upon the division of the primary task into subactivities: 

• Text entry 

• Command execution, such as cross-out to delete the previous word, or 
capitalize-that 

• Direct manipulation activities such as cursor positioning and text selection 

It is likely that separate single input modes for each activity can increase efficiency. In 
a study conducted by Morrison et al. (28], subjects switched modality from speech input to 
typed input while issuing text-editing commands and found the switch of modality disrup­
tive. Karat et al. ( 19] compared the state-of-the-art dictation product with keyboard input. 

• http://www.speech.cs.cmu.edu/speech/ 
10 

http://www.sls.lcs.mit.edu/sls/ 
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They reported that several of the initial-use subjects commented that keybo d 
. ar entry seemed 

n/1,ch more natural. This reflects the degree to which some people have becom . d . e use to us-
ing keyboards and the fact that speech recognition still makes too many mistakes E . . . . xpen-
enced users can enter tra~scnpt1011 text at an aver~ge rate of I 07 uncorrected words per 
minute. However, corr~ct1on took them ov:r three times as long as entry time on average, 
leading to an average mput rate nearly tw~~e as slo_w as keyboard (including correction). 
Thus, unless the accuracy of speech recogmt1on and its error correction can be significantly 
improved for the mass market, text entry is best performed by keyboard. 

The mouse is generally accepted as being well suited to direct manipulation activities. 
further, based on human-factors studies, full typed input of commands, single keyboard 
presses. and accelerator keys is not as efficient as speech-activated commands [26, 33]. Th~ 
case for the utility of speech input in word-processing applications relies upon its superiority 
over the mouse with respect to the activation of commands. Word-processing and text-entry 
applications are also naturally hands-husy, eyes-busy applications. It is inconvenient and 
time consuming for the user to have to interrupt the typing of text or to move his/her eyes 
from the work in order to execute word-processing commands. This is not necessary with 
speech activation of commands. 

To improve dictation throughput, you should make it as easy as possible for users to 
correct mistakes. As illustrated in Figure 18.3, you can provide easy access to the Correction 
Window so the user can correct mistakes that the recognizer made. Thus the quality of n-best 
or word-lattice decoding discussed in Chapter 13 is critical. We use examples drawn from 
Microsoft Dictation 11 to illustrate these concepts. 

You should also allow the user to train the system so it can adapt to different accent 
and environment conditions. A typical training wizard, illustrated in Figure 18.4, asks users 
to read a number of sentences. It is important to use a confidence measure, as discussed in 
Chapter 9, to filter out unwanted training data so that you can eliminate possible divergences 
of training the acoustic model. In Figure 18.4, the user is prompted with the sentence shown 
in the window. As the user reads the sentence, the black progress bar covers the correspond­
ing word. If the user misreads the word, the progress bar typically slays where it is. 

Another practical problem for most dictation products is that they have about 60,000 
to 100,000 words in the vocabulary, which contains all the inflected forms, so work and 
works are considered as two different words. As the vocabulary is limited (for detailed dis­
cussion on vocabulary selection, see Chapter l 1), you should provide a capability to dy­
namically add new words to the system. This capability is illustrated in Figure 18.5. You can 
listen to the new word you added to see if the computer guessed the pronunciation of the 
word correctly or not. If you want to pronounce the word differently, you can either type in 
the words that sound the way you want it to or type in the phonetic sequence. 

11 
Microsoft Dictation was developed by the authors at Microsoft Research, and was included for free in the 

SDK4.0. 
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Figure 18.3 Correction window in Microsoft Dictation. By clicking the dictated word, the al­
ternative words are listed in the correction window. If the dictated word is wrong, you can 
click the word in the correction window to easily replace the misrecognized word. Reprinted 
with pennission from Microsoft Corporation. · 
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Figure 18.4 Training wizard in Microsoft Dictation. Reprinted with permission from Micro­
soft Corporation. 
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Figure 18.5 New word addition in Microsoft Dictation. Reprinted with pennission from Mi­
crosoft Corporation. 
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Approximately I 0-15 percent of the population has an impainnent that affects their ability 
to use computers efficiently. Accessibility is about designing applications that everyone can 
use. The GUI actually makes accessibility a more critical issue. People with disabilities face· 
more usability issues than those without. There are a number of Web sites dedicated to ac­
cessibility. 12 

People who cannot effectively use a keyboard or a mouse can use speech commands to 
control the computer and use the dictation software to input text. For example, Dragon's 
dictation software lets you control everything by voice, making it extremely useful for peo­
ple with repetitive stress injury (RSI). A screen reader is a program that uses TTS to help 
people who have reading problems or are vision impaired. Windows ' 2000 includes one 
such screen reader, called Narrator, which reads what is displayed on the screen: the con­
tents of the active window, menu options, and text that the user types. Users can customize 
the way these screen elements are read. They can also configure Narrator to make the ~ouse 
pointer follow the active item on the screen and can adjust the speed, volume, and pitch of 
the narrator voice. 

I' 
• http://www.el.net/CAT/index.html (The Center for Accessible Technology). 
http://www.lighthouse.org/print leg.him (Lighthouse International). 
http://www.w3c.org/wai (World-Wide Web Consortium's Accessibility Page). 
http://www.microsoft.com/enable (Microsoft Accessibility Home Page). 
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18.2.5. Handheld Devices 

For handheld devices such as smart phones or Personal Digital Assistants (PDA), speech, 
pen, and display can be used effectively to improve usability. The small form-factor implies 
that most of the functions have to be hidden. Speech is particularly suitable to access infor­
mation that can't be seen on the display. Current input methods are generally pen- or soft 
keyboard-based. They are slower than dictation-based text input. For form filling, speech is 
also particularly suitable to combine multiple parameters in a single phrase. The increasing 
popularity of cell phones is likely to be tbe major thrust for using handheld devices to access 
information. · 

Potential usability problems of handbeld devices are the lack of privacy and the prob­
lem of environmental noise. It is hard to imagine that we can have I 00 people in a confer­
ence room talking to their handheld devices simultaneously. Since these devices are also 
often used in a noisy environment, you need to have a very robust speech recognition system 
to deal with signals around 15 dB. In Section 18.5 we illustrate the process of designing and 
developing an effective speech interface and application for a handheld device. 

18.2.6. Automobile Applications 

People already use cell phones extensively when driving. Safety is an important issue when­
ever a driver takes his/her eyes off the road or his/her hands off the steering wheel. In many 
countries it is illegal to use a cellular phone while driving. Speech-based interaction is par­
ticularly suitable for this eyes-busy and hands-busy environment. However, it is a challenge 
to use speech recognition in the car due to the relative high noise environment. Environment 
robustness algorithms, discussed in Chapter 10, are necessary to make automobile applica­
tions compelling. 

Figure 18.6 Clarion in-dash AutoPC. 

One such system is Clarion's AutoPC, shown in Figure 18.6. It enables drivers to ac­
cess information by speech while driving. You can tell your car what to do by speech. 
AutoPC has a vocabulary of more than · 1200 words. It understands commands to change 
radi_o st~tions,_ provide tum-by-tum directions based on its Global Positioning System (GPS) 
navigat10~ umt, or read e-mail subject lines using TTS. Running on Microsoft's Windows 
CE operati~g s~stem, AutoPC's control module fits in a single dashboard slot, with the com­
puter and s1x-d1sc CD changer stored in the trunk. 
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1s.2.1. Speaker Recognition 

The HMM-based speech recognition algorithms discussed in earlier chapters can b ct· . . , e mo ,_ 
tied for speaker recogmt1on, whe:e_ a s~eaker model is neeJ~d for each speaker to be recog-
nized. The term speaker recognition 1s an umbrella that includes speaker identification 
speaker detection, and speaker verification. Speaker identification consists in deciding wh~ 
the person is, what group the person is a member of, or that the person is unknown. Speaker 
detection consists in detecting if there is a speaker change. This is often needed in speech 
recognition, as a better speaker model can be used for improved accuracy. Speaker verifica­
tion consists in verifying a person's claimed identify from his/her voice, which is also called 
speaker authentication, talker verification, or voice authentication. 

In text-dependent approaches, the system knows the phrase, which can be either fixed 
or prompted to the user. The speaker speaks the required phrase to be identified or verified. 
The speaker typically has to enroll in the system by presenting a small number of speech 
samples to build the corresponding speaker model. Since the amount of training data is 
small, the parameter tying techniques discussed in Chapter 9 are very important. 

Speaker recognition is a performance biometric, i.e., you perform a task to be recog­
nized. It can be made fairly robust against noise and channel variations, ordinary human 
changes, and mimicry of humans and tape recorders. Campbell [3] and Furui [9] provided 
two excellent tutorial papers on recent advances in speaker recognition. 

In general, accuracy is much higher for speaker recognition than for speech recogni­
tion. The best speaker recognition systems typically use the same algorithms, such as the 
ways to deal with environment noises and hidden Markov modeling, found in speech recog­
nition systems. Applicable speaker recognition services include voice dialing, banking over 
a telephone network, telephone shopping, database access services, infom1ation and reserva­
tion services, forensic application, and voice login. There are a number of commercial 

speaker verification systems, including Apple's voice login for its iMac' and Sprint's Voice 
FONCARD~. 

18.3. SPEECH INTERFACE DESIGN 

No single unified interaction theory has emerged so far to guide user interface design. Study 
of the interaction has been largely associated with developing practical applications, having 
its roots in human factors and user studies. Practitioners have postulated general principles 
that we discuss in this section. 

18.3.1. General Principles 

There are a number of books on graphical user interface (GUI) design [10, 11 , 17, 29, 411· 
Usability research also generated a large body of data that is useful to Ul designers. The 
Human Factors and Ergonomic Society (HFES) is developing tile HFES-200 standard-
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Ergonomics of Software User Jnte,face, which has many insightful implications for interface 
design. The most important criteria, in order of importance, are: 

• Effectiveness or usefulness 

• Efficiency or usability 

• User satisfaction or desirability 

These three general points mean that, first and foremost, a user interface must work, so 
the user can get the job done. After that, it is important that the user interface accomplishes 
its task as productively as possible. Last, but not least, the user interface can be further im­
proved by focusing on user satisfaction as measured by means of questionnaires and user 
feedback. 

The major difference between GUI and spoken language interface is that speech rec­
ognition or understanding can never be perfect. Imagine you are designing for a GUI and 
your input method is a keyboard and a mouse where the error rate is about 5% for the key or 
mouse presses. These 5% errors make it much more difficult to have an effective user inter­
face. In GUI applications, when you mistype or misclick, you regard these errors as your 
own mistakes. In spoken language applications, all the misrecognition errors are regarded as 
system errors. This psychological effort is a very important factor in the UI design. Thus it is 
not stretching to say that most of the design work for spoken language applications should 
be on bow to effectively manage what to do when something goes wrong. This should be the 
most important design principle to remember. 

We also want to stress the importance of iteratively testing the UI design. In practice, 
users, their tasks, and the work environment are often too varied to be able to have a good 
design without going through a detailed and thorough test program, especially for new areas 
like spoken language applications. 

18.3.1.1. Human Limitations 

Applications make constant demands on human capabilities. When we design the user inter­
face, we must understand that humans have cognitive, auditory, visual, tactile, and motor 
limits. As a general principle, we should make the user interface easy to use, and not over­
load any of these limits. 

For example, if the font is too small, the speech volume is too low, or the application 
requires people to constantly switch between a mouse and a keyboard, we have a poor inter­
face, leading to lowered productivity. People have trouble remembering long complex mes­
sages spoken to them in a continuous fashion. If these messages are delivered with 
synthesized speech, the problem is worsened, because of the greater attention required to 
understand the synthesized speech. Effective user interface design requires a balance of easy 
access to information and an awareness of human limitations in processing this information. 
In general, people tend to handle well 7 ( + or - 2), pieces of information at a time. 
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8 3 1 2 User Accommodation 1 .... 

The interfac~ and application should accommodate users as much as possible. This means 

that the design needs to match the way users want to do their work not th th . , e o er way 
around. People always have, or qmckly create, a mental model of how the interface 

O 
t 

d 
. pera es. 

You need to design an commumcate a conceptual model that works well with the users' 
mental model. Their mental model should match the actual interface and the task which · 
very important for the designer to consider consciously. ' is 

To accommodate users' needs, you must ask whether the interface you are designing 
helps people get their work done efficiently. Will it be easy to learn and use? Will it have an 
attractive and appropriate design? Will the interface fit individual tasks with a suitable mo­
dality? Will the interface allow the user to perceive that they are in control? Will the inter­
face be flexible enough to allow the user to adjust the design for custom use? Does the 
interface have an appropriate tempo? Notice that speech is temporal. Does the interface con­
tain sufficient user support if the user needs or requests it? Does the interface respond to the 
use in a timely fashion? Does the interface provide appropriate feedback to the user about 
the results of the actions and application status? 

18.3.1.3. Modes of Interaction 

The interface is unimodal if only one mode is used as both input and output modality. By 
contrast, multimodal systems use additional modalities in exchanging information with their 
users. When we interact with each other, we often rely on multimodal interaction, which is 
nonnal for us. 

When speech is combined with other modalities of information presentation and ex­
change, it is generally more effective than a unimodal interface, especially for dealing with 
errors from speech recognition and understanding. 

As an input modality, speech is generally not as precise as mouse or pen to perfonn 
position-related operations. Speech interaction can also be adversely affected by the ambient 
noise. When privacy is of concern, speech is also disadvantageous, since others can overhear 
the conversation. Despite these disadvantages, speech communication is not only natural but 
also provides a powerful complementary modality to enhance the existing keyboard- and 
mouse-based graphical user interface. As an input-output modality, speech has a number of 
unique characteristics in comparison with the traditional modalities: 

• Speech does not require any screen real estate in the interface. For ubiquitous 
computing, this is particularly suitable for devices that are as small as our 
watches. 

• Speech can be used at a distance, ·which makes it ideal for hands-busy and 
eyes-busy situations such as driving. 
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• Speech is expressive and very suitable to bring infonnation_ that is hidden _to 
the forefront. This is particularly suitable in the GUI environment or with 
handheld devices as the monitor space is always limited. 

• Speech is omnidirectional and can communicate infonnati~n to multiple us­
ers easily. However, this also has implications relating to privacy. 

• Speech is temporal and sequential. Once uttered, auditory information is no 
longer available. This can place extra memory burden on the user and se­
verely limit the ability to scan, review, and cross-reference infonnation. 

• For social interfaces, speech plays a very important role. For example, if we 
need to pose a question, make a remark, and delegate a task, there is no more 
natural way than speech itself. 

Because of these unique features, we need to leverage the strengths and overcome the 
technology limitations that are associated with the speech modality. The conventional GUI 
relies on the visual display of objects of interest, the selection by pointing, and continuous 
feedback. Direct manipulation is generally inadequate for supporting fundamental transac­
tions in applications such as word processing and database queries, as there are only limited 
means to identify objects, not to mention that ambiguity in the meanings of icons and limita­
tions in screen display space further complicate the usability of the interface. 

Generally, multimodality can dramatically enhance the usability of speech, because 
GUI and speech have complementary strengths and weaknesses. The strengths of one can be 
used to offset the weaknesses of others. For example, pen and speech can be complementary 
and they can be used very effectively for handheld devices. You can use Tap and Talk as 
discussed in Section 18.4 to activate microphone and select appropriate context for speech 
recognition. The respective strengths and weaknesses are summarized in Table 18.2. The 
advantage of pen is typically the weakness of speech and vice versa. This implies that user 
interface performance and acceptance could increase by combining both. Thus, visible, lim­
ited, and simple actions can be enhanced by nonvisible, unlimited, and complex actions. The 
multimodal interface is particularly suitable to people for completing contrastive functions 
or when task attributes are perceived as separable. For example, speech and pen can be used 
in different ways to designate a shift in context or functionality. Although most people may 
not prefer to use speech and pen simultaneously, they like to use speech to enter data and 
pen for corrections. Other contrastive tasks may include data versus commands and digits 
versus text. When inputs are perceived as integral, unimodal interfaces are efficient and 
work best. 

Table 18.2 Complementary strengths of pen and speech for multimodal user interface. 

Pen Speech 
Direct manipulation, requires hands and eyes Hands/eyes-free manipulation 
Good at performing simple actions Good at performing complex actions 
Visual feedback Visual and location independent references 
No reference ambiguity on the display Multiple ways to refer to objects 
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18,3. t.4. Technology Considerations 

Speech recognition applications can be divided into many classes, as illustrated in p · 
· h h I d I · I · tgure JS.7. The easiest category ts t e system t at_ca~ on y ea wit .1 isolated speech with limited 

vocabulary for a command-and-control application, where typically a context-free gramma 
is used to constrain the search space, resulting in a limited number of ways users can issue: 
coinmand. The hardest is the one that can support channel- and speaker-independent con­
tinuous speech recognition with both dictation and robust application-specific understanding 
capability. This is also the one that can really add value to a wide range of speech applica­
tions. In Figure 18.7, a command-and-control application implies application-specific re­
strictive understanding capability-typically with less than I 000-word vocabulary and with 
a tower perplexity context-free grammar. A dictation application implies general-purpose 
dictation capability-typically with more than 60,000 words in the lexicon and a stochastic 
n-gram language model. A dictation and SLU application implies both general-purpose dic­
tation and less restrictive application-specific spoken language understanding capability­
typically with 60,000 words in the lexicon with both n-gram and semantic grammar lan­
guage models for both recognition and understanding. 

Although a number of parameters can be used to characterize the capability of speech 
recognition systems, user-centered design often dictates that you need to use the most chal­
lenging technology solutions. The speaking style (from isolated speech to continuous 
speech) can dramatically change the perfonuance of a speech recognition system. Natural, 
spontaneous, continuous speech remains the most difficult to recognize; but it is more user 
friendly. Small vocabulary (less than 50 words) is generally more accurate than large vo­
cabulary (greater than 20,000 words); but the small vocabulary limits the options the user 
has on the task. The lower-perplexity language model generally has a great recognition ac­
curacy; but it imposes a considerable constraint on how the user can issue a command. Most 
systems may work in the high-SNR (>30 dB) environment; but it is desirable that the system 
should still work when the SNR is below IO dB. 

Command & Dictation only Dictation & 
SLU 

Figure 18.7 Illustrative degrees of difficulty for different classes of speech recognition (gray 
level from easy to hard). 
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Associated with the input modality is the speech output modality for many speech ap­
plications. Speech as an output medium taxes user memory and may even cause loss of con­
text and distraction from the task if it is too verbose. Most of the text-to-speech systems 
have a problem generating a prosody pattem that is dynamic and accurate enough to convey 
the underlying semantic message. Recorded speech still has the best quality; but it is gener­
ally inflexible in comparison to TIS. There are many ways to provide additional informa­
tion to the TIS so that the final synthesized quality can be improved dramatically. Examples 
include the use of recorded speech for constant messages, transplanted prosody, and con­
cept-to-speech synthesis as discussed in Chapters l 6 and 17. 

Improved quality and ease of use often need expensive authoring. This is true for 
speech recognition, synthesis, and understanding. For example, to support channel inde­
pendence, you need not only additional channel normalization algorithms to deal with both 
additive and convolutional noises but also realistic training data to estimate model parame­
ters. To support robust understanding, you need to author semantic grammars that have 
broad coverage. This often requires tedious authoring and labor-intensive data collection and 
annotation to augment the grammar. Ultimately, you need a modular and reusable system 
that can warrant the development costs. To make effective use of dialog and error-repair 
strategies, you need to adopt tools for preventing dialog design problems during the early 
stages, ones that guide the choice of words in dialog and feedback and ensure usability and 
correctness in the context, etc. In addition, as discussed in Chapter 17, whether you have a 
system-initiative dialog, user-initiative dialog, or mixed-initiative dialog will have signifi­
cant ramifications on the authoring cost. 

A spoken language application requires certain hardware and software on the user's 
computer in order to run. 13 Most new sound cards work well for speech recognition and text­
to-speech, including Sound Blaster™. Some old sound cards are only half duplex (as op­
posed to full duplex). If a sound card is half duplex, it cannot record and play audio at the 
same time. Thus it cannot be used for barge-in and echo cancellation. The user can choose 
among different kinds of microphones: a close-talk headset microphone that is held close to 
the mouth, a medium-distance microphone, or a microphone array device that rests on the 
computer 30 to 60 centimeters away from the speaker. A headset microphone is often 
needed for noisy environments, although microphone array or blind separation techniques 
have the potential to close the gap in the future (see Chapter 10). Most speech products also 
need to calibrate the microphone gain by speaking one or two utterances, as illustrated in 
Fi_gure 18:8. _It adjust~ the gai? of the amplifier to make sure there is an appropriate gain 
without chppmg the signal. This can be done in the background without distracting the user. 

13 
Spe~c~ recognition engines currently on the market typically require a Pentium 200 or faster processor. Speech 

recogmt1on for command and control consumes I to 4 MB RAM and d" t 1· · dd" · I 16 3" MB . , 1c a 10n requires an a ,uona - ,,_ . 
Text-to-speech engmes use about 1-3 MB, but high-quality TIS can require more than 54 MB. 
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937 

Figure 18.8 Microphone setup wizard used in Microsoft Speech SDK 4.0. Reprinted with 
permission from Microsoft Corporation. 

18.3.2. Handling Errors 

Speech recognition and understanding can never be perfect. Current spoken language proc­
essing work is very much a matter of minimizing errors. Together with the underlying 
speech-engine technologies, the role of the interface is to help reduce the errors or minimize 
their severity and consequences. As discussed in earlier chapters, there are errors associated 
with word deletion, word insertion, and word substitution. The recognizer may be unable to 
reject noises and classify them as regular words. The speaker may also have new words that 
are not in the lexicon, or may have less clear articulation due to accent, stress, sickness, and 
excitement. 

To repair errors in the system, we need to take each individual application into consid­
eration, since the strategy is often application-dependent. To have a compelling application, 
we must design the application with both the limitation of the engine and the interaction of 
the engine and Ul in mind. For example, multimodal applications are generally more com­
pelling and useful than speech-only solutions as far as error handling is concerned. A multi­
modal application can overcome many limitations of today's SLU technologies, but it may 
be inappropriate for hands-busy or eyes-busy scenarios. 
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18.3.2.1. Error Detection and Correction 

We need to detect errors before we can repair them. This is a particularly difficult problem 
that often requires high-level context and discourse infomiation to decipher whether there 
are errors. We can certainly use confidence measures, as discussed in Chapter 9, to detect 
potential errors, although confidence measures alone are not particularly reliable. 

There are many ways to correct the errors. The choice of which one to use depends on 
the types of the applications you are developing. We want to emphasize that correction 
based on another modality is often desirable, since it is unusual that two independent mo­
dalities make the same mistake. For example, speech recognition errors are often different 
from handwriting recognition errors. In addition to the complementary nature of these dif­
ferent errors, we can also leverage other modalities for improved error-correction efficacy. 
For example, a pen is particularly suitable for pointing, and we can use that to locate mis­
recognized words. A camera can be used to track whether the speaker is speaking in order to 
eliminate background noise generated from other sound sources. 

Let's consider a concrete example. If you have a handheld device, you may be able to 
see the errors and respeak the desired commands or use a different modality such as pen to 
help task completion. When you want to create an email using speech, and a dictation error 
occurs, you can click the misrecognized word or phrases to display a list of n-best alterna­
tives. You can select the correct word or phrase from the n-best list with the pen. Alterna­
tively, you can respeak the highlighted word or phrase. Since the correct answer should not 
be the previous misrecognized word or phrase, you can exclude them in the second trial. If it 
is an isolated word in the correction stage, you can also use the correct silence context 
triphone models for the word boundary as the correct acoustic model. You can also use the 
correct n-gram language model from the left context with the assumption that the left words 
are all correct. With these correct acoustic and language models, it is expected that the sec­
ond trial would have a b~tter chance to get the right answer. 

If you have telephony-based applications, you can count on keywords such as no, I 
meant to identify possible recognition or understanding errors. When errors occur, you 
should provide specific error-handling messages so that the user knows what response the 
system wants. An adequate error message should tell the user what is wrong, how to correct 
it, and ·,•.,hen; ~o get help if needed. Let's consider an example of the following directory 
assistant application: 

Computer: Please speak the name 

User: Mike 

Computer: Please speak the name 

User: Mike 
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Clearly, the user does not know what responses the computer wants. An improved dia­

log can be: 

Computer: Please speak the first and last name 

User: Mike Miller 

Computer: Which division is Mike Miller working? 

User: Research group 

You can use alternative guesses intelligently for telephony applications, too. For ex­
ample, if the user says "Mike Miller" and the computer is unsure of what was said, it can 
prompt the user to repeat with a constrained grammar. In the example above, if the computer 
is unsure whether the user said Mike or Mark, it may want to respond with "Did you say 
Mike Miller or Mark Miller?" before it proceeds to clarify which division Miller is working 

in. 
When an error is detected, the system should be adapted to learn from the error. The 

best error-repair strategy is to use an adaptive acoustic and language model so that the sys­
tem can learn from the errors and not repeat the same mistake again. This is why adaptive 
acoustic and language modeling, as discussed in Chapters 9 and 11, is critical for real accep­
tance of speech applications. When an error occurs and the computer understands the error 
via user correction, you can use the corrected words or phrases to adapt related components 
in the system. 

18.3.2.2. Feedback and Confirmation 

Users need feedback from the system so that they understand the status of the interaction. 
When a command is issued, the user expects the system to acknowledge that the command 
is heard. It is also important to tell the users if the system is busy so that they know when to 
wait. Otherwise, the users may interpret the lack of response or feedback as errors of recog­
nition or understanding. 

If the user has requested that an action be taken, the best response is to carry out the 
action as requested, but if the action cannot be carried out, the user must be notified. Some­
times, the user may need this feedback to know whether it is her tum to speak again. 1f the 
interface is multimodal. you can use visual feedback to indicate the status of the interaction. 
For example, in Microsoft's MiPad research prototype, when the microphone is activated 
with a pen pointing to a specific field, the microphone levels are indicated in the feedback 
rectangle in strip-chart fashion as shown in Figure I 8.9 for the corresponding field. Initially 
this wipes from left to right, but when the right edge is reached, the contents scroll to the left 
as each new sample is added. The height of each sample indicates the audio level; there is 
some indication given for the redline level for a possible saturation. It also shows the total 
number of frames as well as the number of remaining frames to be processed. Then, as the 
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Figure 18.9 MiPad's dynamic volume meter. Reprinted with permission from Microsoft Cor­
poration. 

recognizer processes, the black bar wipes from left to right to indicate its progress. When the 
recognizer completes (or is canceled by the user), the dynamic volume meter is removed. 
The volume meter feedback described addresses a number of issues that are critical to most 
users: if the computer is listening or not; if the volume is too high or not, and when the com­
puter finishes processing the speech data. 

If the interface has no visual component, you can use auditory cues or speech feed­
back. If there is more than a 3-second delay after the user issues a command and the system 
responds, an auditory icon during the delay, such as music, may be used. A delay of less 
than 2-3 seconds is acceptable without using any feedback. 

Since there are errors in spoken language systems, you may have to use confinnation 
questions to assure that the computer heard the correct message. You can associate risks 
with different commands, so you can have a different level of strategy for confinnation. For 
example, format disk should have a higher threshold or may not be allowed by voice at all. 
You can have an explicit confirmation before executing the command. You can also have 
implicit confirmation based on the level of the risks in the corresponding confidence scores 
from the recognizer. For example, if the user's response has more than one possible meaning 
(X and Y) or the computer is not confident about the recognized result (X or Y), the com­
puter could ask, "Do you want to do X or Y?" You want to be specific about what the system 
needs. A prompt like "Do you mean X or Y?" is always better than Please repeat. You have 
to balance the cost of making an error with the extra time and annoyance in requiring the 
user to confirm a number of statements. 

In a telephony-based application, you need to tell the users specifically that they are 
talking to a computer, not a real person. When AT&T used a long greeting for its telephone 
customer service, their prompts were as follows: 

"AT&T Automated Customer Service. This service listens to your speech and sends 
your call to the appropriate operator. How may I help you?" -

The longer version resulted in shorter utterances from the people calling in. The short 
automated version did not help shorten the utterances, because people did not seem to catch 
the automated connotation. 

You can also design the prompt in such a way that you can constrain how people re­
spond or use their words. Let's consider an example of the following directory assistant ap­
plication: 

Computer: Welcome to Directory Assistant. We look forward to serving you. 
How can I help you? 

User: I am interested in knowing if you can tell me the office number of Mr. 
Derek Smith? 
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To have the user follow the lead of the computer, an improved dialog can be: 

Computer: Welcome to Directory Assistant. Please say the full name of the per­

son. 

User: Derek Smith 

When the system expects the user to respond with both the fi~st name ~nd last nan:ie, 

h Id still design the grammar so that the system can recogmze a partial name with 
you s ou d l f b" · 
I P

robabilities. This makes the system far more robust-a goo examp e o com mmg ower . f: . 
engine technology and interface seamlessly for improved user sahs action. 

18.3.3. Other Considerations 

When speech is used as a modality, you should remember the following general principles: 

18.3.3.1. Don't Use Speech as an Add-On Feature 

It's poor design to just bolt speech recognition onto an application that is designed for a 
mouse and keyboard. Such applications get little benefit from speech recognition. Speech 
recognition is not a replacement for the keyboard and mouse, but in some circumstances it is 
a better input device than both. Speech recognition makes a terrible pointing device, just as 
the mouse makes a terrible text entry device, or the keyboard is bad for drawing. When 
speech recognition systems were first bolted onto the PC, it was thought that speaking menu 
names would be really useful. As it turns out, very few users use speech recognition to ac­
cess a window menu. 

18.3.3.2. Give Users Options 

Every feature in an application should be accessible from all input devices: keyboard, 
mouse, and speech recognition. Users naturally use whichever input mechanism provides 
them the quickest or easiest access to the feature. The ideal input device for a given feature 
may vary from user to user. 

18.3.3.3. Respect Technology Limitations 

There ~re a nu~ber of examples of poor use of speech recognition. Having a user spell out 
wor~ is a bad idea for most recognizers, because they are too inaccurate unless you con­
stram the recognizer for spelling. An engine generally has a hard time detecting multiple 
speakers talking over each other in the same digital-audio stream. This means that a dicta­
hon system used to transcribe a meeting will not perform accurately during times when two 
or more people are talking at once. An engine cannot hear a new word and guess its spelling 
unless the word is specified in the vocabulary. Speakers with accents or those speaking in 
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nonstandard dialects can expect more errors until they train the engine to recognize their 
speech. Even then, the engine accuracy will not be~ high as it wou~d be_for someone with 
the expected accent or dialect. An engine can be designed to recognize different accents or 
dialects, but this requires almost as much effort as porting the engine to a new language. 

18.3.3.4. Manage User Expectations 

When you design a speech recognition application, it is important to communicate to the 
user that your application is speech aware and to provide him or her with the commands it 
understands. It is also important to provide command sets that are consistent and complete. 
When users hear that they can speak to their computers, they instantly think of Star Trek and 
200 I: A Space Odyssey, expecting that the computer will correctly transcribe every word 
that they speak, understand it, and then act upon it in an intel1igent manner. You should also 
convey as clearly as possible exactly what an application can and cannot do and emphasize 
that the user should speak clearly, using words the applica.tion understands. 

18.3.4. Dialog Flow 

Dialog flow is as important to speech interface as screen design is to GUI. A robust dialog 
system is a prerequisite to the success of the speech interface. The dialog flow design and 
the prompting strategy can dramatically improve user experience and reduce the task com­
plexity of the spoken language system. 

18.3.4.1. Spoken Menus 

Many speech-only systems rely on tree-structure spoken menus as the main navigation vehi­
cle when no sophisticated dialog system is used. The design of these menus is, therefore, 
critical to the usability of the system. If there are only two options, you can have "Say 1 for 
yes, or 2 for no." However, if a menu has more than two options, you should describe the 
result before you specify the menu option. For example, you want to have the system say 
"For email say 1. For address book say 2 . .. " instead of "Say J for email. Say 2 for address 
book .... " This is because the user may forget which choice he wants before hearing all the 
menu options. 

You should not use more than five options at eaci1 level. If there are more than five, 
you should consider submenus. It is important to place the most frequently used options at 
the top of the menu hierarchy. 

You should also design the menu so that commands sound different. As a rule of 
thumb, the more different phonemes you have between two commands, the more different 
they sound to the computer. The two commands, go and no, only differ by one phoneme, so 
when the user says, "Go" the computer is likely to recognize "No." However, if the com­
mands were "Go there" and "No way" instead, recognition would be much easier. 
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3 4 2 Prompting Strategy JS • •.. 

Wh You <lesion the prompt, use as few words as possible. You should also a 'd . en o . . . . . vo1 usmg a 
nal Pronoun when askmg the user to 1 espond to a question. This gives the us 1 perso . . er ess to 

enlb"'r as speech output is slow and one-d11nens1onal. Typical users are able to rem ,_ · . . remem-
b three to four menu or prompt options at a tune. You should also allow users to inte t 
er · d · d · Ch rrup the computer with barge-in techniques, as 1scusse m apter 10. 

It is often a good idea to use ~mall steps to query th_e user at each step if application 
has a speech-only interface progressively. You can start with short high-level prompts such 
as "How con I help you?" If the user does not respond appro~riately, the system can provide 
a more detailed prompt such as "You can check your emml, calendar, address book, and 
your home page." If the user still does not respond ~orrectly, you can give a more detailed 
response to tell the user how to speak the appropriate commands that the computer can 

understand. 
If the application contains users' personal information, you may want to treat novice 

users and experienced users differently. Since the novice users are unfamiliar with the sys­
tem and dialog flow, you can use more detailed instructions and then reduce the number of 
words used the next time when the user is going through the same scenario. 

18.3.4.3. Prosody 

For ITS, prosodic features, including pitch, volume, speed, and pause, are very important 
for the overall user experience. You can vary pitch and volume to introduce new topics and 
emphasize important sections. Increased pitch dynamic range also makes the system sound 
lively. 

Users tend to mimic the speed of the system. If the system is reacting and speaking 
slowly, the user may tend to slow down. If the computer is speaking quickly, the user may 
speed up. An appropriate speech rate for natural English speech is about 150 to 170 words 
per minute. 

Pauses are important in conversation, but they can be ambiguous, too. We generally 
use pauses to suggest that it is the user's tum to act. On the other hand, if the system has 
requested a response from the user and the user has not responded, you should use the time­
out period (typically 10 seconds) to take appropriate actions, which may be a repeat of a 
more detailed prompt or may be a connection to an operator. People are generally uncom­
fortable with long pauses in conversation. If there are long pauses in the dialog flow, people 
tend to talk more and use less meaningful words, resulting in more potential errors. 

18.4. INTERNATIONALIZATION 

To meet the demands of international markets you need to support a number of languages. 
For example, Microsoft Windows 2000 supports more than 40 languages. Software interna-
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tionalization typically involves both globalization and localization phases. Globalization is 
the process of defining and developing a product such that its core feat:1re~ and code des~gn 
do not make assumptions about a single language. To adapt the application for a specific 
market, you need to modify the interface, resize the dialog boxes, and translate text to asp e­
cific market. This process is called localization. The globalization phase of software interna­
tionalization typically focuses on the design and development of the product. The product 
designers plan for locale-neutral features to support multicultural conventions such as ad­
dress fonnats and monetary units. Development of the source code is typically based on a 
single code base to have the capability to tum locale-specific features on and off without 
modifying the source code, and the ability to correctly process different character encoding 
methods. Products developed with the single worldwide binary model typically include 
complete global functionality, such as support for Input Method Editors used in Asian lan­
guages and bidirectional support for Arabic and Hebrew languages. 

In addition to the most noticeable change in the translated UI, spoken language en­
gines such as speech recognition or text-to-speech synthesis require significant undertakings. 
You need to have not only the lexicon defined for the specific language but also a large 
amount of speech and text data to build your acoustic and language model. There are many 
exceptional rules for different languages. Let's take dictation application as an example. 
When you have inverse text normalization, whole numbers may be grouped differently from 
country to country, as shown in Table 18.3. In the United States, we group three digits sepa­
rated by a comma. However, many European locales use a period as the number separator, 
and Chinese conventions typically do not group numbers at all. 

Table 18.3 Examples of how numbers are grouped by different locales for inverse text nor­
malization. 

123,456,789.0 
123456789.0 
12,34,56,789,0 

United States and most locales 
Chinese 
Hindi 

For the speech recognition engine localization, there are a number of excellent studies 
on both Asian [5, 15, 16, 21, 24, 32, 34, 37} and European languages [7, 8, 20, 22, 27, 31, 
40]. Many spoken language processing components, such as the speech signal processing 
module, the speech decoder, and the parser, are language independent. Major changes are in 
the content of the engine, such as the lexicon and its associated processing algorithm, the 
grammar, and the acoustic model or language model parameter. 

In general, it is easier to localize speech recognition than either text-to-speech or spo­
ken language understanding. This is because a speech recognition engine can be mostly 
automatically derived from a large amount of speech and text data, as discussed in Chapters 
9 through 13. For Chinese, you need to have special processing for tones, and the signal­
processing component needs to be modified accordingly [4]. For both Chinese and Japanese 
the lexicon also needs to be carefully selected, since there is no space between words in the 
lexicon [12, 46]. As discussed in Chapter 17, the parser can be used without much modifica-
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tion for SLU systems. Most ?f l~calization effo~ would be on the semantic/syntactic 
orammar and dialog design, which 1s language specific by nature. 
" As discussed in Chapters_ 14 and 15, the TIS front end and symbolic prosody compo­
nents are much harder to l~cahze than the ~S back ~nd. The TIS back end can be easily 
localized if you use the tramable approach discussed m Chapter 16 on the assumption that 
the speech recognizer for the language is available. The internationalization process mainly 
consists of creating tools that can generate training phrase lists from target language texts 
and dictionaries, and ensuring that any reasonable-sized set of symbolic distinctive language 
sound inventories (phone sets) can be accepted by the system. The human vocal tract is 
largely invariant across language communities, and this relative invariance is reflected in the 
universality of the speech synthesis tools and methods. 

When the lexical, syntactic, and semantic content is localized, you should be aware 
that the incorrect use of sensitive terms can lead to outright product bans in some countries, 
while other misuses are offensive to the local culture. For example, Turkey forbids the use 
of the term Kurdistan in text and any association of Kurdistan with Turkey. Knowing proper 
terminology is critical to the success of your application internationalization. 

18.5. CASE STUDY-MIP AD 

An effective speech interface design requires a rigorous process that typically consists of 
three steps with a number of iterations based on the user evaluation: 

• Specifying the application 

• Rapid prototyping 

• Evaluation 

We use Microsoft's research prototype MiPad [18] as an example to illustrate how you 
can use the process to create an effective speech application. As a wireless Personal Digital 
Assistant (PDA), MiPad fully integrates continuous speech recognition (CSR) and spoken 
language understanding (SLlJ) to enable users to accomplish many common tasks using a 
multimodal interface and wireless technologies. It tries to solve the problem of pecking with 
tiny styluses or typing on minuscule keyboards in today's PDAs or smart phones. It also 
avoids the problem of being a cellular telephone that depends on speech-only interaction. 
MiPad incorporates a built-in microphone that activates whenever a field is selected. As a 
user taps the screen or uses a built-in roller to navigate, the tapping action narrows the num­
ber of possible instructions for spoken language processing. MiPad runs on a Windows CE 
Pocket PC with a Windows 2000 Server where speech recognition is performed. The CSR 
engine has a 64,000 word vocabulary with a unified context-free grammar and 11-gram lan­
guage model as discussed in Chapter 11. The SLU engine is based on a robust chart parser 
and a plan-based dialog manager discussed in Chapter 17. 
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18.5.1. Specifying the Application 

The first step to develop an application is to identify key features that can help users .. You 

d t derstand what work has been done, and bow that work can be used or modified. nee o un 
1
. · d · · 

You need to ask yourself why you need to use speech for the app 1cati~ns ~n rev1~w proJect 
goals and time frames. The first deliverable will be t~e spec _of the application that mcludes a 
documented interface design and usability engineermg proJect plan. Some of the key com­
ponents should include: 

• Define usability goal, not technology 

• Identify the user groups and characteristics, interview potential users, and 
conduct focus-group studies 

• Create system technology feasibility reports 

• Specify system requirements and application architecture 

• Develop development plan, QA test plan, and marketing plan 

You should develop task scenarios that adopt a user's point of view. Scenarios should 
provide detail for each user task and be in a prose or dialog fonnat. You may also want to 
include frequency infonnation as a percentage to illustrate whether a particular case is hap­
pening more than 20% or 80% of the time, which helps you focus on the most common fea­
tures first. 

To create a conceptual interaction model, not the software architecture, we need to 
have a mental model for the users. Users have to manipulate interface objects either literally 
or figuratively in the navigation. Interfaces without clear and consistent user objects are dif­
ficult to use. Generally, you need a script flow diagram if speech is used. This describes how 
the user moves through dialogs with the system. To create a script flow diagram from your 
scenarios, you can start at the beginning of a scenario and derive a set of possible dialogs the 
user needs to have with the system to complete the scenario. You can draw a box represent­
ing a dialog with arrows that shows the order and relationship among the dialogs. If your 
interface involves graphic display, you need to include window flow diagrams as well, 
which organize objects and views and define how the user moves from one object to an­
other. Of course, these two diagrams may be combined for effective multimodal interaction. 

When the initial spec is in place, you can use the conceptual model to create actual pa­
per windows and dialogs for the interface. You must iterate the design several times and get 
feedback early. Paper prototyping allows you to do these tasks most efficiently. It is useful 
to conduct walkthroughs with a number of people as though they were performing the task. 
You may want to start usability testing to collect real data on real users before the software 
is implemented. Even a system that is well designed and follows the best proactive approach 
may reveal some usability problems during testing. Usability testing has established proto­
cols, procedures, and methodologies to get reliable data for design feedback [36, 42]. Gener­
ally you need to decide what to test, create usability specifications for the tasks, select the 
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right user groups, specify exact testing scenarios, conduct the actual tests with participants 
nalyze the data, and report critical findings. ' 

a How did we do this f?r MiPa~? Since MiPad is a small handheld device, the present 
pen-based methods for getting t~xt mto a PJ?A (Graffiti, Jot, soft keyboard) are barriers to 
broad market acceptance. As an mput modality, speech is generally not as precise as mouse 
or pen to perfonn ~osition-relat~d ope_rations. Speech interaction can be adversely affected 
by the ambient noise. When pn~acy 1s o~ concern,. speech is also disadvantageous, since 
others can overhear the conversation. Despite these disadvantages, speech communication is 
not only natural but also provides a powerful complementary modality to enhance the pen­
based interface. Because of these unique features, we need to leverage the strengths and 
overcome the technology limitations that are associated with the speech modality. Pen and 

speech can be complementary and they can be used very effectively for handheld devices. 
You can tap to activate a microphone and select appropriate context for speech recognition. 
The advantage of pen is typically the weakness of speech and vice versa. This implies that 
user interface perfonnance and acceptance could increase by combining both. Thus, visible, 
limited, and simple actions can be enhanced by nonvisible, unlimited, and complex actions. 

Table 18.4 Benefits of having speech and pen for Mi Pad. 

Action Benefit 
Ed uses MiPad to read an email, which re- Using speech, infonnation can be accessed di-
minds him to schedule a meeting. Ed taps to rectly, even if not visible. Tap and Talk also 
activate microphone and says Meet with provides increased reliability for speech detec-
Peter on Friday. tion. 
The screen shows a new appointment to 

An action and multiple parameters can be speci-
meet with Peter at 10:00 on Friday for an 

fied in only a few words. 
hour. 
Ed taps Time field and says Noon to one Field values can be easily changed using field-
thirty. specific language and semantic models. 

Ed taps Subject field dictates and corrects a 
couple of sentences explaining the purpose Bulk text can be entered easily and faster. 

of the meeting. 

People tend to like to use speech to enter data and pen for corrections and p~inti;:;:/~ 
illustrated in Table 18 4 MiPad's Tap and Talk interface offers a number ofbene_ its. 1 a 

· ' ·11 strated in M1Pad's start ha~ a Tap and Talk field that is always present on the screen, as 1 u 

page in Figure 18. 10 (a) (the bottom gray window is alw~ys o; t~e sc;~~n{alk field and talk-
The user can give spontaneous commands by tappmg t e ap h . ew appoint-

. . h mand such as s owmg a n 
mg to it The system recogmzes and parses t e com . ' 

1 
. . 'Jar to the underlying 

. M'Pad' s d1sp ay 1s s1m1 
ment form. The appomtment form shown on . 1 a in and talking to any subfield as 
semantic obiects. The user can have conversatt0n by I PP g . p· 

18 
10 (b) for 

J • h l d r card shown m igure . ' 
well. By tapping to the attendees field m t e ca en ~ 

1 
d s 

1
·s used to constrain both 

. . . 1 t d t potent1a atten ee 
example, the semantic mformatlon re a e O t and dramatically improved 
CSR and SLU, leading to a significa?tly_ reduced e:~;r ~~: each subfield-dependent Ian­
throughput Th.is is because the perplexity 1s much sm 
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guage and semantic model. General text fields, such as the t_itle or body of an email,_ call for 
general dictation. Dictation is handled by the same mechanism as other speech _entnes: _The 
user dictates while tapping the pen where the words shoul~ go. To ~orrect a m1sre~ogmzed 

d a tap on the word invokes a correction \\ri.ndow, which contams the n-best hst and a 
wor ' . d d. . 1 
soft keyboard. The user may hold the pen on the misrecogmzed wor to 1ctate its rep ace-

ment. 
From the start page, you can reach most application states. There ~re ~lso a nurn?er of 

short-cut states that can be reached via the hardware buttons. The design 1s refined mere­

mentally in a number of iterations. 

•1 11~ 

O ' B::1 t.'-' 
ExplONtr Moll 

c:J e , 

' Calendar Pl>one 
~' sr011.001•', 

L] •• Q!l) Sto n 1 ifr>O· · 
1 . Enon""' i 

Tasks Contact 
1 - ""ml"°"'' 

0 D : 'c·<neg011e« 
. 

. ~Ufl 

Nole Cole\J101or (:) _, 

(a) (b) 

Figure 18.10 Concept design for (a) MiPad's main card and (b) MiPad's calendar card. 

18.5.2. Rapid Prototyping 

When you have the spec for the application, you need to communicate the design to the de­
velopment team so they can rapidly develop a prototype for further iterations. In practice, 
handing off an interface to a development team without involvement in its implementation 
seldom works. This is because the developers always have questions about the design 
documer,;;_ Y~'.:. u~~d to be available to them to interpret your design. Technical and practical 
issues may also come up during development, requiring changes to the interface design. 

For speech applications, there are a number of key components that have a significant 
implication for the user interface design. As your design iterations progress, it is useful to 
track the changes in these components and the effect that these changes have on the user 
experience of the prototype. 

• Semantic classes: Each semantic class, as discussed in Chapter 17, is repre­
senting real-world entities or associated with the action that applications can 
take. We need to abstract the application to a level such that we can represent 
all the actions that the application can take with a number of semantic classes. 
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Each semantic class has needed slots that require a context-free grammar 
with a decent coverage. You can start with example sentences and reuse some 
of the predefined task-independent CFGs, such as date and time. The inter­
face design can help to constrain users to say the sentences that are within the 

domain. 

• Dialog control: When appropriate semantic objects are selected, you need to 
decide the flow of these semantic objects with an appropriate dialog strategy, 
either speech-based or GUI-based, which should include both inter- and intra­
frame control and error-repair strategy. In addition, appropriate use of confi­
dence measures is also critical. 

• Language models: You need to use appropriate language models for the 
speech recognizer. Context-free grammars used for the semantic classes can 
be used for the recognizer. As coverage is generally limited, it is desirable to 
use the n-gram as an alternative. You can use a unified context-free grammar 
and n-gram for improved robustness, as introduced in Chapter 11 . 

• Acoustic models: In comparison to the semantic classes and language mod­
els, subphonetic acoustic models can be used relatively effectively for task­
independent prototyping. Nevertheless, mismatches such as microphones, en­
vironment, vocabulary, and speakers are critical to the overall performance. 
You may want to consider speaker-dependent or environment-dependent pro­
totyping initially, as this minimizes the impact of various mismatches. 

• TTS models: If the speech output is well defined, you can adapt the general­
purpose ITS systems with the correct prosody patterns. This can be achieved 
with the transplanted prosody in which variables can be reserved for TTS to 
deal only with proper nouns or phrases that cannot be predecided. You can 
also adapt acoustic units such that the concatenation errors can be minimized. 

949 

The work needed for rapid prototyping is significant, but less than it might at first ap­
pear to be. Earlier tasks can be repeated in later iterations when more data become available 
in order to further improve the usability of the overall system. 

18.5.3. Evaluation 

It is vital to have a rigorous evaluation and testing program to measure the usability of the 
prototype. ft is a good practice to evaluate not only the entire system but also each individual 
c_omponent. The most important measure should be whether users are satisfied with the en­
tire _system. You can ask questions such as: Is the task completion time much better? Is it 
easier to get the job done? Did we solve the major problem existing in the previous design? 
Mo5t of the time, we may find that the overall system can' t meet your goal. This is why you 
need to _further analyze your design and evaluate each individual component from UI to the 
underlying engines. . 
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Before the prototype becomes fully functioning, you may v.:ant to use Wizard-of-Oz 
(WOZ) experimentation to study the impact of the prototype. T~at 1s, you have a r~al person 
(the wizard) to control some of the functions that you have not 1m~leme_nted yet. 1 h~ person 
can carry out spoken interactions with users, who are mc1de to belwve mat they are mteract­
ing with a real computer system. The goal of WOZ is to study the ~ehavior of human­
computer interactions. By producing data on the interact.ion between a simulated system and 
its users, WOZ provides the basis for early tests of the system and its feasibility prior to im­
plementation. It can also simulate the error patterns in the existing spoken language system. 

WOZ is still expensive, as you have the cost of training a wizard in addition to the 
usual costs of selecting experimental subjects, transcribing the session, and analyzing overall 
results. The use of WOZ has so far been justified in terms of relatively higher cost of having 
to revise an already implemented system that tumed out to be flawed in the usability study. 

In practice, WOZ may be replaced by the implementation-test-revise approach based 
on available tools. Whether or not WOZ is preferable depends on several factors, such as the 
methods and tools available, the complexity of the application to be designed, and the risk 
and cost of implementation failure. Low complexity speaks in favor of directly implement­
ing the interface and application without interposing a simulation phase. On the other hand, 
high complexity may advocate iterative simulations before a full-fledged implementation. 

To evaluate each component, you often need to select users that typify a wide range of 
potential users. You can collect representative data from these typical users based on the 
prototype we have. The most important measures include language-model perplexity, speech 
recognition accuracy and speed, parser accuracy and speed ( on text and speech recognition 
output), dialog control performance, prompting strategy and quality, error-repair efficacy, 
impact of adaptive modeling, and interactions among all these components. 

Effective evaluation of a user interface depends on a mix of objective and subjective 
measures. One of the most important characteristics is repeatability of your results. If you 
can repeat them, then any difference is likely due to the changes in the design that you are 
testing. You will want to establish reference tasks for your application and then measure the 
time that it takes subjects to complete each of those tasks. The consistent selection of sub­
jects is important; as is the use of enough subjects to account for individual differences in 
the way they complete the tasks. 

How do we evaluate MiPad? For our preliminary user study, we did a benchmark 
study to assess the performance in terms of task-completion time, text throughput (WPM), 
and user satisfaction. The focal question of this study is whether the MiPad interface can 
provide added value to the existing PDA interface. 

Is the task-completion time much better? We had 20 computer-savvy users test the 
partially implemented MiPad prototype. These people had no experience with PDA or 
~peech recognition software. The tasks we evaluated include creating a new e-mail, check­
mg a calendar, and creating a new appointment. Task order was randomized. We alternated 
tasks to different user groups using either pen-only or Tap and Talk interfaces. The text 
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I lated durino email paragraph transcription tasks. 14 Compared to using 
h ut was ca cu o . . 

throug P . . t rface we observed that the Tap and Talk interface 1s about twice as nly 1Paq m e , . 
the pen-o . . -1 ts For the overall command-and-control operations such as schedul-scnbmg ema1 . 
faSl tran. the Tap and Talk interface was about 33% faster than the existing pen-
. appointments, k . t"c f 
mg . f 10 Error correction for the Tap and Tai inter,ace was one o the most unsatis-

ly inter ace. . · T 
on . 1 our user study, calendar access time using the ap and Talk methods was 
tied features. n h · I · · 

h e as Pen-only methods, which suggests t at sunp e acttons are very suitable for about t e sam 
n-based interaction. 

pe ls it easier to get 1/ze job done.? Most users we t_ested st~ted that they prefe:red using 
the Tap and Talk interface. The prefer~nces were consistent with the task completion _times. 

I d d most users' comments concerning preference were based on ease of use and time to n ee , 
complete the task, as shown in Figure 18.1 I. 

email transcription tasks EITap & Talk •pen-only 

11:31.2 ---------------------------, 

10:04.8 

08:38.4 

io?:12.0 

~ 05:45.6 

;:; 04:19.2 

02:52.8 

01:26.4 

----------

-· ----- --"L-·- -· 

,, > _ M_,• • • 

.J 
"• .. . ,~· · - .. ... 

211 212 221 222 231 232 241 242 251 252 261 262 271 272 281 282 
task 

Figure 18.11 Task completion time of email transcription between the pen-only interface and 
Tap and Talk interface. 

18.S.4. Iterations 

With_ rigorous evaluations, you can revisit the components that are on the critical path. In 
practtce, you need to run several iterations to improve user interface design, semantic 
~lasses, CFGs, n-gram, dialog control, and acoustic models. Iterative experiments are par­
~icularly important for deployment, as the coverage of the grammars can be dramatically 
improved only after we accumulate enough realistic data from end users. 

''. Transcription may not be a realistic task and gives an advantage to speech because speech avoids n lot of auen-
t1on h"fi · . . ' 
u s 1 Ung that IS involved with pen input. 

!he corresponding speech recognition error rate for the tasks is about l 4'k, which is based on using a close-1:tlk 
~ crophone and a speaker-dependent acoustic model trained from about 20 minutes of speech. 

lbe SLU (at card level) error rate for the task is about 4%. 
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For MiPad, the performance improvement from using real data has been _more ~ra­
matic than any other new technologies we can think of. When we collected domam-spec1fic 
data, MiPad's SLU error rate was reduced by more than a factor of two. The major im­
provement ~:tme from broadening the semantic grammars from real data. We believe that 
data collet9 and iterative improvement should be an integral part of the process of devel­
oping interactive systems. 

Despite unquestionable progress in the last decade, there are many unsolved problems 
in the procedures, concepts, theory, methods, and tools. Designing an effective speech appli­
cation and interface remains as much of an art as it is an exact science with established pro­
cedures of good engineering practice. The quest for an effective speech application has been 
the goal for many speech and interface researchers. A successful speech application needs to 
significantly improve people's productivity. We believe that speech will be one of the most 
important technology components to enable people access information more effectively in 
the near future. 

MiPad is a work in progress to develop a consistent interaction model and engine 
technologies for three broad classes of applications. A number of discussed features are yet 
to be fully implemented and iteratively tested. Our currently tested features include PIM 
functions only. Despite our incomplete implementation, we observed in our preliminary user 
study that speech and pen have the potential to significantly improve user experience. 
Thanks to the multimodal interaction, MiPad also offers a far more compelling user experi­
ence than standard telephony interaction. The success ofMiPad depends on spoken language 
technology and always-on wireless connection. With upcoming 3G wireless deployments in 
sight, 17 the critical challenge for MiPad remains the accuracy and efficiency of our spoken 
language systems, since MiPad may be used in noisy environments without a close-talk mi­
crophone, and the server also needs to support a large number ofMiPad clients. 

18.6. HISTORICAL PERSPECTIVE AND FURTHER READING 

User interface design is particularly resistant to rigid methodologies that attempt to define it 
simply as another branch of engineering. This is because design deals with human percep­
tion and humai~ performance. Issues affecting the user interface design typically include a 
wide range of topics such as technology capability and limitations, product productivity 
(speed, ease of use, range of functions, flexibility), esthetics ~look and feel, user familiarity, 
user impression), ergonomics (cognitive load, memory), and user education (2, 13, 14, 30, 
35, 38, 44, 45]. The spoken language interface is a unique and specialized human interface 
medium that differs considerably from the traditional graphical user interface, and there are 
a number of excellent books discuss how to build an effective speech interface [1, 25, 39, 
43]. 

When we communicate with speech, we must hear and comprehend all information 
sequentially. This very serial or sequential nature makes speech less effective as an informa­
tion presentation medium than the graphics. As an input medium, speech must be supplied 

17 http://www.wirelessweek.com/issuest3G 
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oimnand or word at a time, requiring the user to remember and order information in a 
one cthat is more taxing than it is with visual and mechanical interfaces. The powerful and 
w:~Uel presentation of information in to_day's G~l in the fonn of menus, icons, and win­
pd makes GUI one of the most effective media for people to communicate. GUI is not 
ows . I . . . 
1 parallel but also persistent. T iat 1s, once presented, mformatJon remains on the screen 

00

1
t replaced as desired. Speech has no such luxury, which places the burden of remember­

~g machine out~ut onto the user. It is no wonder that a picture is w~rth a thousand words. 
We believe this 1s one of the key reasons why the spoken language mterface has not taken 
off in comparison to the graphical user interface. 

Although speech is natural, as humans already know how to talk effortlessly, this 
common shared experience of humans may not necessarily translate to human-machine in­
teraction. This is because machines do not share a common cultural heritage with humans 
and they do not posses certain assumptions about the reality of the world in which we live. 
We have no precedent for effective speech interaction with nonsentient devices that are self­
aware. Our experience with natural speech interaction is based on the assumption that when 
we talk to another person, the other person has some stake in the outcome of the interaction. 
The result of this expectation is that structured and goal-oriented conventions are necessary 
to steer people away from social speech behaviors toward task-oriented protocols, which 
essentially eliminate our expectation of naturalness. 

The fact that speech interactions are one dimensional and time consuming has signifi­
cant ramifications for interface design. The major challenge is to help the user accomplish as 
much as possible in as little time as possible. The designer thus must encourage the user to 
construct a mental model of the task and the interface that serves it, thereby creating an illu­
sion of forward movement that exploits time by managing and responding to the user goals. 
Many telephony applications have carefully considered these constraints and provided a 
viable alternative to GUI-based applications and interfaces. 

Despite the challenges, a number of excellent applications set milestones for the spo­
ken language industry. Widely used examples include DECTalk (TTS), AT&T universal 
card services, Dragon's NaturallySpeaking dictation software, and Microsoft Windows 2000 
ITS accessibility services. With the wireless smart devices such as smart phones, we are 
confident that MiPad-like devices will find their way to empower people to access informa­
tion anywhere and anytime, leading to dramatically improved productivity. 

There are a number of companies offering a variety of new speech products. Their 
Web sites are the best reference points for further reading. The following Web sites contain 
relevant spoken language applications and user interface technologies: 

• AOL (http://www.aol.com) 

• Apple (http://www.apple.com/macos/speech) 

• AT&T (http://www.att.com/aspg) 

• BBN (http://www.bbn.com) 

• Dragon (http://www.dragonsystems.com) 

• IBM (http://www.ibm.com/sofiware/speech) 
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• Lernout & Hauspie (http://www.lhs.com) 

• Lucent Bell Labs (http://www.lucent.com/speech) 

• Microsoft (http://www.microsoft.com/speech) 

• Nuance (http://www.nuance.com) 

• NTT (http://www.ntt.com) . 

• Philips (http://www.speech.be.philips.com) 

• Speechworks (http://www.speechworks.com) 

• Tellme (http://www.tellme.com) 

• Wildfire (http://www.wildfire.com) 
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A*senrch,603,606,626-39 

admissible heuristics, 630-3 l 
extending new words, 631-34 
fast match, 634-38 
multistack search, 639 
stack decoders, 592 
stack pruning, 638-39 

Abbreviations, 709-I 2 
disambiguation, 711 
expansion, 7 l 1-12 

Absolute Category Rating (ACR), 841 
Absolute discounting, 568 
Absolute threshold of hearing, 23, 36 
Abstract prosody, 745-61 

accent, 751-53 
pauses, 747-49 
prosodic phrases, 749-51 
prosodic transcription systems, 7 59-61 
INTSINT, 760 
PROSPA, 759 
TlLT, 760 

tone, 753-57 
tune, 757-59 

Accent, 751-53 
Accessibility, 929 
Acoustical environment, 477, 478-86 

additive noise, 478-80 
babble noise, 479 
cocktail party effect, 4 79 
Lombard effect, 480 
model of the environment, 482-86 
pink noise, 478 
reverberation, 480-82 
white noise, 4 78-79 

Acoustical model of speech production, 283-90 
glortal excitation, 284 
lossless tube concatenation, 284-88 
mixed excitation model, 289 
source-tilter models, 288-90 

Acoustical transducers, 486-97 
active microphones, 496 
bidirectional microphones, 490-94 
carbon button microphones, 497 
condenser microphone, 486-89 
directionality patterns, 489-96 
dynamic microphones, 497 
electromagnetic microphones, 497 
electrostatic microphones, 497 
passive microphones, 496 
P!czoelectric microphones, 497 
p1czoresistive microphones, 497 
pressure gradient microphones, 496 
pressure microphones, 496 

ribbon microphones, 497 
unidirectional microphones, 494-96 

Acoustic modeling, 415-75 
adaptive techniques, 444-53 
clustered models, 452-53 
maximum likelihood linear regression (MLLR), 

447-50 
maximum a posteriori (MAP), 445-47 
MLLR vs. MAP, 450-51 

confidence models. 453-57 
filler models, 453-54 
transformation models, 454-55 

historical perspective, 465-68 
neural networks, 457-59 
integrating with HMMs, 458-59 
parametric trajectory models, 460-62 
recurrent, 457-58 
time delay neural network (TONN), 458 

scoring acoustic features, 439-43 
HMM output distributions, 439-41 
isolated vs. continuous speech training, 441-43 

speech signals: 
context variability, 417 
environment variability, 419 
speaker variability, 418-19 
style variability, 418 

word recognition errors, types of, 420 
Acoustic pattern matching, 545 
Acronyms, 711-12 
Active arcs, 550 
Active constituents, 550-51 
Active microphones, 496 
Adaptive codebook, 356-57 
Adaptive delta modulation (ADM), 347 
Adaptive echo cancellation (AEC), 497-504 

LMS algorithm, 499-500 
normalized LMS algorithm (NLMS), 501-2 
RLS algorithm, 503-4 
transform-domain LMS algorithm, 502-3 

Adaptive language models, 575-78 
cache language models, 574-75 
maximum entropy models, 576-78 
topic-adaptive models, 575-76 

Adaptive PCM, 344-45 
Adaptive spectral entropy coding (ASPEC), 350-51 
Additive noise, 478-80 
Adjectives, 54 
ADPCM,348 
Adverbs, 60 
AEC, See Adaptive echo cancellation (AEC) 
Affricates, 44 
Agent-based dialog modeling, 914 
Air Travel Information Service (A TIS) task, 901-3 
A-law compander, 343 
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Algebraic code books, 358-59 
Algorithmic delay, 339 
Aliasing, 245 
Allophones, 47-49 
Alphabet, 121 
Alternative hypothesis, 114 
Alternatives question, 62 
Alveolar consonants. 46 
American Institute of Electrical Engineers (AIEE), 272 
American National Standards Institute (ANSI), 360 
Amplitude modulator, 208 
Analog signals, 202 

analog-to-digital conversion, 245-46 
digital processing of, 242-48 
digital-to-analog conversion, 246-48 
Fourier transform of, 243 
sampling theorem, 243-45 

Analysis by synthesis, 353-56 
Analysis frames, 276 
Anaphora, 882 
Anaphora resolution, 883-84 
Anechoic chamber, 480 
Anger, and speech, 745 
Anti-causal system, 211 
Anti-jam (AJ), 361 
Application programming interface (API), 920-2 l 
Applications: 

accessibility, 929 
automobile, 930 
classes of, 921-31 
computer command and control, 921 -24 
dictation, 926-29 
handheld devices, 930 
hands-busy, eyes-busy, 927 
speaker recognition, 931 
telephony applications, 924-26 

Approximants, 42 
Articulation, of English consonanLc;, 42. 45 
Articulators, 24-25 
Articulatory speech synthesis, 793, 803-4, 846 
Artificial intelligence (Al), 855, 889 
Attentional state. 859 
Audio coding, J38 
Aurora pmje.:1, ~?.5 
Autocorrelation method, 324-27 
Automobile applications, 930 
AutoPC (Clarion), 930 
Auto-regressive (AR) modeling, 290 

B 
Babble noise, 479 
Back-channel tum, 861 
Backoffmodels, 563-64 
Backoffpaths. 618-19 
Back off smoothing, 565-70 
Back propagation algorithm, 163 
Backtracking, 598 

Backus-Nauer form (BNF), 69 
Backward prediction error, 297 
Backward reasoning, 595 
Bandlimited interpolation, 245 
Bandpass filter, 242 
Bark scale, 32-33 
Bark scale functions, 35 
Basic search algorithms, 591-643 

blind graph, 597-601 
breadth-first, 600-60 I 
depth-first. 598-99 
heuristic graph, 601-8 

complexity, 592 
general groph searching procedures, 593-97 
graph-search algorithm, 597 
historical perspective, 640 

Index 

search algorithms for speech recognition, 608-12 
stack decoding (A* search), 626-39 
admissible heuristics, 630-31 
extending new words, 631-34 
fast match, 634-38 
multistack search, 639 
stack pruning, 638-39 

time-synchronous Viterbi beam search, 622-26 
use of beam, 624-25 
Viterbi beam search, 625-26 

Baum-Welch algorithm, 389-93 
Bayes' classifiers: 

comparing, 148-49 
representation, 138-39 

Bayes' decision theory, 133, 134-49, 159 
curse of dimensionality, 144-46 
discriminant functions, 13 8-41 
error rate, estimating, 146-48 
Gaussian classifiers, 142-44 
minimum-error-rate decision rules, 135-38 

Bayes' estimator, 99 
Bayesian estimation, 107-13 

general, I 09-10 
prior and posterior estimation, I 08-9 

Bayes' risk, 136 
Bayes' rule, 75-78 
Bayes' theorem, 128 
Beamforming, 507 
Beam search, 606-8 
Behavior model, 855 
Best-first search, 602-6 
Bidirectional microphones, 490-94 
Bidirectional search, 595-96 
Bigroms, 559, 563 

search space with, 6 I 7-18 
Bilinear transfonns, 315-16 
Binaural listening, 31 
Binomial distributions, 86 
Bit, 121 
Bit reversal, 224 
Blind gniph search algorithms, 597-601 
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Blind source separation (BSS), 510-15 
Block coding. 125 
Bolzmann ·s constant'. 488 'i 
Bot1om-up chart pnrsmg. 5. 0-53 
Bound stress, 431 
Branch-and-bound algo1ithm. 604. 640 
Branching factor. 593-95 
Breadth-first se::irch. 600-60 I. 624 
Breathy-voiced speech, 330 
Brid!!ing, 488 
Brut~-force search. 60 I 

C ~ 
Cache language models, 574-75, 88~ 
Carbon button microphones, 497 
Cardioid mikes. 495 
CART. S,·e Classification and regression trees (CART) 
CART-based durations, 763 
Cascade/parallel fom1ant synthesizer, 797-802 

parameter values, 799 
targets, 801-2 

Case relations, 63, 66 
Cauchy-Schwarz inequality, 263 
CCITT (Comite Consultatif International Tele-

phonique et Telegraphique), 343 
CELP, See Code excited linear prediction (CELP) 
Central Limit Theorem, 93 
Centroid, 165 
Cepstral mean normalization (CMN), 522-24, 540 
Cepstrum, 306-15 

cepsrrum vector, 309 
complex, 307-8 
LPC-cepstrum, 309-11 
of periodic signals, 311-12 
of pole-zero filters. 308-98 
real, 307-8 
source-filter separation via, 314-15 
of speech signals, 312-13 

Chain rule, 75. 77-78. 124 
Channel coding, 126-28 
Character, and prosody, 744 
Chart,550 

· Chart parsing for context-free grammars, 549-53 
bottom-up, 550-53 
top down vs. bottom up, 549-50 

CHATR system of ATR, 781 
Chebychev polynomials, 23 7 
Chemical fommlae, 719 
Chemical Markup Language (CML), 719 
Chomsky hierarchy, 547-48 
Chunking, 876 
Chunks, 691 
Circular convolution, 227 
Class-conditional pdfs, 133, 140, 144 
Classification and regression trees (CART), 134. 

175-89, 191, 729-30, 748,879 
CARTalgorithm, 189 

choice of question set, 177-78 
complex questions, 182-84 
growing the tree, 181 
missing rnlues and conflict resolution, 182 
right-sized tree, 184-119 
cross-validation. 188-89 
independent test sample estimation, 187-88 
minimum cost-complexity pruning, 185-87 

splitting criteria, 178-81 
Class inclusion. 66 
Class 11-grams, 570-74 

data-dri\'en classes, 572-73 
rule-based classes. 571-72 

Clauses, 61-62 
relative, 61 

Clear///, 48 
Cleft sentence. 62 
Closed-loop estimation, 356 
Closed-phase analysis. 319 
Closed POS categories, 54 
Cluster, 572 
Clustered acoustic-phonetic units, 432-36 
Clustered models, 452-53 
CMU Pronunciation Dictionary, 436 
Coarticulation, 47, 49-51 
Cochlea, 30 
Cocke-Younger-Kasmi (CYK) algorithm, 584 
Cocktail party effect, 479 
Codebook, 164-65 
Code Division Multiple Access (CDMA), 

360-61 
Code excited linear prediction (CELP). 353-61 

adaptive codebook, 356-57 
analysis by synthesis, 353-56 
LPC vocoder, 353 
parameter quantization, 358-59 
perceprual W<!ighting/postfiltering, 357-58 
pitch prediction, 356-57 
standards, 359-61 

Coder delay, 339 
Codeword, 164-65 
Colored noise, 270 
Combination models. 456-57 
COMLEX dictionary (LDC), 436-37 

.959 

Command and control speech recognition, 921-24 
application ideas/uses, 923 
situations for, 922-23 

Commissives, 861 
Communicative prosody, 858 
Compact Disc-Digital Audio (CD-DA), 342 
Compander, 342 
Comparison Category Rating (CCR) method, 842 
Complements, 58, 59 
Complex cepstrum., 307-8 
Complexity parameter, 185 
Compressions, 21 
Computational delay, 339 
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Concatenative speech synthesis, 793-94 
choice of unit, 805-8 
context-dependent phonemes. 808-9 
context-independent phonemes, 806-7 
diphones, 807-8 
with no wavefonn modification, 794 
optimal unit string, 810-17 
data-driven transition cost, 8 I 5-16 
data-driven unit cost, 816-17 
empirical transition cost, 812-13 
empirical unit cost, 813-15 
objective function, 810-12 

subphonetic units (senones), 809 
syllables, 809 
unit inventory design, 817-18 
with wavefonn modification, 795 
word and phrase, 809 

Concept-to-speech rendition, 899-901 
Conceptual graphs, 872-73 
Condenser microphone, 486-89 
Conditional entropy, 123-24 
Conditional expectation, 81 
Conditional likelihood, 151 
Conditional maximum likelihood estimator (CMLE), 

151 
Conditional probability, 75-76 
Conditional risks, 136 
Conditioning, 320 
Conference of European Posts and Telegraphs 

(CEPT), 360 
Confidence models, 453-57 

combination models, 456-57 
filler models, 453-54 
transfonnation models, 454-55 

Conflict resolution procedure, I 82 
Conjugate quadrature filters, 251-54 
Conjunctions, 54 
Connotation, message, 739 
Consonants, 24, 42-46 

affricates, 44 
alveolar, 46 
dental, 46 
fricatives, 42, 44 
labial, 46 
labio-dental, 46 
nasal, 43-44 
obstruent, 43 
palatal, 46 
plosive, 42-43 
stop, 43 
velar, 46 

Consumer audio, 351-52 
Content words, 54 
Context coarticulation, 735 
Context dependency, 430-3 J 
Context-dependent phonemes, 808-9 

Index 

Context-dependent units and inter-word triphones, 
658-59 

Context-free grammar (CFG), 465,547,921 
vs. n-gram models, 580-84 
search space, 6 I 3-16 

Context-free grammars (CFGs), search architecture, 
676-77 

Context-independent phonemes, 806-7 
Context variability, 417 
Continuation rise, 749 
Continuous distribution, 78 
Continuous-frequency transforms, 209-16 

Fourier transforms, 208-10 
.::-transforms, 211-15 

Continuously listening model, 422 
Continuously variable slope delta modulation 

(CVSDM), 347 
Continuous mixture density HMMs, 394-96 
Continuous random variable, 78 
Continuous speech recognition (CSR), 591, 611-12, 

945 
Continuous speech training, vs. isolated speech 

training, 441-43 
Continuous-time stochastic processes, 260 
Contrastive stress, 431 
Contrasts, 66 
Convolution operator, 207 
Co-references, 882 
Corpora, 545-46 
Corpus-based FO generation, 779-82 

F0 contours indexed by parsed text, 779-81 
FO contours indexed by ToBI, 781-82 
transplanted prosody, 779 

Corrective training, 158 
Correlation, 82-83 
Correlation coefficient, 82-83 
Covariance, 82-83 
Covariance matrix, 84 
Critical region, 114 
Cross-validation, I 88-89 
Cumulative distribution function, 79 
Currency, 716 
Curse of dimensionality, 144-46 

D 
DAMSL system, See Dialog Act Markup in Several 

Layers (DAMSL) 
Dark///, 48 
DARPA, 11 
DARPA ATIS programs, 913 
Data-directed search, 549 
Data-driven parallel model combination (DPMC), 533 
Data-driven speech synthesis, 794, 803 
Data flow, 694-97 
DAVO, 846 
DCT, See Discrete Cosine Transform (OCT) 
Decibels (dB), 22 
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Decimation-in-frequency, 223 
Decimation-in-time, 223 
Declaratives, 861 
Declarative sentence, 62 
D.:clination, 766-67 
Decoder, 5 
Decoder basics, 609 
Decoder delay. 339 
DECTalk system. 736, 846 
Degree of displ:lcemcnt, 21-22 
Deixis, 882 
Deleted interpolation smoothing, 564-65 
Deletion errors, 420 
Delta modulation (OM), 346 
Denotation. message, 739 
Dental consonants, 46 
Depth-first search, 598-99 
Derivational morphology, 56-57 
Derivational prefixes, 57 
Deri vational suffixes, 57 
Descrambling, 224 
Deterministic signals, 260 
Development set, 419-20 
Diagnostic Rhyme Test (DRT), 837 
Dialects, 725 
Dialog Act Markup in Several Layers (DAMSL), 

862-66 
Dialog-act theory, 914 
Dialog control, 866-67, 949 
Dialog flow, 942-43 

prompting strategy, 943 
prosody, 943 
spoken menus, 942 

Dialog grammars, 887-88 
Dialog management, 886-94 

dialog grammars, 887-88 
plan-based systems, 888-92 

Dialog management module, 881 
Dialog Manager, 7-8, 855 
Dialog repair, 885 
Dialog (speech) acts, 861-66 
Dialog structure, 859-67 

attentional state, 859 
Dialog Act Markup in Several Layers (DAMSL), 

862-66 
intentional state, 859 
linguistic forms, 859 
task knowledge, 859 
units of dialog, 860-61 
world knowledge, 859 

Dialog system, 854-55 
dialog manager, 855 
discourse analysis, 855 
semantic parser, 854-55 

Dialog turns, 705-6 
Dictation, 926-29, 935, 948 
Dielectric, 486 

961 

Differential pulse code modulation (DPCM), 345-48 
Differential quantization, 345-48 
Digital Audio Broadcasting (DAB), 352 
Digital filters and windows, 229-42 

generalized Hamming window, 231-32 
ideal low-pass filter, 229-30 
rectangular window, 230-31 
window functions. 230-32 

Digital signal processing, 201-73 
of analog signals, 242-48 
analog-to-digital conversion, 245-46 
digital-to-analog conversion, 246-48 
Fourier transform of. 243 
sampling theorem, 243-45 

circular convolution, 227 
continuous-frequency transforms, 209-16 
of elementary functions, 212-15 
Fourier transform, 208-10 
properties, 2 I 5- I 6 
z-transforms, 211-12 

digital filters and windows, 229-42 
generalized Hamming window, 231-32 
ideal low-pass filter, 229-30 
rectangular window, 230-31 
window functions, 230-32 

digital signals/systems, 202-8 
Discrete Cosine Transform (OCT), 228-29 
discrete-frequency transforms, 216-29 

discrete Fourier transform (OFT), 218-19 
Fourier transforms of periodic signals, 219-22 

Fast Fourier Transforn1s (FFT), 222-27 
FFf subroutines, 224-27 
prime-factor algorithm, 224 
mdix-2 FFT, 222-23 
mdix-4 algorithm, 223 
radix-6 algorithm, 223 
radix-8 algorithm, 223 
split-radix algorithm, 223 

lilterbanks, 251-60 
DFTs as, 255-58 
multiresolution, 254-55 
two-band conjugate quadrature filters, 251-54 

FIR filters, 229, 232-38 
first-order, 234-35 
linear-phase, 233-34 
Parks McClellan algorithm, 236-38 
window design FIR lowpass filers, 235-36 

IIR filters, 238-42 
first-order, 239-41 
second-order, 241-42 

multirate signal processing, 248-51 
decimation, 248-49 
intl!rpolation, 249-50 
resampling, 250-51 

stochastic processes, 260-70 
continuous-time, 260 
discrete-time, 260 
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Digital signal processing, stochastic 
processes (cont.} 

L Tl systems with stochastic inputs, 267 
noise, 269-70 
power spectral density, 268-69 
stationary processes, 264-67 
statistics of, 261-64 

Digital Signal Processing (DSP), 202-3, 339 
Digital signals/systems, 202-8 

digital systems, 206-8 
linear time-invariant (L TO systems, 207 
linear time-varying systems, 208 
nonlinear systems, 208 

other digital signals, 206 
sinusoidal systems, 203-5 

Digital systems, defined, 202 
Digital-to-analog converSion, 246-48 
Digital wireless telephony applications, 925 
Diphones, 807-8 
Diphthongs, 40 
Directionality patterns, 489-96 
Directives, 861 
Disambiguation, 876 
DiscoUrSe analysis, 7,753,855, 881-86 

resolution, 882-85 
DiscoUrSe memories, 882 
Discourse segments, 857 
Discrete Cosine Transform (DCT), 228-29 
Discrete distribution, 77 
Discrete-frequency transforms, 216-29 

discrete Fourier transform (DFT), 218-19 
Fourier transforms of periodic signals, 219-22 

Discrete joint distribution, 83-84 
Discrete random variables, 77 
Discrete-time Fourier transform, 209,210 
Discrete-time stochastic processes, 260 
Discriminative training, 150-63 

gradient descent, 153-55 
maximum mutual information estimation (MMIE), 

150-52 
minimum-error-rate estimation, 156-58 
multi-layer perceptrons, 160-63 
neural networks, 158 
single-layer perceptrons, 159-60 

Disfluency, 857 
Distortion measures, 164-66 
Distribution function, 79 
Document structure detection, 692, 699-706 

chapter and section headers, 700-70 I 
dialog turns and speech acts, 705-6 
email, 704-5 
lists, 701-2 
paragraphs, 702 
sentences, 702-4 
Web pages, 705 

Dolby Digital, 351 
Domain knowledge, 2 

Domain-specific tags, 718-20 
chemical formulae, 719 
mathematical expressions, 718-19 
miscellaneous formats, 719-20 

Dragon NaturallySpeaking, 926 
Dr. Who case study, 906-13 

dialog manager, 910-13 
discourse analysis, 909-10 
semantic parSer (sentence interpolation), 908 
semantic representation, 906-8 

Dr. Who Project, 869, 876-77 
DTS, 351-52 
Duration assignment, 761-63 

CART-based durations, 763 
rule-based methods, 762-63 

Dynamic microphones, 497 
Dynamic time warping (DTW), 383-85 

E 
Ear: 

cochlea, 30 
eardrum,29 
middle ear, 29 
outer ear, 29 
oval window, 29 
physiology of, 29-32 
sensitivity of, 30 

Eardrum, 29 
Earley algorithm, 584 
Eigensignals, 209 
Eigenvalue, 209 
Electret microphones, 487 
Electroglottograph (EGG), 828 

signals, 319-20 
Electromagnetic microphones, 497 
Electronic Industries Alliance (EIA), 360 
Electrostatic microphones, 497 
Ellipsis, 882 
EM algorithm, 134, 170-72 
Embedded ADPCM, 348 
Emotion, and prosody, 744-45 
Emphatic stress, 431 
End-point detection, 422-24 
Entropy, !2o-·n 

conditional, 123-24 
Entropy coding, 350-51 
Environmental model adaptation, 528-38 

model adaptation, 530-31 
parallel model combination, 531-34 
retraining on compensated features, 537-38 
retraining on corrupted speech, 528-39 
vector Taylor series, 535-37 

Environmental robustness, 477-544 
acoustical environment, 477, 478-86 
additive noise, 478-80 
babble noise, 479 
cocktail party effect, 4 79 

Index 
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Lombard effect, 480 
model of the environment, 482-86 
pink noise. 478 
reverberation, 480-82 
white noise, 478-79 

acoustical transducers, 486-97 
active microphones. 496 
bidirectional microphones, 490-94 
carbon button microphones, 497 
condenser microphone, 486-89 
directionality patterns, 489-96 
dynamic microphones, 497 
electromagnetic microphones, 497 
electrostatic microphones, 497 
passive microphones, 496 
piezoelectric microphones, 497 
piezoresistive microphones, 497 
pressure gradient microphones, 496 
pressure microphones, 496 
ribbon microphones, 497 
unidirectional microphones, 494-96 

adaptive echo cancellation (AEC), 497-504 
convergence properties of the LMS algorithm, 

500-501 
LMS algorithm. 499-500 
normalized LMS algorithm (NLMS), 501-2 
RLS algorithm, 503-4 
transfonn-domain LMS algorithm. 502-3 

environmental model adaptation, 528-38 
model adaptation, 530-31 
parallel model combination, 531-34 
retraining on compensated features, 537-38 
retraining on conupted speech, 528-39 
vector Taylor series, 535-37 

environment compensation preprocessing, 515-28 
cepsrral mean nonnalization (CMN), 522-24 
frequency-domain MMSE from stereo data, 519-20 
real-time cepstral nonnalization, 525 
spectral subtraction, 516-19 
use of Gaussian mixture models, 525-28 
Weiner filtering, 520-22 

multimicrophone speech enhancement, 504-15 
blind source separation (BSS), 510-15 
microphone arrays, 505-10 

n~nstationary noise, modeling, 538-39 
Environment compensation preprocessing, 515-28 

cepstral mean normalization (CMN), 522-24 
frequency-domain MMSE from stereo data 519-20 
real-time cepstral nonnalization, 525 ' 
spectral subtraction, 5 I 6-19 
use of Gaussian mixture models 525-28 
Wiener filtering, 520-22 ' 

Environment variability, 419 
Epoch detection, 828-29 
Equal-loudness curves 3 J 
Ergodic processes, 265-67 
Ergonomics of Software User Interface, 932 

Error handling, 937-41 
error detection and correction, 938-39 
feedback and confirmation, 939-41 

Estimation, 98-99 
Estimation theory, 98-113 

Bayesian estimation, I 07-13 
general, I 09-10 
prior and posterior estimation, 108-9 

least squared error (LSE) estimation, 99-100 
for constant functions, I 00 
for linear functions, 101-2 
for nonlinear functions, 102-4 

MAP estimation, 111-13 

963 

maximum likelihood estimation (MLE), 104-7 
minimum mean squared error (MMSE), 99-104 

for constant functions, 100 
for linear functions, l O 1-2 
for nonlinear functions, 102-4 

Euclidean distortion measure, 165-66 
Eureka 147 DAB specification, 352 
European Telecommunication Standards Institute 

(ETSij, 360 
Evaluation of understanding and dialog, 901-3 

and ATIS task, 901-3 
PARADISE framework, 903-6 

Exact n-best algorithm, 666-67 
Exception list, 697, 728 
Excitation signal, 301 
Exclamative sentence, 62 
Exhaustive search, 597 
Expectation (mean) vector, 84 
Expectation of a random variable, 79 
Exponential distribution, 98 

F 
FO contour interpolation, 772-73 
FO jumps, 330 
FI/F2 targets, 39 
Factored language probabilities, 650-53 
Factored lexical trees, 652-53 
Fast Fourier Transforms (FFT), 222-27 

FFT subroutines, 224-27 
prime-factor algorithm, 224 
radix-2 FFT, 222, 223 
rndix-4 algorithm, 223 
radix-6 algorithm, 223 
radix-8 algorithm, 223 
split-radix algorithm, 223 

Fast match, 634-38, 661-62 
look-ahead strategy, 661-62 
Rich-Get-Richer (RGR) strategy, 662 

Fear, and speech, 745 
Feedback, 490 
Feedforward adaptation, 345 
Fenones, 467 
Festival, 732-35 
FFT, See Fast Fourier Transforms (FFT) 

Amazon/VB Assets 
Exhibit 1012 

Page 989



964 

Filler models, 453-54 
Filterbanks. 251-60 

DFTs as, 255-58 
multiresolution, 254-55 
two-band conjugate quadrature filters, 251-54 

Filters, 210 
Finite-impulse response (FIR), S,•e FIR filters 
Finite-state automaton, 547 
Finite-state grammar, 613-16 
Finite-state machines (FSM), 548 
Finite state network, 654 
FTR filters, 229, 232-38 

first-order, 234-35 
linear-phase, 233-34 
Parks McClellan algorithm, 236-38 
window design, 235-36 

First coding theorem, 124 
First-order FTR filters, 234-35 
First-order IIR filters, 239-41 
First-order moment, 261 
Focus, 883 
Focus shifts, cueing, 892 
Formal language modeling, 546-53 

chart parsing for context-free grammars, 549-53 
bottom-up, 550-53 
top down vs. bottom up, 549-50 

Chomsky hierarchy, 547-48 
Formant frequencies, 319-23 

statistical formant tracking, 320-23 
Formants, 27-28 
Formant speech synthesis, 793, 796-804 

cascade model, 797 
formant generation by rule, 800-803 
K.latt's cascade/parallel formant synthesizer, 797-99 
locus theory of speech production, 800 
parallel model, 797 
waveform generation from formant values, 797-99 

Formant targets, 39 
Forward algorithm, 385-87 
Forward-backward algorithm, 389-93, 442-43, 557 
Forward-backward search algorithm, 670-73 
Forward error correction (FEC), 352 
Forward prediction error, 297 
Forward reasoning, 595 
Fourier series expansion, 218 
Fourier transforms, 208-1 O 

Fast Fourier Transforms (FFT), 222-27 
FFT subroutines, 224-27 
prime-factor algorithm, 224 
radix-2 FFT, 222-23 
radix-4 algorithm, 223 
radix-6 algorithm, 223 
radix-8 algorithm, 223 
split-radix algorithm, 223 

properties of, 215-17 
Fourier transforms of periodic signals, 219-22 

complex exponential, 219-20 

general periodic signals, 221-22 
impulse train, 221 

Frames, 339 
Free stress, 431 

Index 

Frequency analysis, 32-34 
Frequency domain, advantages of, 348-49 
Frequency-domain MMSE from stereo data, 519-20 
Frequency masking, &e Masking 
Frequency response, 210 
Fricatives, 42, 44 
Fujisaki's model, 776 
Full duplex sound cards, 936 
Functionality encapsulation, 871 -72 
Functional tests, 842-43 
Function words, 54 
Fundamental frequency, 25 

G 
G.711 standard, 343-44, 348,359,371 
G.722 standard, 348, 359 
G.723. l standard, 359 
G.727 standard, 348 
G.728 standard, 359 
G. 729 standard, 359 
Game search, 594 
Gamma distributions, 90-91, 95 
Gaussian distributions, 92-98 

Central Limit Theorem, 93 
lognormal distribution, 97-98 
multivariate mixture Gaussian distributions, 93-95 
standard, 92-93 
x' distributions, 95-96 

Gaussian mixture models, 525-28 
Gaussian processes, 264-65 
General graph searching procedures, 593-97 
Generality, of grammar, 546 
Generalized Hamming window, 231-32 
Generalized Lloyd algorithm, 168 
Generalized triphones, 808 
General Packet Radio Service (GPRS), 361 
Geometric distributions, 86-87 
Gibbs phenomenon, 235 
Gini index of diversity, 181 
Glides, 42 
Global Positioning System (GPS), 868, 930 
Glottal cycle, 26 
Glottal excitation, 284 
Glottal stop, 43 
Glottis, 25, 288 
Glyphs, 36 
Goal-directed search, 549 
Goodness-of-fit test, 116-18 
Good-Turing estimates and Katz smoothing, 565-67 
Gradient descent, 153-55, 190 
Gradient prominence, 765-66 
Graham-Harison-Ruzzo algorithm, 584 
Grammar, 545 
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Granular noise. 346 . 
Grapheme-to-phoneme conversion. 692-93 
G,Jphical user interface (GL'I), I 
Graph-search algo1i1hms. 591, 597 
Greedy symbols. 558 
Ground. lJOO 
Grounding, 861 

H 
H.323.359 
Half duplex sound cards. 936 
Halfphon.:, 809 
Hamming window. 232, 258. 278-80. 283 

generalized, 231-32 
Handheld devices. 930 
Hands-busy. eyes-busy applications. 927 
Hanning window, Sre Hamming window 
Hard palate, 25 
Harmonic coding, 363-67 

parameter estimation, 364-65 
parameter quantization, 366-67 
phase modeling. 365-66 

Ham1onic errors, 330 
Harmonic sinusoid~, 218 
Hannonic/Stochastic (HIS) model. 847 
Harvard Psychoacoustic Sentences, 839 
Has-a relations, 65 
Haskins Syntactic Sentence Test, 839 
Head-noun, 59 
Head of a phrase, 59 
Headset microphone, 936 
Hearing sensitivity, 30 
Hermitian function, 265 
Hertz (Hz). 21 
Hessian of the lc:ast-squurcs function, 504 
Hessian matrix, 154 
Heuristic graph search, 60 I -8 

beam search, 606-8 
best-first (A• search), 602-6 

Heuristic information, 60 I -2 
Heuristic search methods. 601 
Hidden Markov models (HMM), 56, 134, 170, 

377-413, 416, 547.931 
Baum-Welch algorithm, 389-93 
continuous mixture density, 394-96 
decoding, 387-89 
definition of, 380-93 
deleted interpolation, 401-3 
dynamic programming, 384-85 
advantage of, 384 
algorithm. 385 

d>'i:'amic time warping (DTW), 383-85 
esltmating parameters, 389-93 
evaluating, 385-87 
forward algorithm, 385-87 
forward-backward algorithm, 389-93 
historical perspective, 409-1 0 

initial estimates, 398-99 
limitations of. 405-9 
conditional independence assumption 409 
duration modeling. 406-8 ' 
first-order assumption. 408 

Marko,· chain, 3 78-80 
Marko,· assumption for, 382 
output-independence assumption, 382 

model topology, 399-401 
observable Markov model, 379-80 
parameter smoothing. 403-4 
practical issues. 398-405 
probability representations, 404-5 
semicontinuous. 396-98 
training crite1ia, 401 
Viterbi algorithm, 387-89 

Hidden understanding model (HUM), 879-80 
High-frequency sounds, 31 
High-pass filters, 235 
Hill-climbing style of guidance, 60 I 
H method, 147 
HMM, See Hidden Markov models (HMM) 
Holdout method, 147 
Home applications, 921 
Homograph disambiguation, 693, 723, 724-25 
Homographs, 721 
Homomorphic transformation, 306, 312 
Huffinan coding, 125-26 
Human Factors and Ergonomic Society (HFES), 

931-32 
Human-machine interaction, I 

[deal low-pass filter, 229-30 
IIR filters, 238-42 

first-order, 239-4 I 
second-order, 241-42 

Imperative sentence, 62 
Implicit confirmation, 892-93 
Implicit memory, 882-83 
Impulse response, 207 
Inconsistency checking, 885-86 
fnconsistency detection, 881 
fndependent component analysis (!CA). 5 I 0 
Independent identically distributed (iid), 82 
Independent processes, 264 
Independent test sample estimation, 187-88 
lndistinguishnblc slates, 654 

965 

Infinite-impulse response (JIR) filters, See HR filters 
Inflectional morphology, 56 
fnflectional suffix, 57 
lnfomnx rule. 512-13 
Information theory, 73- I 3 I 

channel coding, 126-28 
conditional entropy. 123-24 
entropy. I 20-22 
mutual infom1a1ion, 126-28 
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lnforn1ation theory (cont.) 
origin of, 74 
source coding theorem. 124-26 

Infonned search. 604 
Jnfovox TIS system, 846-47 
Inner ear, 29 
Input method editors (IME). 736 
Insertion errors. 420 
Insertion penalty, 610 
Inside constituent probability, 555 
Inside-outside algorithm, 555 
Instance definition, 868 
Instantaneous coding, I 25 
Instantaneous mixing, 5 I 0 
Instant:ineous mutual information. 15 I 
Institute of Electrical and Electronic Engineers (IEEE), 

272 
Institute of Radio Engineers (IRE), 272 
.Intelligibility tests, 837-39 
Intentional state, 859 
Interactive voice response (rvR) systems. 924 • 
Jntennediate phrase break, 751 
International Conference on Acoustic, Speech and 

Signal Processing (ICASSP), 272 
Internationalization, 943-45 
International Telecommunication Union (ITU), 343 
International Telecommunication 

Union-Radiocommunication (ITU-R), 352 
Interpolated models, 564-65 
Interword-context-dependent phones, 430 
Inter-word triphones, 658-59 
Intonational phrase break, 751 
Intonational phrases, 53, 749 
INTSINT, 760 
Inverse filter, 290 
Inverse-square-law effect, 494 
Inverse z-transform, 212 

of rational functions, 213-15 
ls-a taxonomies, 64-66 
Isolated vs. continuous speech training, 441-43 
Isolated word recognition, 610-11 

J 
Japanese vowels, 46-47 
Jensen's inequality, 122 
Jitter, 768 
Joint distribution function, 84 
Jointly strict-sense stationary, 264 
Joint probability, 74 
Joy, and speech, 745 
JSAPJ, 921 
Juncture, 746-47 
Just noticeable distortion (JND), 35 

K 
Kahnan filter, 522 
Karhunen-Loeve transfonn, 426 

Katz' backoff mechanism, 6 I 8 
Katz smoothing, 565-67 
Klattalk system. 846 

Index 

Klatt·s cascadeip::uallel formant synthesizer, 797-802 
parameter values for, 799 
targets used in, 801-2 

K-means algorithm, 166-69 
Kneser-Ney smoothing, 568-70, 573 
Knowledge sources (KSs), 646,663, 673-74 
Kolmogorov-Smimov test, 118 
Kronecker delta, 220 
Kth moment, 80 
Kullback-Leibler (KL) distance, 122, 581 

L 
Labial consonants, 46 
Labio-dental consonants, 46 
Lancaster/IBM Spoken English Corpus, 751-52 
Language modeling, 545-90 

adaptive, 575-78 
cache language models, 574-75 
maximum entropy models, 576-78 
topic-adaptive models, 575-76 

CFG vs. 11-gram models, 580-84 
complexity measure of, 560-62 
formal, 546-53 
chart parsing for context-free grammars, 549-53 
Chomsky hierarchy, 547-48 

historical perspective, 584 
n-gram pruning, 580-81 
n-gram smoothing, 562-74 
backoff smoothing, 565-70 
class 11-grams, 570-74 
deleted interpolation smoothing, 564-65 
performance of, 573-74 

stochastic language models, 554-60 
11-gram language models, 558-60 
probabilistic context-free grammars, 554-58 

vocabulary selection, 578-80 
Language model probability, 610 
Language models, 4, 949 
Language model states, 6 I 3-22 

back off paths, 618-19 
search space: 
with bigrams, 617-18 
with FSM and CFG. 613-16 
with trigrams, 619-20 
with the unigram. 616-17 

silences between words, 621-22 
Lapped Orthogonal Transfonn (LOT}, 260 
Large-vocabulary search algorithms, 645-85 

context-dependent units and inter-word triphones, 
658-59 

exact 11-best algorithm, 666-67 
factored language probabilities, 650-53 
factored lexical trees, 652-53 
finite state network, 654 
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forward-backward search algorithm, 670-73 
historical perspective, 681-82 
HMM: 

different layers of beams, 660-61 
fast match, 661-62 

lexical successor trees, 652 
lexical trees. 646-48 
handling multiple linguistic contexts in, 657-58 
linear tail in, 655 
optimization of, 653 

lexical tree search, 648 
Microsoft Whisper, 676-81 
CFG search architecture, 676-77 
n-gram search architecture, 677-81 

n-best and multipass search strategies, 663 · 74 
one-pass 11-best and word-lattice algorithm, 669-70 
one-pass vs. multipass search, 673· 74 
polymorphic linguistic context assignment, 656-57 
prefix trees, 647 
pronunciation trees. multiple copies of, 648-50 
search-algorithm evaluation, 674-76 
sharing tails, 655-56 
single-word subpath, 655 
subtree dominance, 656 
subtree isomorphism, 654 
subtree polymorphism, 656-58 
tree lexicon, 646-59 
word-dependent 11-best and word-lattice algorithm, 

667-70 
word-lattice generation, 672-73 

Lamyic, 25 
vocal fold cycling at, 26 

Laryngograph, 828 
Lateralization, 31 
Lateral liquid, 42 
Law oflarge numbers, 82 
LBG algorithm, I 69-70 
Least squared error (LSE) estimation, 99-100 

for constant functions, I 00 
for linear functions, IO 1-2 
for nonlinear functions, l02-4 

Least squared regression methods, 180 
Least square error (LSE), 160 
Leave-one-out method, 147 
Left-recursive grammar, 550 
Lempel-Ziv coding, l 26 
Lemout&Hauspie's Voice Xpress, 926 
Letter-to-sound (LTS) conversion, 437,693, 728-30 
Letter-to-sound (L TS) rules, 697 
Level of significance, 114-15 
Levinson-Durbin recursion, 297-98, 333 
Lexical baseforms, 436-39 
Lexical knowledge, 545 
Lexical part-of-speech (POS), 53-56 
Lexical successor trees 652 
Lexical trees, 646-48 ' 

handling multiple linguistic contexts in, 657-58 

linear tail in, 655 
optimization of, 653 

Lexicon, 697-98 
Light Ill, 48 
Likelihood function, I 04 
Likelihood ratio, 139 
Limited-domain waveform concatenation 794 
Linear bounded automaton, 548 ' 
L!near Discriminate Analysis (LOA), 427 
Lmear-phase FIR filters, 233-34 
Linear predictive coding (LPC), 290-306 

autocorrelation method, 295-96 
covariance method, 293-94 
equivalent representations, 303-6 
lattice formulation, 297-300 
line spectral frequencies (LSF), 303-5 
log-area ratios, 305-6 
orthogonality principle, 291-92 
prediction error, 301-3 
reflection coefficients, 305 
roots of the polynomial, 306 
solution of the LPC equations, 292-300 
spectral analysis via, 300-301 

Linear pulse code modulation (PCM), 340-42 
Linear time-invariant (L TI) systems, 207 

eigensignals of, 209 
with stochastic inputs, 267 

Linear time-varying systems, 208 
Line spectral frequencies (LSF), 303-5 
Linguistic analysis, 692, 720-23 

homograph disambiguation, 723, 724-25 
noun phrase (NP) and clause detection, 723 
POS tagging, 722-23 
sentence tagging, 722 
sentence type identification, 723 
shallow parse, 723 

Linguistic Data Consortium (LDC), 467 
Linguistic forms, 859 
Linguistics, co-references in, 882 
Lips, 25 
Liquid group, 42 
Listening Effort Scale, 841 
Listening Quality Scale, 841 
LMS algorithm, 540 
Load loss of signal level, 488 
Localization issues, 696-97 
Locus theory of speech production, 800 
Log-area ratios, 305-6 
Logical form, 67-68 
Lognormal distribution, 97-98 
Lombard effect, 480 
Long-term prediction, 353 
Look-ahead strategy, 661-62 
Lossless compression, 338 
Lossless tube concatenation, 284-88 
Lossy compression, 338 
Loudness, 740 
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Low-bit rate speech coders, 361-70 
hannonic coding, 363-67 
parameter estimation, 364-65 
parameter quantization, 366-67 
phase modeling, 365-66 

mixed-excitation LPC vocoder, 362 
· waveform interpolation, 367-70 

Lower bound of probability, 74 
Low-frequency sounds, lateralization of, 31 
Low-pass filter, bandwidth of, 240 
Low-pass filters, digital, 229-30, 235 
Low probability of intercept (LPJ), 361 
LPC, See Linear predictive coding (LPC) 
LPC-cepstrum, 309-1 I 
LPC vocoder, 353 
LP-PSOLA, 832-33 
LSE estimation, See Least squared error (LSE) 

estimation 
L TI systems, See Linear time-invariant (LTI) systems 
LTS conversion, 437, 728-30 
LTS rules, 697 
Lungs, 25 

M 
McGurk effect, 69 
Machine-learning methods, 56 
McNemar's test, 148-49, 190 
Magnitude-difference test, 119-20 
Magnitude subtraction rule, 519 
Mahalanobis distance, 166, 168 
MAP, See Maximum a posteriori (MAP) 
MAP estimation, 11 I -13 
Marginal probability, 76, 77-78 
Markov chain, 378-80 
Masking, 30-31, 34-36, 349-50 

Bark scale functions, 35 
just noticeable distortion (JND), 35 
spread-of-masking function, 35-36 
temporal masking, 35-36 
tone-masking noise, 35 

Matched pairs test, 118-20, 148 
Mathematical expressions, 718-19 
MathML, 718 
Maximal pl•)jel:!!oJI., se 
Maximum entropy models, 576-78 
Maximum likelihood estimation (MLE), 73, 104-7, 

134,141, 168-69 
Maximum likelihood estimator, 99 
Maximum likelihood linear regression (MLLR), 

447-50 
vs. MAP, 450-51 

Maximum mutual infonnation estimation (MMIE), 
134, 150-52, 156 

defined, 15 I 
Maximum phase signals, 309 
Maximum a posteriori (MAP), 73, 111,141,331, 

445-47, 854 

Maximum substring matching problem, 420 
MBROLA technique, 829 
Mean. 79-81 
Mean-ergodic process. 266 
Mean opinion score (MOS), 338-39, 840 
Mean squared error (MSE), 99 
Mean vector, 84 
Median, 81 
Median smoother of order, 208 

Index 

Mel-frequency cepstral coefficients (MFCC), 424-26 
Mel frequency scale, 34 
Message generation, 894-90 I 

See also Response generation 
Message generation box, 897 
Metaunits, 658-59 
Microphone, 936 
Microphone arrays, 505-10 

delay-and-sum beamfom1er, 505-6 
goals of, 505 
steering, 505 

Microprosody, 767-68 
Microsoft Dictation, 928-29 
Microsoft Speech SDK 4.0, 937 
Microsoft's speech AP[ (SAPI), 921 
Microsoft Whisper case study, 676-81 

CFG search architecture, 676-77 
n-gram search architecture, 677-81 

Middle ear, 29 
Mid-riser quantizer, 340 
Mid-tread quantizer, 340 
Minimum-classification-error (MCE), 156 
Minimum cost-complexity pruning, 185-87 
Minimum-error-rate decision rules, 135-38 
Minimum-error-rate estimation, 134, 156-58 
Minimum mean squared error (MMSE), 73, 99-104 

for constant functions, I 00 
for linear functions, l 0 1-2 
for nonlinear functions, 102-4 

Minimum mean square estimator, 99 
Minimum phase signals, 309 
Minimum squared error (MSE) estimation, 100 
Minor phrase break, 751 
MiPad case study, 945-52 

evaluation, 949-51 
iterations, 951-52 
rapid prototyping, 948-49 
specifying the application, 946-48 

M!Talk System, 735-36, 846 
Mixed-excitation LPC vocoder, 362 
Mixed excitation model, 289 
Mixed initiative systems, 860 
Mixture density estimation, 172 
MMIE, See Maximum mutual infonnation estimation 

(MMIE) 
MMSE, Sec Minimum mean squared error (MMSE) 
Mobile applications, 921 
Mode; 81 
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Modified Discrete Cosine Transform (MDCT), 259 
Modified Rhyme Test (MRT), 838 
Modifiers, 61 
Modular (component) testing, 731 
Modulated Lapped Transform (MLT), 259 
Money and currency, 7 I 6 
Monolithic whole-system evaluation, 731 
Morphological analysis. 693. 725-27 

algorithm, 727 
suffix and prefix stripping, 726-27 • 

Morphological attributes, 55 
Morphology, 56-57 

derivational, 56-57 
inflectional, 56 

Move generator, 594 
MP3, 371 
MPEG, 351-52, 371 
Multi-layer perceptrons, 160-63 
Multi microphone speech enhancement, 504-15 

blind source separation (BSS), 510-15 
microphone arrays, 505- I 0 
delay-and-sum beamformer, 505-6 
steering, 505 

Multinomial distributions, 87-89 
Multipass search, 663-74, 682 

n-best lists and word lattices, 664-66 
n-best search paradigm, 663 

Multipass search vs. one-pass search, 673-74 
Multiple tree combination, 730 
Multiplexing delay, 339 
Multirate signal processing, 248-51 

decimation, 248-49 
interpolation, 249-50 
resampling, 250-51 

Multiresolution filterbanks, 254-254 
Multistack search, 639 
Multistyle training, 419 
Multivariate distributions, 83-85 
Multivariate Gaussian mixture density estimation, 

172-75 
Multivariate mixture Gaussian distributions, 93-95 
Musical noise, 517 
Musical pitch scales, and prosodic research, 32 
MUSICAM, 352 
Mutual information, 126-28 

N 
Narrow-band filtering, 330 
Narrow-band spectrograms, 282 
Nasal, 42 
Nasal cavity, 25 
Nasal consonants, 43-44 
Natural gradient, 513 
Natural language, linguistic analysis of, 720-23 
Natural language generation from abstract semantic 

input, 898 
Natural language process (NLP) systems, 693-94 

969 

N-best lists, 664-66 
N-best search paradigm, 663 
Near-miss list, 158 
Negative correlation, 83 
Negotiation, 892 
NETALK, 729 
Neural networks. 134, 158, 457-59 

integrating with HMMs, 458-59 
recurrent, 457-58 
time delay neural network (TDNN), 458 

Neural transduction process, 20 
Neural units, I 58 
Neuromuscular signals, 20 
Newton's algorithm, 155 
N-gram language models, 558-60 
N-gram pruning, 580-81 
N-grams, search architecture, 677-81 
N-gram smoothing, 562-74 

backoff smoothing, 565-70 
alternative backoff models, 568-70 
Good-Turing estimates and Katz smoothing, 

565-67 
class n-grarns, 570-74 

data-driven classes, 572-73 
rule-based classes, 571-72 

deleted interpolation smoothing, 564-65 
performance of, 573-74 

Noise-canceling microphone, 490 
Noiseless channels, 127 
Noisy conditions, 330 
Nonbranching hierarchies, 65 
Noncausal Wiener filter, 522 
Non-hierarchical relations, 65 
Non-informative prior, 112 
Nonlinear systems, 208 
Nonstationary noise, modeling, 538-39 
Normalized cross-correlation method, 327-29 
Normalized LMS algorithm (NLMS), 501-2 
Noun phrases (NPs), 58-59 
Nouns, 54 
NP-hard problem, 593 
N-queens problem, 593,598 
Nucleus, 52 
Number formats, 712-20 

account numbers, 716 
cardinal numbers, 717-18 
dates, 714-15 
money and currency, 716 
ordinal numbers, 717 
phone numbers, 712-14 
times, 715 

Nyquist frequency, 243, 245 

0 
Object-oriented programming, 869 
Observable Markov model, 379-80 
Obstruent, 43 
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Octaves. 32 
Office applications, 921 
Omnidirectional condenser microphones, 489-90 
One-pass n-best and word-lattice algorithm, 669-70 
One-pass vs. multipass search, 673-74 
One-place predicates, 67 
On-glides, 42 
Onset, 52 
Open-loop estimation, 356 
Open POS categories, 54 
Operations research problems, 604 
Oral cavity. 25 
Ordinal numbers, 717 
Orthogonality principle, 291-92 
Orthogonal processes, 263 
Orthogonal variables, 83 
Outer ear, 29 
Out-Of-Vocabulary (OOV) word rate, 578 
Outside probability, 556 
Oval window, ear, 29 
Overall quality tests, 840-41 

Absolute Category Rating (ACR), 841 
Listening Effort Scale, 841 
Listening Quality Scale, 841 
Mean Opinion Score (MOS), 840 

Overlap-and-add (OLA) technique, 818-19 
Overlapped evaluation scheme, 463 
Oversampling, 246 
Oversubtraction, 519 

p 
Paired observations test, 114 
Palatal consonants, 46 
Palate, 46 
Paradigmatic properties, 53 
PARADISE framework, 903-6 
Paragraphs, 702 
Paralinguistic, use oftenn, 764 
Parameter space, 98 
Parametric Artificial Talker (PAT), 845 
Parks McClellan algorithm, 236-38 
Parsers, 721 
Parse tree representations, 62-63 
Parseval's theorem, 216 

for random processes, 268 
Parsing algorithm, 545 
Partial correlation coefficients (P ARCOR), 299 
Partition, 74 
Part-whole, 66 
Passive microphones, 496 
Passive sentence, 62 
Pattern recognition, 133-97 
Pauses, 747-49 
Pausing, 740 
Penn Treebank project, 55 
Perceived loudness, 30 
Perceived pitch, 30 

Perceptron training algorithm, 159 
Perceptual attributes, sounds, 30 
Perceptual Audio Coder (PAC), 351, 3 71 
Perceptual linear prediction (PLP), 318-19 
Perceptually-based distortion measures, 166 
Perceptually motivated representations, 315-19 

bilinear transfonns. 315-16 

Index 

mel-frequency cepstrum coefficients (MFCC), 
316-18 

perceptual linear prediction (PLP), 318-19 
Perceptual Speech Quality Measurement (PSQM), 844 
Perceptual weighting, 357-58 
Periodic lobe, 26 
Periodic signals, 203 

cepstrum of, 31 1-12 
Perplexity, 122, 560-62, 579 
Personal Digital Assistants (PDAs), 930,945 
Phantom power, 488 
Phantom trajectories, 463 
Pharyngeal cavity, 25 
Pharynx,288 
Phonemes, 20, 24, 36-38, 611 
Phoneme trigram rescoring, 730 
Phone numbers, 712-14 
Phonetically balanced word list test, 839 
Phonetic FO (microprosody), 767-68 
Phonetic languages, 692-93 
Phonetic modeling, 428-39 

clustered acoustic-phonetic units, 432-36 
comparison of different units, 429-30 
context dependency, 430-31 
lexical basefonns, 436-39 

Phonetics, 36-50 
allophones, 47-49 
clauses, 61-62 
coarticulation, 49-51 
consonants, 42-46 
lexical part-of-speech (POS), 53-56 
lexical semantics, 64-66 
logical fonn, 67-68 
morphology, 56-57 
parse tree representations, 62-63 
phonemes, 36-38 
phonetic typology, 46-47 
phrase schemata, 58-61 
semantic roles, 63-64 
semantics, 58 
sentences, 61-62 
speech rate, 49-51 
syllables, 51-52 
syntactic constituents, 58 
syntax, defined, 58 
vowels. 39-42 
word classes, 57 
words, 53-57 

Phonetic typology, 46-47 
Phonological phrases, 749 
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Phonology, 36-50 
Ph!11Se schemata, 58-61 

structure diagram, 63 
p~e-1 vs perceptual attributes of sounds, 30-32 
Phys1ca · ,, , 
Physiology of the ear, _9_3_ 
Pickup pattern, _microphone, 489 
Piezoelectric microphones, 497 
Piezoresistive microphones, 497 
Pink noise, 270,478 
Pitch 25, 30, 47, 740 

au;ocorrelation method, 3_24-27 
nonnalized cross-correlation method, 327-29 
role of, 324-32 
signal conditioning, 329-30 
ttacking, 330-32 

Pitch generation, 763-82 
accent termination, 770 
attributes of pitch contours, 764-68 
baseline F0 contour generation, 768-69 
corpus-based F0 generation, 779-82 
F0 contours indexed by parsed text, 779-81 
F0 contours indexed by ToBl, 781-82 
transplanted prosody, 779 

declination, 766-f,7 
evaluations/improvements, 773-74 
F0 contour interpolation, 772-73 
gradient prominence, 765-66 
interface to synthesis module, 773 
parametric F0 generation, 774-75 
phonetic F0 (microprosody), 767-68 
pitch range, 764-65, 770-71 
prominence determination, 771-72 
superposition models, 775-76 
ToBI realization models, 777-78 
tone determination, 770 

Pitch prediction, 356-57 
Pitch range, 764-65, 770-71 
P!tch-scale modification epoch calculation, 825 
P!tch-scale time-scale epoch calculation, 827 
Pitch synchronous analysis 283 302-3 
Pitch synchronous overlap ~nd ;dd (PSOLA) 820-23 

831,847 ' ' 
problems with, 829-31 
amplitude mismatch, 830 
buzzy voiced fricatives 830 
p~ase mismatches, 829' 
pitch mismatches, 830-31 

. spectral behavior of, 822-23 
P!tch tracking, 330-32 
:itch trackin~ errors, 828 

Ian-based dialog modeling 914 
Plan-based systems, 888-92, 
Plan libraries 889 
Plosive 42 ' p I 

l~sive consonant 42-43 
Poisso d' , n 1Stributions 89 
Poles, 213 • 

Pole-zero filters, ccpstrum of, 308-98 
Polymorphic linguistic context assignment, 656-57 
Polysemy, 65 
Positive correlation, 83 
Positive-definite function, 262 
POS tagging, 56, 722-23 
Posteriorprobability, 135,142, 156 
Postfiltering, 357-58 
Post-lexical rules, 735 
Postmodifiers, 58-61 
Power function, 114 
Power spectral subtraction rule, 519 
Power spectrum, 216 
Predicate, 61, 67 
Predicate logic, 68 
Pre-emphasis filtering, 235, 320 
Preference tests, 842 
Prefix nodes, 658 
Prefix trees, 647 
Premodifiers, 58-59 
Prepositions, 54, 60 
Pressure gradient microphones, 496 
Pressure microphones, 496 
Prime-factor algorithm, 224 
Principal-component analysis (PCA), 426 
Priority entity memory, 882-83 
Prior probability, 133, 135, 140 
Probabilistic CFGs (PCFGs), 554 
Probabilistic context-free grammars, 554-58 
Probability density function (pdf), 78, 261 
Probability function (pf), 77 
Probability mass function (pmf), 77 
Probability theory, 73-131 

Bayes' rule, 75-78 
binomial distributions, 86 
chain rule, 75, 77-78 
conditional probability, 75-76 
correlation, 82-83 
covariance, 82-83 
gamma distributions, 90-91, 95 
Gaussian distributions, 92-98 
geometric distributions, 86-87 
law of large numbers, 82 
marginal probability, 76, 77_ 78 
mean, 79-81 
multinomial distributions, 87-89 
multivariate distributions, 83-85 
Poisson distributions, 89 
probability density function (pdt) 78 
random variables, 77.79 ' 
ra~dom vectors, 83-85 
um~orm distributions, 85 
vanance, 79-8 J 

Promin~nce determination, 771-72 
Prompting strategy, 943 
Pronouns, 54 
Pronunciation trees, 648_50 
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Proper noun, 53-54 
Property inheritance, 871 
Propositional phrases (PPs), 59-60 
Prosodic analysis module, 7 
Prosodic modification of speech, 818-31 

epoch detection, 828-29 
evaluation ofTIS systems, 834-44 
automated tests, 843-44 
Diagnostic Rhyme Test (DRT), 837 
functional tests, 842-43 
glass-box vs. black-box evaluation, 835-36 
global vs. analytic assessment, 836 
Haskins Syntactic Sentence Test, 839 
human vs. automated, 835 
intelligibility tests, 837-39 
judgment vs. functional testing, 835-36 
laboratory vs. field, 835 
Modified Rhyme Test (MRT), 838 
overall quality tests, 840-41 
phonetically balanced word list test, 839 
preference tests, 842 
Semantically Unpredictable Sentence Test, 837 
symbolic vs. acoustic level, 835 

pitch-scale modification epoch calculation, 825 
pitch-scale time-scale epoch calculation, 827 
pitch synchronous overlap and add (PSOLA), 

820-23, 831,847 
problems with, 829-31 
spectral behavior of, 822-23 

source-filter models for prosody modification, 
831-34 

LP-PSOLA, 832-33 
mixed excitation models, 832-34 
prosody modification of the LPC residual, 832 
voice effects, 834 

synchronous overlap and add (SOLA), 818-19 
synthesis epoch calculation, 823-24 
time-scale modification epoch calculation, 826-27 
waveform mapping, 827-28 

Prosodic phrases, 749-51 
Prosodic transcription systems, 759-61 
Prosody, 739-91, 943 

and character, 744 
duration assignment, 761-63 
CART-based durations, 763 
rule-based methods, 762-63 

generation, 721-22 
generation schematic, 743-44 
loudness, 740 
pausing, 740 
pitch, 740 
pitch generation, 763-82 

accent termination, 770 
attributes the pitch contours, 764-68 
baseline F0 contour generation, 768-69 
corpus-based F0 generation, 779-82 
declination, 766-67 

evaluations/improvements, 773-74 
F0 contour interpolation, 772-73 
gradient prominence, 765-66 
interface to synthesis module, 773 
parametric F0 generation, 774-75 
phonetic F0 (microprosody), 767-68 
pitch range, 764-65, 770-71 
prominence determination, 77 I-72 
superposition models, 775-76 
ToBI realization models, 777-78 
tone determination, 770 

prosody markup languages, 783-85 
rate/relative duration, 740 
role of understanding, 740-44 
speaking style, 744-45 

character, 744 
emotion, 744-45 

symbolic, 745-61 
accent, 751-53 
pauses, 747-49 
prosodic phrases, 749-51 
prosodic transcription systems, 759-61 
tone, 753-57 
tune, 757-59 

Prosody markup languages, 783-85 
PROSPA, 759 
Pruning, 609 
Pruning error, 675 
PSOLA, See Pitch synchronous overlap and add 

(PSOLA) 
Psychoacoustics,30 
Pulse code modulation (PCM), 271, 340-42 
Pure tones, 31 
Push-down automation, 548 
Push-to-talk model, 422-23 
P-value, 115-16 

Q 
Quantization noise, 246 
Questioned noun phrase, 6 I 

R 
Radix-2 FFT, 222, 223 
Randomnes~, 73 
Random noise, 276 
Random variables, 77-79 

expectation of, 79 
Random vectors, 83-85 
Rapidly evolving waveforms (REW), 368-70 
Rapid prototyping, 948-49 
Rate/relative duration, 740 
Read speech acoustic models, 857 
Real cepstrum, 307-8 
Real-time cepstral normalization, 525 
Recognition problem, 554 
Rectangular window, 230-31 
Recurrent neural networks, 457-58 

Index 
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Recursive least squares (RLS) algorithm, 504 
Recursive transition network (R 1N), 548, 613-14 
Reflection coefficients, 296, 299, 305 
Region of convergence (ROC), 211-12 
Regular Pulse Excited-Linear Predictive Coder 

(RPE-LPC), 360 
Relative clauses, 61 
Relative expressions, 871 
Relative frequency, 74 
Relative spectral processing (RASTA), 525 
Renditions, 899-90 l 
Repetitive stress injury (RSI), 929 
Residual signal, 30 l 
Resonances of vocal tract, excitation of, 27 
Response generation, 894-901 

message generation box, 897 
natural language generation from abstract semantic 

input, 898 
response content generation, 895-99 
template systems for, 897 

Retraining on compensated features, 537-38 
Retraining on corrupted speech, 528-39 
Retroflex liquid, 42 
Reverberation, 480-82 
Ribbon microphones, 497 
Rich-Get-Richer (RGR) strategy, 662 
Right-sized tree, 184-89 

cross-validation, 188-89 
independent test sample estimation, 187-88 
minimum cost-complexity pruning, 185-87 

RLS algorithm, 503-4 
Robust parsing, 874-78 
Roll-off, 281 
Rule-based duration-modeling methods, 56 
Rule-based speech synthesis systems, 795-96 

CPU resources, 795 
delay, 795 
memory resources, 795 
pitch control, 795 
variable speed, 795 
voice characteristics, 796 

s 
Sadness, and speech, 745 
Sample mean, 82 
Sample variance, 82 
Sampling theorem, 243-45 
SAM system, 913-14 
Scalable coders, 3 7 I 
Scalar frequency domain coders, 348-S2 

consumer audio, 351-52 
Digital Audio Broadcasting (DAB) 352 
frequ~ncy domain, advantages of, j48-49 
masking, 349-50 
transform coders, 350-51 

Scalar waveform coders 340-48 
adaptive PCM, 344-45 

differential quantization, 345-48 
linear pulse code modulation (PCM), 340-42 
µ-Jaw and A-Jaw PCM, 342-44, 348 

Screen reader, 929 
Search, defined, 592 
Search-algorithm evaluation, 674-76 
Search algorithms: 

beam, 606-8 
best-first, 602-6 
blind graph, 597-601 
breadth-first, 600-60 I 
depth-first, 598-99 
forward-backward, 670-73 
large vocabulary, 645-85 
speech-recognition, 608-12 
combining acoustic and language models, 

610 
continuous speech recognition, 611-12 
decoder basics, 609 
isolated word recognition, 610-1 I 

tree-trellis forward-backward, 671 
Search error, 675 
Second-order !IR filters, 241-42 
Second-order resonators, 242 
Segment models, 459-60 
Segment-model weight, 462 
Selectivity, of grammar, 546 
Semantically Unpredictable Sentence Test, 837 
Semantic authoring, 862 
Semantic classes, 948-49 
Semantic grammars, 585 
Semantic language model, 879 
Semantic parser, 854-55 
Semantic representation, 867-73 

conceptual graphs, 872-73 
functionality encapsulation, 871-72 
property inheritance, 871 
semantic frames, 867-69 
type abstraction, 869-71 

Semantic roles, 63-64 
Semantics: 

defined,58 
language, 545 
lexical, 64-66 

Semicontinuous HMMs, 396-98 
Semi-tones, 32 
Semivowels, 42 
Senones,433-36, 467,809 
Senonesequence,658 
Sentence interpolation, 873-80 

robust parsing, 874-78 
defined,875 

statistical pattern matching, 878-80 
syntactic grammars, 877 

Sentence interpretation, 7 
Sentence interpretation module, 855 
Sentence-level stress, 431 

973 
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Sentences, 61-62, 702-4 
diagramming in parse trees, 63 

Sentence tagging, 722 
Sentence type identification, 723 
Shades of meaning. 67 
Shallow parse. 723 
Shannon's channel coding theorem, 127 
Shannon's source coding theorem, 124-25, 128 
Sharing. 609 
Sharing tails, 655-56 
Shimmer, 768 
Short-tem1 prediction, 353 
Short-time Fourier analysis, 276-83 

pitch-synchronous analysis, 283 
spectrograms, 281-83 

Sigma-delta AID, 246 
Sigma-delta modulation, 346 
Signal acquisition. 422 
Signal conditioning, 329-30 
Signal processing module, 421-28 

end-point detection, 422-24 
feature transformation, 426-28 
met-frequency cepstral coefficients (MFCC), 

424-26 
signal acquisition, 422 

Signals, 20 I 
Signal-to-noise ratio (SNR), 339, 486, 489 
Significance testing, 98, 113-20 

goodness-of-tit test, I 16-18 
level of significance, I 14-15 
magnitude-difference test, 119-20 
matched pairs test, 118-20 
normal test, I 15-16 
sign test, 119 
Z test, 115-16 

Sign test, 119 
Silences between words, handling, 621-22 
Similars, 65-66 
Simple questions, 177 
Sine function, 229-30 
Single-layer perceptrons, 159-60 
Singleton questions, 177 
Single-word subpath, 655 
Sinusoidal coding, 371 
Sinusoidal systems, 203-5 
Slope overload distortion, 346 
Slot inheritance, 885 
Slowly evolving waveform (SEW), 367-70 
SLU, See Spoken language understanding (SLU) 

systems 
Smart phones. 930 
SNR, Sec Signal-to-noise ratio (SNR) 
Soft palate, 25 
Sound, 21-23 
Sound Blaster, 936 
Sound pressure level (SPL), 23 
Source coding theorem, 124-26 

Index 

Source-filter models for prosody modification, 
831-34 

Source-filter models of speech production, 288-90 
Source-tilter separation, via the cepstmm. 314-15 
Speak & Spell, 271 
Speaker-adaptive !mining techniques. 419 
Speaker-dependent speech recognition, 418- I 9 
Speaker-independent speech recognition, 418 
Speaker recognition, 931 
Speaker variability, 418-19 
Speaking style, 744-45 

character, 744 
emotion, 744-45 

Speaking tum, 861 
Specificity ordering conflict resolution strategy, 182 
Specifier position, 61 
Spectral analysis via linear predictive coding (LPC), 

300-301 
Spectral leakage, 279 
Spectral subtraction, 516-19 
Spectrograms, 27-28, 276, 281-83 
Speech: 

defined, 283 
interfacing with computers, I 
prosodic modification of, 8 I 8-31 
supplemented by information streams, 2 
using as an add-on feature, 941 

Speech acts, 705-6 
Speech-act theory, 914 
Speech coding, 337-74 

code excited linear prediction (CELP), 353-61 
adaptive codebook, 356-57 
analysis by synthesis, 353-56 
LPC vocoder, 353 
parameter quantization, 358-59 
perceptual weighting/postfiltering, 357-58 
pitch prediction, 356-57 
standards, 359-61 

coder delay, 339 
low-bit rate speech coders, 361-70 
harmonic coding, 363-67 
mixed-excitation LPC vocoder, 362 
wavefom1 interpolation, 367-70 

sca lar frequency domain coders, 348-52 
consumer audio, 351-52 
Digital Audio Broadcasting (DAB), 352 
masking, 349-50 
transfom1 coders, 350-51 

scalar waveform coders, 340-48 
adaptive PCM, 344-45 
differential quantization, 345-48 
linear pulse code modulation (PCM), 340-42 
µ-law and A-law PCM, 342-44, 348 

speech coder attributes, 338-39 
Speech communication, histo1y of. I 
Speech end-point detector, 423 
Speech interaction, modes of, 933-34 
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h interfuce design, 93 J -43 
Sp~ ... J principles of. 931-37 

gene,u . . . 931 
human hm1ta11on~. - l 14 

odes of inter:icuon. 93: --
m I . ·al .:onsidcmuons. 935-36 techno og1~ : 

1 . accommodauon. 93. user -4! 
handling errors. 937 . Q 8 39 

detection and correcuon. -3 -. 
error r • 9'9-41 f~back and con11m1:111on. ., 

intemntionalization. 9-H-45 
Speech inversion probkm. 803-4 
Speech pc:rcept(on. 29-36 
Speech processing: _ 

digital signal processing, 20 l-73 
speech coding, 337-74 

. speech signal representations. 275-336 
Speech production, 24-28 

acoustical model of, 283-90 
aniculators, 24-25 
formants, 27-28 
frequency analysis, 32-34 
masking, 34-36 
physical vs. perceptual attributes of sounds, 30-32 
physiology of the ear, 29-32 
spectrograms, 27-28 
speech perception, 29-36 
voicing mechanism, 25-27 
Sl'e also Acoustical model of speech production 

Speech production process, start of, 19 
Speech rate, 49-51 
Speech recognition, 2, 3, 375-685, 862 

acoustic modeling, 415-75 
context variability, 417 
environment variability, 419 
scoring acoustic features, 439-43 
speaker variability, 4 I 8-19 
speech recognition errors, 419-21 
style variability, 418 
~ariability in speech signals, 416-19 

hidden Markov models (HMM), 377-413, 416 
Baum-Welch algorithm, 389-93 
contin_uous mixture density, 394-96 
decoding, 387-89 
definition of, 380-93 
deleted intel])olation, 401-3 
dynamic programming, 384-85 
dynami_c time warping (DTW), 383_85 
eSllmating parameters, 389-93 
evaluating, 385-87 
forward algorithm, 385-87 
~o~ard-~ackward algorithm, 389-93 1~1t~al esumates, 398-99 
hmnations of, 405-9 
Markov chain, 378-80 
model topology, 399-401 
observable Markov model, 379-80 
parameter smoothing, 403-4 

practical issues conce~ing, 398-405 
probability representations, 404-5 
scmicontinuous, 396-98 
training criteria. 40 l 
Viterbi algorithm. 387-89 

phonetic modeling. 428-39 
clustered acoustic-phonetic units. 432-36 
comparison of different units. 429-30 
context dependency, 430-31 
lexical basefonns. 436-39 

signal processing module, 421-28 
end-point detection, 422-24 
feanire transfonnation. 426-28 
mel-frequency cepstral coefficients (MFCC), 

424-26 
~ignal acquisition. 422 

speech recognition errors, 4 I 9-21 
word error rate, 420 
word recognition errors, types of, 420 

Speech recognition search algorithms, 608-12 
combining acoustic and language models, 610 
continuous speech recognition, 611-12 
decoder basics. 609 
isolated word recognition, 610-1 I 

Speech recognition system, 4-5 
basic system architecture of, 5 
components of, 4 
source-channel model for, 5 
vocabulary, 58 

Speech signal representations, 275-336 
acoustical model of speech production, 283-90 
glottal excitation, 284 
lossless tube concatenation, 284-88 
mixed excitation model, 289 

975 

source-filter models of speech production, 288-90 
cepstrum, 306- 15 

cepstrum vector, 309 
complex. 307-8 
LPC-cepstrum, 309-1 l 
of periodic signals. 3 I l-12 
of pole-zero filters, 308-98 
real, 307-8 

source-filter separation via. 314-15 
of speech signals, 312-13 

fonnant frequencies. 319-23 
_sta tistical fonnnnt tracking, 320•23 

lmear predict!ve coding (LPC), 290_306 
autocorrelation method, 295_96 
covariance method. 293-94 
equ_ivalent representations, 303-6 
l?tt1ce fonnulation, 297-300 
hne spectral frequencies (LSF) 303-'i 
log-area ra tios, 305-6 ' · 
orth~gonality principle, 29 1-92 
prediction error, 301-3 
retlection coefficients, 305 
roots ufthe polynomial, 306 
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Speech signal representations, linear predictive 
coding (cont.) 

solution of the LPC equations, 292-300 
spectral analysis via, 300-30 I 

perceptually motivated representations, 315-19 
bilinear transforms, 3 I 5-16 
mel-frequency cepstrum coefficients (MFCC), 

316-18 
perceptual linear prediction (PLP), 318-19 

pitch: 
autocorrelation method, 324-27 
normalized cross-correlation method, 327-29 
pitch tracking, 330-32 
role of, 324-32 
signal conditioning, 329-30 

short-time Fourier analysis, 276-83 
pitch-synchronous analysis, 283 
spectrograms, 281-83 

Speech signals, 5, 20 
cepstnun of, 3 I 2-13 
context variability, 417 
environment variability, 419 
speaker variability, 418-19 
style variability, 418 
variability in, 416-I 9 

Speech synthesis, 6, 793-852 
articulatory speech synthesis, 793, 803-4 
attributes of, 794-96 
concatenative synthesis with no waveform modifi­

cation, 794 
concatenative synthesis with waveform modifica­

tion, 795 
limited-domain waveform concatenation, 794 
rule-based systems, 795-96 

concatenative speech synthesis, 793-94 
choice of unit, 805-8 
context-dependent phonemes, 808-9 
context-independent phonemes, 806-7 
diphones, 807-8 
optimal unit string, 810-17 
subphonetic units (senones), 809 
syllables, 809 
unit inventory design, 817-18 
word and phrase, 809 

data-driven synthesis, 794, 803 
formant speech synthesis, 793, 796-804 
cascade model, 797 
formant generation by rule, 800-803 
Klatt's cascade/parallel formant synthesizer, 

797-802 
locus theory of speech production, 800 
parallel model, 797 
waveform generation from formant values, 797-99 

prosodic modification of speech, 818-31 
epoch detection, 828-29 
pitch-scale modification epoch calculation, 825 
pitch-scale time-scale epoch calculation, 827 

Index 

pitch synchronous overlap and add (PSOLA), 
820-23, 847 

synchronous overlap and add (SOLA), 818-819 
synthesis epoch calculation, 823-24 
time-scale modification epoch calculation, 826-27 
waveform mapping, 827-28 

synthesis by rule, 794 -
Speech-to-speech translation, 3 
Split-radix algorithm, 223 
Splits, 182 
Spoken language, 19 
Spokenlanguageinterface,2-3 
Spoken language processing, 4, 133 
Spoken language structure, 19-72 
Spoken language system, 2 
Spoken language system architecture, 4-8 

automatic speech recognition, 4-6 
spoken language understanding, 7-8 
text-to-speech conversion, 6-7 

Spoken language understanding, 7-8 
basic system architecture of, 8 

Spoken language understanding (SUJ) systems, 
853-918,945 

assumptions, 854 
content, 854 
context, 854 
dialog management, 886-94 
dialog grammars, 887-88 
plan-based systems, 888-92 

dialog structure, 859-67 
attentional state, 859 
dialog (speech) acts, 861-66 
intentional state, 859 
linguistic forms, 859 
task knowledge, 859 
units of dialog, 860-61 
world knowledge, 859 

dialog system, 854-55 
dialog manager, 855 
discourse analysis, 855 
semantic parser, 854-55 

discourse analysis, 881-86 
resolution by NLP, 883-85 
resolution of relative expression, 882-85 

Dr. Who case study, 906-13 
evaluation, 901-6 

in the ATIS task, 901-3 
PARADISE framework, 903-6 

historical perspective, 913-14 
intent, 854 
rendition, 899-901 
response generation, 894-901 
concept-to-speech rendition, 899-901 
natural language generation from abstract semantic 

input, 898 
response content generation, 895-99 

semantic representation, 867-73 
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conceptual graphs, 872-?3 ? 
functionality encapsulat1on, 871-7 _ 
property inheritance. 8 71 
semantic frames, 867-69 
type abstraction, ~69-71 

sentence interpolauon, 873-80 . 
robust parsing, 874-78 . 
statistical pattern matchmg, 878-8~ . . . 

. grarnnJars surface lingu1st1c vanauons syntacuc , 
in, 877 

written vs. spoken languages, 855-58 
communicative prosody, 858 
disfluency. 857 
style, 856-57 

Spoken menus, 942 
Spread-of-masking function, 35-36 
Spread spectrum, 360-61 
Stable L Tl system, 211 
Stack decoding, 592 

advantage of, 628 
defined,627 
formulating in a tree search framework, 629 

Stack decoding (A• search), 626-39 
admissible heuristics for remaining path, 630-31 
extending new words, 631-34 
fast match, 634-38 
multistack search, 639 
stack pruning, 638-39 

Stack pruning, 638-39 
Standard deviation. 80 
Standard Gaussian distributions, 92-93 
State-space search paradigm, 592 
Stationary processes, 264-67 

ergodic processes, 265-67 
Stationary signal, 276 
Statistical formant tracking, 320-23 
Statistical inference, 98, I 13 
Statistical language models, 583 
Statistical pattern matching, 878-80 
Statistical pattern recognition, 190 
Statistics, 73- I 31 
Stochastic language models, 546, 554-60 

n-gram language models, 558-60 
probabilistic context-free grammars, 554-58 

Stochastic processes, 260-70 
continuous-time, 260 
discrete-time, 260 
LTJ systems with stochastic inputs, 267 
noise, 269-70 
power spectral density, 268-69 
stationary processes, 264-67 
statistics of, 261-64 

Stop,43 
Stress. 751 
Stressed vowels, 430-31 
Strict-sense stationary (SSS), 264 
Style, 856-57 

Style variability, 418 
Subgoals, 894 
Sub-hannonic errors, 330 
Subject, sentence, 61 
Subphonetic units (senones), 809 
Subscripting, 67 
Substitution errors. 420 
Subtree dominance, 656 
Subtree isomorphism, 654 
Subtree polymorphism, exploiting, 656-58 
Successor operator, 594 
Sum-of-squared-error (SSE), 99, 160 
Superposition models, 775-76 
Supervised learning, 134, 141 
Surrogate questions, 182 
SWITCHBOARD Shallow-Discourse-Function 

Annotation SWBD-DAMSL, 865-66 
Syllable parse tree, 52 
Syllables, 20, 51-52, 430, 809 
Syllables centers, 52 
Symbolic prosody, 745-61 

accent, 751-53 
pauses, 747-49 
prosodic phrases, 749-51 
prosodic transcription systems, 759-61 
tone, 753-57 
tune, 757-59 

Symmetrical loss function, 136 
Symmetric channel, 127 
Synchronous overlap and add (SOLA), 818-19 
Syntactic constituents, 58 
Syntactic theory, 69 
Syntagmatic properties, 53 
Syntax: 

defined, 58 
language, 545 

Synthesis-by-rule, 794, 796 
Synthesis epoch calculation, 823-24 
System initiative, 860 

T 
Tag question, 62 
Tags, 7 
Tail area, 115 
Tap and Talk interface, 934, 947-48, 951 
Task knowledge, 859 

977 

TDMA Interim Standard 54, 360 
Telecommunication Industry Association (TIA), 360 
Telephone speech, 338 
Telephony applications, 924-26 
Temporal masking, 35-36 
Testing set, 141 
Test procedure, 114 
Text analysis phase. 7 
Text nonnalization (TN), 692, 706-20 

abbreviations, 709-12 
acronyms, 711-12 
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Text nonnalization (TN) (cont.) 
domain-specific tags, 718-20 
chemical fonnulae, 719 
mathematical expressions, 718-19 
miscellaneous formats, 719-20 

evaluation, 730-32 
Festival case study, 732-35 
historical perspective, 735-36 
Jetter-to-sound (L TS) conversion, 728-30 
linguistic analysis, 720-23 
and closed-class function words, 722 
homograph disambiguation, 723, 724-25 
noun phrase (NP) and clause detection, 723 
POS tagging, 722-23 
sentence tagging, 722 
sentence type identification, 723 
shallow parse, 723 

morphological analysis, 725-27 
algorithm, 727 
suffix and prefix stripping, 726-27 

number fonnats, 712-20 
account numbers, 716 
cardinal numbers, 717-18 
dates, 714-15 
money and currency, 716 
ordinal numbers, 717 
phone numbers, 712-14 
times, 715 

Text and phonetic analysis, 689-738 
American-English vocabulary relevant to, 698 
data flow, 694-97 
skeleton, 695 

defined,692 
document structure detection, 692, 699-706 
grapheme-to-phoneme conversion, 692-93 
homograph disambiguation, 693 
letter-to-sound (L TS) conversion, 693 
lexicon, 697-98 
linguistic analysis, 692 
localization issues, 696-97 
modules, 692-94 
morphological analysis, 693 
natural language process (NLP) systems, 

693-94 
phoneticlanguages,692-93 
text nonnalization (TN), 692, 706-20 

Text-to-speech (TTS) conversion, 6-7 
Text-to-speech (ITS) system, 687-850 

basic system architecture of, 6 
goals of, 689-90 
phonetic analysis component, 7 
prosody, 739-91 
speech synthesis, 793-850 
speech synthesis component, 7 
tags, 7 
text analysis component, 6-7 
text and phonetic analysis, 689-738 

Index 

Text-to-speech (ITS) system evaluation, 834-44 
automated tests, 843-44 
Diagnostic Rhyme Test (DRT), 837 
functional tests, 842-43 
glass-box vs. black-box evaluation, 835-36 
global vs. analytic assessment, 836 
Haskins Syntactic Sentence Test, 839 
historical perspective, 844-47 
human vs. automated, 835 
intelligibility tests, 837-39 
judgment vs. functional testing, 835-36 
laboratory vs. field, 835 
Modified Rhyme Test (MRT), 838 
overall quality tests, 840-41 
Absolute Category Rating (ACR), 841 
Listening Effort Scale, 841 
Listening Quality Scale, 841 
Mean Opinion Score (MOS), 840 

phonetically balanced word list test, 839 
preference tests, 842 
Semantically Unpredictable Sentence Test, 837 
symbolic vs. acoustic level, 835 

TFIDF information retrieval measure, 576 
Third generation (3G) systems, 361 
Threshold of hearing (TOH), 22 
Threshold value, likelihood ratio, 139 
Throat, 25 
TINEWIS54, 360 
TINEWIS-127-2, 361 
TINEWIS-733-1 , 361 
TILT, 760 
Timbre, 25, 32 
Time delay neural network (TDNN), 458 
Time Division Multiple Access (TDMA), 360 
Time-scale modification epoch calculation, 826-27 
Time-synchronous Viterbi beam search, 622-26 

algorithm, 627 
use of beam, 624-25 

Time-synchronous Viterbi search, 666-67 
TN, See Text nonnalization (TN) 
ToBI realization models, 777-78 
ToBI (Tones and Break Indices) system, 749-50, 754, 

777 
boundary tolerance, 756 
intermediate phrasal tones, 756 
pitch accent tones, 755 

Toeplitz matrix, 296 
Toll quality, 344 
Tone, 753-57 
Tone determination, 770 
Tone-masking noise, 35 
Tongue,25 
Top-down chart parsing, 549-51 

top-down vs., 549-50 
Topic-adaptive models, 575-76 
Trachea, 25 
Trainability, 145 
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Training cotpus, 559 
Training problem, 554 
Training set, 141, 4!9-20 
Transducers. acousucal, 486-97 
Transfer function, 210 
Transfonnation models, 454-55 
Transfonn coders, 350-51. 37( 
Transfonn-domain LMS algonthm, 502-3 
Transition network, 548 
Transmission delay, 339 
Transparent quality, 358 
Tree-banked data, 878 _ . 
Tree lexicon, efficient manipulation of, 646-59 
Tree structure, 646 . 
Tree-trellis forward-backward search algonthms, 671 
Triangular windows, 280 
Trigram grammar, 465 
Trigrams, 559, 583 

search space with, 619-20 
Trilled r sound, 47 
Triphone model, 430 
Triphones, 808 
TIS models, 949 
TIS system, See Text-to-speech (ITS) system 
Tune, 757-59 
Turing machine, 548 
Turing test, 3, 843 
Tum memories, 882 
Twiddle factors, 224 
Two-band conjugate quadrature filters, 251-54 
Twoing rule, I 8 I 
Two-place predicates, 67 
Two-tailed test, 115-16 
Type abstraction, 869-71 
Type-I filter, 233 
Type-n-Talk system, 847 

u 
Umethod, 147 
Uncenainty, 73, 121 
Uncorrelated orthogonal processes, 263 
Undergeneration, 876 
Understandability, of grammar, 546 
Unicode, 36 
Unidirectional microphones, 494-96 
Unification grammar, 584 
Unified frame- and segment-based models, 462-64 
Uniform distributions, 85 

· Uniform prior, 112 
Uniform quantization, 340 
Uniform search, 597 
Unigram, 559 

search space with, 6 I 6-17 
Unimodal distribution, 95 
Uniquely decipherable coding, 125 
United States Public Switched Telephone Network 

(PSTN), 371 

979 

Units, choice of, in concatenative speech synthesis. 
805-8 

Units of dialog, 860-61 
Universal encoding scheme, 126 
Universal Mobile Telecommunications System 

(UMTS), 361 
Unknown word, defined, 563 
Unstressed \'OWels, 430 
Unsupervised estimation methods, 163-75 

EM algorithm, 170-72 . _ _ 
multi\'ariate Gaussian mixture dcnstty est11na11on, 

I 7'2-75 
vector quantization (VQ), 164-70 

Unsupervised learning, 141 
Upper bound of probability, 74 
U.S. Defense Advanced Research Projects Agency 

(DARPA), 467 
User expectations, managing, 942 
User initiative, 860, 867 
Utterance unit, 861 

V 
Variance, 79-81 
Vector quantization (VQ), 164-70, 191 

distortion measures, 164-66 
EM algorithm, 170-72 
K-means algorithm, 166-69 
LBG algorithm, 169-70 

Vector Taylor series, 535-37 
Velar consonants, 46 
Velum, 25 
Verbs, 54 
Verbs phrases (VPs), 59-61 
V-fold cross-delegation, 188-89 
V-fold cross validation, 147 
Via Voice (IBM), 926 
Viterbi algorithm, 387-89, 409, 609 
Viterbi approximation, 623 
Viterbi beam search, 625-26 
Viterbi decoder, 592 
Viterbi forced alignment, 630 
Viterbi stack decoder, 592 
Viterbi trellis, 624 
Vocabulary independence, 433 
Vocabulary selection, 578-80 
Vocal cords, 25 
Vocal fold cycling at the lamyx, 26 
Vocal fry. 330 
Vocal tract nom1alization (VTN), 427 
Yoder, 6 
Voice conversion, 834 
Voice effects. 834 
Voice FONCARD (Sprint). 931 
Voiceless plosive consonants, 43 
Voice over Internet protocol (Voice over IP), 359 
Voice ponals, 925 
VoiceXML, 921 
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980 

Voice Xpress, 926 
Voicing mechanism, 25-27 
Vowels, 24, 39-42 

Japanese, 46-47 
VQ. See Vector quantization (VQ) 

w 
Wall Street Journal (WSJ) Dictation Task, 11-12 
Waveform-approximating coders, 361 
Waveform interpolation, 367-70, 371 
Waveform mapping, 827-28 
Waveforms, fundamental frequency, 27 
Web pages, 705 
Whisper case study, 464-65 
Whispering effect, 834 
White noise, 269-70, 478-79 
Whole-word models, difficulty in building, 428 
Wh-question, 62 
Wide-band spectrograms, 282 
Wideband speech, 338 
Wide-sense stationary (WSS), 265 
Wiener filtering, 520-22, 540 

noncausal, 522 
Wiener-Hopf equation, 521 
Wiener-Khinchin theorem, 269 
Window design filter, 235-36 
Window design FIR Iowpass filters, 235-36 
Window function, 255, 277-78 
Window functions, 230-32 

generalized Hamming window, 231-32 
rectangular window, 230-31 

Wizard-of-Oz (WOZ) experimentation, 950 
Word classes, 57 
Word-dependent n-best and word-lattice algorithm, 

667-70 
Word error rate, 420-21 

algorithm to measure, 421 
Word error rate comparisons, humans vs. machines, 12 
Word-final unit, 659 
Word graphs, 664-66 

Word-initial unit, 658 
Word-lattice algorithm: 

one-pass 11-best and, 669-70 
word-dependent n-best and, 667-70 

Word-lattice generation, 672-73 
Word lattices, 664-66 
Word-level stress, 431 
Word recognition errors, types of. 420 
Words, 20, 53-57 

natural affinities/disaffinities, 65 
Word-spotting applications, 454 
World knowledge, 859 
Written vs. spoken languages, 855-58 

disfluency, 857 
style, 856-57 

X 
x' distributions, 95-96 
.X-bar theory, 885 
XML, 699-700 
X-template, 58 

y 
Yes-no question, 62 
Yule-Walker equations, 291-92, 299 

z 
Zero-mean process, 262 
Zero-one loss function, 136 
Zero padding, 227, 280 
Zeros, 213 
Z test, 115-16 
Z-transforms, 211-12 

of elementary functions, 212-15 

Index 

inverse z-transform of rational functions, 213-15 
left-sided complex exponentials, 213 
right-sided complex exponentials, 212-13 

properties of, 215-17 
convolution property, 215 
power spectrum and Parseval 's theorem, 216 
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Voice/Speech 
Recognition Technology 

XUEDONG -HUANG 

ALEX ACERO 

HSIAO-WUEN HON 

• New advances 
in spoken language 
processing: theory 

and practice 

• In-depth coverage of 
speech processing, 
speech recognition, 

speech synthesis, spoken 
language understanding, 

and speech interface 
design 

• Many case studies from 
state-of-the-art 

systems, including 
examples from 

Microsoft• ·s advanced 
research labs 

s p KEN 
LANGUAGE PROCESSING 

.A (lui<hJ to Theory, Algorithm, and System Development 

Spoken Language Processing draws on the latest advances and techniques from multiple 
fields: computer science, electrical engineering, acoustics, linguistics, mathematics, 
psychology, and beyond. Starting with the fundamentals, it presents all this and more: 

• Essential background on speech production and perception, probability and 
information theory, and pattern recognition 

• Extracting information from the speech signal: useful representations and practical 
compression solutions 

• Modem speech recognition techniques: hidden Markov models, acoustic and 
language modeling, improving resistance to environmental noises, search algorithms, 
and large vocabulary speech recognition 

• Text-to-speech: analyzing documents, pitch and duration controls, trainable 
synthesis, and more 

• spoken language understanding: dialog management, spoken language 
applications, and multimodal interfaces 

To illustrate the book's methods, the authors present detailed case studies based on 
state-of-the-art systems, including Microsoft's Whisper speech recognizer, Whistler 
text-to-speech system, Dr. Who dialog system, and the MiPad handheld device. Whether 
you're planning, designing, building, or purchasing spoken language technology, this 
is the state of the art-from algorithms through business productivity. 
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