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(57) ABSTRACT

An apparatus and method for video coding and decoding with
constrained PU partition are disclosed. In the High Efficient
Video Coding (HEVC) system, rate-distortion function or
other performance criterion usually is evaluated for various
CU partition and PU partition during the encoding process in
order to select a configuration with best possible perfor-
mance. The PU design in the current HEVC development
results in some redundancy that causes rate-distortion func-
tion or other performance criterion repeatedly evaluated for
same PU configuration. Accordingly, constrained PU parti-
tion is developed to eliminate or reduce the redundancy in
processing. Furthermore, necessary syntax to convey the
information related to constrained PU partition between an
encoder and a decoder is developed. Systems embodying the
present invention has been shown to result in sizeable reduc-
tion in encoding and decoding time while the performance in
terms of RD-rate remains approximately the same or slightly
higher than a conventional HEVC system.
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\ /
Leaf CU
/ \
2Nx2N 2Nx2N NxN
Fig. 5
prediction unit( x0, y0, CurrCuSize ) { C | Descriptor
if( lentropy_coding mode flag ) {
mode_table idx 2| vle(m, v)
}else {
if( slice type!=1)
pred_mode 2 | ae(v)

}
if( PredMode == INTRA ) {

if( entropy coding mode flag && CurrCuSize == SmallestCuSize)

intra_split_flag 2 | ae(v)

}

else if( PredMode == INTER ) {
if( entropy coding mode flag)

inter_partitioning_idc 2 | ae(v)
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HEVC Test Model New Syntax
2Nx2N | 2Nx2N
Depth=k: Depth=k:
———PNN— 1 bit for “split’ 1 bit for “split”
2Nx2N | 2Nx2N | Depth=k+1: Depth=k+1:
1 bit for “partition size” 4 bits for “split”
Depth = k Depth = k+1
Fig. 7
New Syntax: 1 0
solit ia | 2Nx2N | 2Nx2N
pittag further_split_flag ALLAI
LB\ | | |
HEVC Test: 0 0 2Nx2N | 2Nx2N
Model
split_flag part_size(NxN)
Fig. 8
r920 9%2924 — 926 \—928
NewSyntax: 1 1 0 1 0 1 0 0 (92 914
b A4 h by
split_flag(k) split_flag(k+1) 2Nx2N
further_split_flag 910 X
2Nx2N
HEVCTest: 1 0 1 0 0 0 0 0 1 L
Model 4 4 4 4 4 4 916 918
split_flag(k) | split_flag(k+1)
part_size
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further_split_flag 950 _\
2Nx2N
HEVCTest: 1 0 1 0 1 0 0 0 1
Model 4 4 A 4 } T
split_flag(k) split_flag(k+1) 956 958
part_size
Fig. 98B
> 922 912 914
rg 0 (" 924¢ 926(928 C (_
NewSyntax: 1 1 0 1 ..1 .. 0
A A A 2Nx2N
split_flag(k) split_flag(k+1)
further_split_flag 2N>2N
X
1016 — % 1014
HEVC Test: 1 0 1 1 ..1.. 0 1 L L
Model ,4 $ t 1 1 4 916 918
split_flag(k) Tpart_sae ST oG] part_size
split_flag(k+1) -
Fig. 10
912 914
NewSyntax: 1 1 1..1 .. 1 .. 1 .. C <_
S
split_flag(k) split_flag(k+1)
further_split_flag
HEVC Test: 1 1..1 .1 .. 1..
Model S B S S a a
split_flag(k)  split_flag(k+1) 916 918
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Fig. 12
Depth = k Depth = k+1
One INTRA CU Split into 4 INTRA CUs
\ /
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2Nx 2Nx2N
/ \
Allow NxN Pus for Disallow 2N'x2N’ Pus for
the depth-k CU the depth-(k+1) CU
Iig. 13



Patent Application Publication = May 24,2012 Sheet 7 of 9 US 2012/0128067 Al

Four CUs have the
same parent CU

Leaf CU | Leaf CU
Mode=INTER && | Depth=k | Depth=k_| Mode=INTER &&

PartSize=2Nx2N T k>0 >0 T PartSize=2Nx2N
\ /
Current
Mode=INTER 8& L =€V | "¢y
PartSize=2Nx2N kp>0‘ Depth=k
k>0
7 N
2Nx2N  2NxN Nx2N NxN
Fig. 14

Four CUs have the
same parent CU

Leaf CU | Leaf CU
Mode=INTRA && |_Depth=k | Depth=k | Mode=INTRA &&

PartSize=2Nx2N “® T k>0 >0 TP PartSize=2Nx2N
\ /
Current
Mode=INTRA &8 *_E‘:”‘ftgﬂ cu
PartSize=2Nx2N P Depth=k
k>0
k>0
/ \
2Nx2N NxN
Fig. 16



Patent Application Publication = May 24,2012 Sheet 8 of 9 US 2012/0128067 Al

1510

If four test conditions

\ (1532 v (1522
Try PartSize=2Nx2N for the Try PartSize=2NxN for the
current CU current CU
v (1534 v (1524
Try PartSize=2NxN for the Try PartSize=Nx2N for the
current CU current CU
v (1536 v (1526
Try PartSize=Nx2N for the Try PartSize=NxN for the
current CU current CU
v (1528
Try PartSize=NxN for the
parent CU with depth = k-1
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current CU
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APPARATUS AND METHOD OF
CONSTRAINED PARTITION SIZE FOR HIGH
EFFICIENCY VIDEO CODING

CROSS REFERENCE TO RELATED
APPLICATIONS

[0001] The present invention claims priority to U.S. Provi-
sional Patent Application, No. 61/416,188, filed Nov. 22,
2010, entitled “Constrained NxN Partition for High Effi-
ciency Video Coding”. The U.S. Provisional Patent Applica-
tion is hereby incorporated by reference in its entirety.

FIELD OF THE INVENTION

[0002] The present invention relates to video processing. In
particular, the present invention relates to apparatus and
method for coding unit and prediction unit partition associ-
ated with high efficiency video coding.

BACKGROUND

[0003] HEVC (High Efficiency Video Coding) is an
advanced video coding system being developed under the
Joint Collaborative Team on Video Coding (JCT-VC) group
of video coding experts from ITU-T Study Group. HEVC is
block-based hybrid video coding with very flexible block
structure. Three block concepts are introduced for HEVC:
coding unit (CU), prediction unit (PU), and transform unit
(TU). The overall coding structure is characterized by the
various sizes of CU, PU and TU in a recursive fashion, where
each picture is divided into largest CUs (LCUs), and each
LCU consists of 64x64 pixels. Each LCU is then recursively
divided into smaller CUs until leaf CUs or smallest CUs are
reached. Once the splitting of CU hierarchical tree is done,
each leaf CU is subject to further split into prediction units
(PUs) according to prediction type and PU partition. For
temporal prediction, the PU types consist of SKIP, MERGE,
DIRECT and INTER modes. For spatial prediction, the PU
type consists of INTRA mode. For each 2Nx2N leaf CU, one
partition size is selected. When the PredMode (Prediction
Mode) is SKIP, MERGE or DIRECT, the only allowed Part
Size (Partition Size) is {2Nx2N}. When the PredMode is
INTER, the allowed Part Size is selected from {2Nx2N,
2NxN, Nx2N, NxN}. When the PredMode is INTRA, the
allowed Part Size is selected from {2Nx2N, NxN}.

BRIEF SUMMARY OF THE INVENTION

[0004] An apparatus and method for video coding with
constrained partition for prediction units are disclosed. The
method according to the present invention comprises receiv-
ing a 2Nx2N leaf CU (coding unit) at depth k, wherein N is a
first integer greater than O and k is a second integer greater
than or equal to O, partitioning the 2Nx2N leaf CU into a set
of PUs (prediction units) according to a prediction mode of
the 2Nx2N leaf CU, wherein the set includes NxN partition
size and the prediction mode includes an INTER mode and an
INTRA mode, and removing the NxN partition size for the
prediction mode if the 2Nx2N leaf CU is larger than SCU
(smallest CU), wherein a constrained set of PUs is formed
when the partition size is removed. An alternative apparatus
and method for video coding with constrained partition for
prediction units are also disclosed. The alternative method
according to the present invention comprises receiving a
2Nx2N leaf CU (coding unit) at depth k, wherein N is an
integer greater than 0; for each NxN leat CU of the 2Nx2N
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leaf CU: evaluating condition 1 to determine if k>0; evaluat-
ing condition 2 to determine if said each NxN leaf CU is a
fourth leaf CU of the 2Nx2N leaf CU; evaluating condition 3
to determine if three prior leaf CUs have the depth k; and
evaluating condition 4 to determine if said three prior leaf
CUs have a mode of same type and have NxN partition size,
removing 2Nx2N partition size to form a constrained parti-
tion set if the condition 1 through condition 4 are all asserted,
and partitioning said each NxN leaf CU according to the
constrained partition set if the condition 1 through the condi-
tion 4 are all asserted.

[0005] An apparatus and method for decoding of a video
bitstream associated with video data, wherein the video data
comprises a 2Nx2N leaf CU (coding unit) at depth k parti-
tioned into a set of PUs (prediction units) according to a
prediction mode of the 2Nx2N leaf CU, wherein the set
includes NxN partition size and the prediction mode includes
an INTER mode and an INTRA mode, are disclosed. The
method for decoding ofa video bitstream comprises perform-
ing a test to determine if the 2Nx2N leaf CU is larger than
SCU (smallest CU), selecting codewords for the set of PUs
according to the test, and decoding the video bitstream to
recover the PU partition according to the codewords selected.

BRIEF DESCRIPTION OF THE DRAWINGS

[0006] FIG. 1illustrates an exemplary coding unit partition
based on the quadtree.

[0007] FIG. 2 illustrates allowed partition sizes of predic-
tion unit for a 2Nx2N leaf coding unit.

[0008] FIG. 3 illustrates an example of redundancy prob-
lem for prediction unit at depths k and k+1.

[0009] FIG. 4 illustrates an example of constrained parti-
tion set for a 2Nx2N leaf coding unit to avoid redundancy for
INTER prediction.

[0010] FIG. 5 illustrates an example of constrained parti-
tion set for a 2Nx2N leaf coding unit to avoid redundancy for
INTRA prediction.

[0011] FIG. 6 illustrates an example of syntax design to
convey information related to partition for prediction unit.
[0012] FIG. 7 illustrates an example of syntax associated
with constrained partition set for INTRA partition sizes at
depths k and k+1.

[0013] FIG. 8illustrates an example of bitstream associated
syntax of PU partition at depths k and k+1.

[0014] FIG. 9A illustrates an example of bitstream associ-
ated syntax of PU partition from depths k through depth k+2.
[0015] FIG. 9B illustrates another example of bitstream
associated syntax of PU partition from depths k through depth
k+2.

[0016] FIG. 10 illustrates an example of bitstream associ-
ated syntax of PU partition from depths k through depth k+3.
[0017] FIG. 11 illustrates an example of bitstream associ-
ated syntax of PU partition from depths k through depth k+4.
[0018] FIG. 12 illustrates an example of constrained parti-
tion for prediction unit at depths k and k+1 in the INTER
mode.

[0019] FIG. 13 illustrates an example of constrained parti-
tion set for prediction unit at depths k and k+1 in the INTRA
mode.

[0020] FIG. 14 illustrates an example of alternative con-
strained partition set for prediction unit at depths k and k+1 in
the INTER mode.
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[0021] FIG. 15 illustrates an exemplary flowchart of deter-
mining constrained partition set for prediction unit in INTER
mode at depths k and k+1.

[0022] FIG. 16 illustrates an example of alternative con-
strained partition set for prediction unit at depth k and k+1 in
the INTRA mode.

[0023] FIG. 17 illustrates an exemplary flowchart of deter-
mining constrained partition set for prediction unit in INTRA
mode at depths k and k+1.

DETAILED DESCRIPTION OF THE INVENTION

[0024] During the encoding process, in order to achieve
best possible performance, rate-distortion function or other
performance criterion usually is evaluated for various CU
partition and PU partition. The PU design in the current
HEVC development results in some redundancy to cause
rate-distortion function or other performance criterion repeat-
edly evaluated for some PU configuration. For example,
redundancy may exist between the configuration of “the PU
of'the CU with depth=k, Mode=INTER, Part Size=NxN"’ and
the configuration of “the PU of the CU with depth=k+1,
Mode=INTER, Part Size=2Nx2N”. The redundancy will
cause unnecessary processing and waste valuable system
resources. It is desired to develop constrained PU partition to
eliminate or reduce the redundancy in processing. Further-
more, it is desired to design necessary syntax to convey the
information related to constrained PU partition between an
encoder and a decoder.

[0025] Inthe high efficiency video coding (HEVC) system
under development, the fixed-size macroblock of H.264/AVC
is replaced by a flexible block, named coding unit (CU). FIG.
1 illustrates an exemplary coding unit partition based on a
quadtree. At depth 0, the initial coding unit CUO0, 112 con-
sisting of 64x64 pixel, is the largest CU (LCU). The initial
coding unit CUO, 112 is subject to quadtree split as shown in
block 110. A split flag 0 indicates that the underlying CU is
not split and, on the other hand a split flag 1 indicates the
underlying CU is split into four smaller coding units CU1,
122 by the quadtree. The resulting four coding units are
labeled as 0, 1, 2 and 3 and each resulting coding unit
becomes a coding unit for further split in the next depth. The
coding units resulted from coding unit CU0, 112 are referred
to as CU1,122. Aftera coding unit is split by the quadtree, the
resulting coding units are subject to further quadtree split
unless the coding unit reaches a pre-specified smallest CU
(SCU) size. Consequently, at depth 1, the coding unit CU1,
122 is subject to quadtree split as shown in block 120. Again,
a split flag 0 indicates the underlying CU is not split and, on
the other hand a split flag 1 indicates the underlying CU is
split into four smaller coding units CU2, 132 by the quadtree.
The coding unit CU2, 132, has a size of 16x16 and the process
of the quadtree splitting as shown in block 130 can continue
until a pre-specified smallest coding unit is reached. For
example, if the smallest coding unit is chosen to be 8x8, the
coding unit CU3, 142 at depth 3 will not be subject to further
split as shown in block 140. The collection of quadtree par-
titions of a picture to form variable-size coding units consti-
tutes a partition map for the encoder to process the input
image area accordingly. The partition map has to be conveyed
to the decoder so that the decoding process can be performed
accordingly.

[0026] Besides the concept of coding unit, the concept of
prediction unit (PU) is also introduced in HEVC. Once the
splitting of CU hierarchical tree is done, each leaf CU is
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subject to further split into prediction units (PUs) according
to prediction type and PU partition. For temporal prediction,
the PU types consist of SKIP, MERGE, DIRECT and INTER
modes. For spatial prediction modes, the PU type consists of
INTRA mode. For each 2Nx2N leaf CU, one partition size is
selected. When the PredMode (Prediction Mode) is SKIP,
MERGE or DIRECT, the only allowed Part Size (Partition
Size) is {2Nx2N}. When the PredMode is INTER, the
allowed Part Size is selected from the set {2Nx2N, 2NxN,
Nx2N, NxN} as shown in FIG. 2. When the PredMode is
INTRA, the allowed Part Size is selected from the set {2Nx
2N, NxN}. The PU design in the current HEVC development
results in some redundancy. For example, redundancy may
exist between the configuration of “the PU of the CU with
depth=k, Mode=INTER, Part Size=NxN" and the configura-
tion of “the PU of the CU with depth=k+1, Mode=INTER,
Part Size=2Nx2N” as shown in FIG. 3. The PU 310 at depth
k will be processed again at depth (k+1) as the PU 320. The
PU 310 is selected under the INTER mode with partition size
NxN. On the other hand, the PU 320 is selected at the INTER
mode with partition size 2N'x2N', where 2N'=N. Conse-
quently, the same block will be processed twice at depths k
and depth (k+1). The redundancy will cause unnecessary
processing and waste valuable system resources.

[0027] In order to eliminate the above redundancy, the
allowable partition sizes are constrained according to one
embodiment of the present invention as shown in FIG. 4.
Consequently, for each leaf CU larger than SCU (smallest
CU), the partition sizes allowed are 2Nx2N, 2NxN and
Nx2N. In other words, the NxN partition is not allowed for
INTER mode if'the leaf CU is larger than SCU. If the leaf CU
size is the same as SCU size, all partition sizes, 2Nx2N,
2NxN, Nx2N, and NxN, are allowed. When a CU size is the
same as SCU size, the CU is not subject to further split and the
inclusion of NxN partition size will not cause redundancy.
Table 1 illustrated the system performance comparison
against conventional HEVC PU partition for Random Access
High Efficiency configuration. The system performance in
terms of BD-rates for YUV components, encoding time and
decoding time. The BD (Bjentegaard-delta)-Rate is a stan-
dardized method for measuring percentage of bit rate savings
at equal PSNR or decibels of PSNR benefit at equal bit rate,
which is widely used in the field of video compression. A
negative BD-rate means bitrate reduction and a positive BD-
rate means bitrate increase. The comparisons are performed
based on different video test materials, referred to as Class A,
Class B, Class C, Class D and Class E. As shown in Table 1,
the BD-rate performance is slightly higher or approximately
the same as the conventional PU partition. However, the
encoding time is only 88% of the conventional PU partition
while decoding time is 99% of the conventional PU partition.

TABLE 1
Random Access Y BD- U BD- V BD-
High Efficiency Rate (%) Rate (%) Rate (%)
Class A 0.2 0.2 0.2
Class B 0.2 0.2 0.2
Class C 0.2 0.1 0.2
Class D 0.1 -0.1 0.3
All 0.0 0.0 0.0
Enc. Time 88%
Dec. Time 99%
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[0028] Table 2 illustrated the performance comparison
against a conventional HEVC PU partition for Low Delay
High Efficiency configuration. Again, the BD-rate perfor-
mance is slightly higher or approximately the same as the
conventional PU partition. However, the encoding time is
only 86% of the conventional PU partition while decoding
time is 98% of the conventional PU partition. Consequently,
the constrained PU partition according to the present inven-
tion demonstrates the advantage of reduced encoding time
and decoding time while maintaining about the same BD-rate
performance as the conventional PU partition.

TABLE 2

Low Delay Y BD- U BD- V BD-
High Efficiency Rate (%) Rate (%) Rate (%)
Class B 0.1 0.1 0.0
Class C 0.1 0.2 0.2
Class D 0.1 -0.1 0.4
Class E 0.0 0.2 0.5
All 0.1 0.1 0.3
Enc. Time 86%
Dec. Time 98%

[0029] Similarly, the PU design in the current HEVC devel-

opment also results in some redundancy for the INTRA
mode. For example, redundancy may exist between the con-
figuration of “the PU of the CU with depth=k, Mode=INTRA,
Part Size=2Nx2N” and the configuration of “the PU of the
CU with depth=k+1, Mode=INTRA, Part Size=NxN”. In
order to eliminate the above redundancy, the allowable parti-
tion sizes are constrained according to an embodiment of the
present invention as shown in FIG. 5. Consequently, for each
leaf CU larger than SCU, the only partition size allowed is
2Nx2N. In other words, the NxN partition is not allowed for
INTRA mode if the leaf CU is larger than SCU. If the leaf CU
size is the same as SCU size, all partition sizes, 2Nx2N and
NxN, may be allowed. Table 3 illustrated the performance
comparison against a conventional HEVC PU partition for
Intra High Efficiency configuration. The BD-rate perfor-
mance is slightly higher than the conventional PU partition.
However, the encoding time is only 72% of the conventional
PU partition while decoding time is 98% of the conventional
PU partition. Consequently, the constrained PU partition
according to the present invention demonstrates substantial
reduction in encoding time and modest reduction in decoding
time while the BD-rate performance is slightly degraded
(worst case 0.7%).

TABLE 3

All Intra Y BD- U BD- V BD-
High Efficiency Rate (%) Rate (%) Rate (%)
Class A 0.3 0.5 0.7
Class B 0.2 0.3 04
Class C 0.2 0.2 0.3
Class D 0.1 0.1 0.1
Class E 0.3 0.7 0.7
All 0.2 0.3 0.4
Enc. Time 72%
Dec. Time 98%

[0030] In the above constrained partition sizes, the NxN

size is allowed when the CU size is the same as the SCU size.
Nevertheless, the NxN partition size may also be removed
when the CU size is the same as the SCU size. For example,
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only the constrained partition sizes, 2Nx2N, 2NxN, and
Nx2N, may be used for the INTER mode when the CU size is
the same as the SCU size. Further reduction in processing
time can be expected. The test results for Random Access
High Efficiency configuration are shown in Table 4.

TABLE 4
Random Access Y BD- U BD- V BD-
High Efficiency Rate (%) Rate (%) Rate (%)
Class A 0.3 0.4 0.6
Class B 0.3 0.7 -0.2
Class C 04 0.3 04
Class D 0.4 0.2 0.6
All 0.0 0.0 0.0
Enc. Time 81%
Dec. Time 97%

[0031] As shown in Table 4, the encoding time is further
reduced to 81% from 88% in Table 1. On the other hand, the
decoding time is further reduced to 97% from 99% in Table 1.
The BD-rate performance is slightly degraded compared with
thatin Table 1. The test results for Low Delay High Efficiency
configuration are shown in Table 5, where the encoding time
is reduced to 81% from 86% and the decoding time increases
slightly to 100% from 98% in Table 2.

TABLE 5
Low Delay Y BD- U BD- V BD-
High Efficiency Rate (%) Rate (%) Rate (%)
Class B 0.0 0.0 0.0
Class C 0.2 0.3 0.4
Class D 0.1 -0.2 0.3
Class E 0.4 1.2 0.6
All 0.2 1.4 0.1
Enc. Time 81%
Dec. Time 100%

[0032] Similarly, the NxN partition size may also be
restricted when the CU size is the same as the SCU size for the
INTRA mode. In this case, only 2Nx2N partition size is
allowed when the CU size is the same as the SCU size for the
INTRA mode. The test results for INTRA High Efficiency
configuration are shown in Table 6, where the encoding time
is reduced to 50% from 72% and the decoding time is reduced
to 94% from 98% in Table 3. However, the BD-rate perfor-
mance increases noticeably with a worst case of 5%.

TABLE 6
All Intra Y BD- U BD- V BD-
High Efficiency Rate (%) Rate (%) Rate (%)
Class A 2.2 1.5 1.7
Class B 1.5 0.7 0.8
Class C 39 1.9 1.8
Class D 5.0 2.6 2.6
Class E 23 1.6 1.8
All 3.0 1.6 1.7
Enc. Time 50%
Dec. Time 94%

[0033] An example of syntax design to support the con-
strained PU partition is illustrated in FIG. 6. The mode_table_
idx syntax element denotes the prediction mode and the par-
tition mode for Low Complexity Entropy Coding (LCEC).
Although this syntax element in Table FIG. 6 appears to be the
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same as that in the conventional HEVC as of November 2010,
its meaning has to be modified accordingly. When the current
CU size is larger than the SCU size, there is no codeword
associated with NxN partition size for both INTRA and
INTER prediction modes. There is no codeword associated
with 2Nx2N for 1 slice INTRA neither. The codeword asso-
ciated with 2Nx2N for B slice INTRA needs to be modified as
well. When the current CU size is the same as the SCU size,
codewords of NxN partition modes for both INTRA and
INTER prediction modes exist. The intra_split_flag denotes
the 2Nx2N partition mode if intra_split_flag=0 and denotes
the NxN partition mode ifintra_split_flag=1. This flag is used
when INTRA prediction mode is selected and CABAC is
used. If the current CU size is larger than the SCU size, this
flag will not be transmitted, and the 2Nx2N partition mode
will be indicated. The inter_partitioning_idc syntax element
denotes the partition mode when INTER prediction mode is
selected and CABAC is used. Although this syntax element in
FIG. 6 appears to be the same as that in the conventional
HEVC as of November 2010, its meaning has to be modified
accordingly. When the current CU size is larger than the SCU
size, there is no codeword associated with NxN partition.
When the current CU size is the same as the SCU size, a
codeword associated with NxN partition exists.

[0034] Table 7 illustrates an example of codewords for the
case of INTER slice (or picture) and INTER prediction
according to the conventional HEVC as of November 2010.
Besides the symmetric partition sizes of 2Nx2N, 2NxN,
Nx2N and NxN, optional asymmetric partition sizes of
2NxnU, 2NxnD, nLx2N and nRx2N are also listed in Table 7.
The codewords associated with the optional partition sizes are
shown in Italic style to differentiate them from the codewords
for the standard symmetric partition. When the standard sym-
metric partition is used, the codewords 1, 01, 001 and 0001
are assigned to partition sizes 2Nx2N, 2NxN, Nx2N and
NxN respectively. The codewords for the case of INTER slice
(or picture) and INTER prediction for constrained PU parti-
tion according to the present invention are shown in Table 8.
Since the NxN partition size is not used, there is no need to
assign a codeword to the NxN partition size.

TABLE 7

INTER Slice (Picture) INTER Prediction

2Nx2N 1

2NxN 0117
2NxnU 0100
2NxnD 0101

Nx2N 0011
nLx2N 00100
nRx2N 00101

NxN 0001

TABLE 8

INTER Slice (Picture) INTER Prediction

2Nx2N 1

2NxN 0117
2NxnU 0100
2NxnD 0101

Nx2N 00117
nLx2N 00100
nRx2N 00101
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[0035] Table 9 illustrates an example of codewords for the
case of INTER slice (or picture) and INTRA prediction
according to the conventional HEVC as of November 2010,
where both 2Nx2N and NxN partition sizes are allowed. The
codewords for the case of INTER slice (or picture) and
INTRA prediction for constrained PU partition according to
the present invention are shown in Table 10. Since the NxN
partition size is not used, there is no need to assign a codeword
to the NxN partition size.

TABLE 9

INTER Slice (Picture) INTRA Prediction

2Nx2N 00000
NxN 00001

TABLE 10

INTER Slice (Picture) INTRA Prediction

2Nx2N 000

[0036] Table 11 illustrates an example of codewords for the
case of INTRA slice (or picture) and INTRA prediction
according to the conventional HEVC as of November 2010,
where both 2Nx2N and NxN partition sizes are allowed. The
codewords for the case of INTRA slice (or picture) and
INTRA prediction for constrained PU partition according to
the present invention are shown in Table 12. Since the NxN
partition size is not used, there is no need to assign a codeword
for NxN partition size.

TABLE 11

INTRA Slice (Picture) INTRA Prediction

2Nx2N 1
NxN 0

TABLE 12

INTRA Slice (Picture) INTRA Prediction

2Nx2N

[0037] For the INTRA partition size, the conventional
HEVC as of November 2010 uses one bit at depth k to indicate
whether the block is split or not, and one bit to indicate the
partition size. For the partition example shown in FIG. 7, the
conventional HEVC will use one bit to indicate the block is
split. After splitting, all blocks have the same size and the
conventional HEVC will use another bit to indicate the par-
tition size. Therefore, a total of 2 bits are required by the
conventional HEVC for the example in FIG. 7. On the other
hand, according to a modified method that uses one bit at
depth k to indicate whether the block is split. If the block is
split, one bit for each of the blocks at depth (k+1) is needed.
Therefore, a total of 5 bits will be required by the modified
method for the example in FIG. 7. Therefore, new syntax
design is needed to improve the efficiency.

[0038] In order to improve the efficiency, an example of
new syntax design is shown in FIG. 8, where a new syntax
element further_split_flag is introduced. The new syntax ele-
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ment according to one embodiment of the present invention
assigns a value 1 if at least one of the four CUs at the next
depth needs further split and assigns further_split_flaga value
of 0 if none of the four CUs at the next depth needs further
split. According to the new syntax design, the resulted bits
representing the partition are shown in FIG. 8. Since there is
no need for further split at depth k+1, a single bit for further_
split_flag indicates that none of the four CUs at depth k+1 is
further split. Therefore, 2 bits in total are required by the
constrained partition using the new syntax design of FIG. 8
and the constrained partition using the new syntax design has
the same efficiency as the conventional HEVC. FIG. 9A illus-
trates an example where at least one CU at depth (k+1) is
further split. The CU 910 at depth k is split into four CUs
labeled as 912, 914, 916 and 918 respectively. For the resulted
bits based on the new syntax, the first bit labeled as 920
corresponds to the CU 910. Since CU 910 is split, the split_
flag(k) bit labeled as 920 has a value of 1. The following bit
corresponds to further_split_flag and has a value of 1 since at
least one of the four CUs labeled as 912, 914, 916 and 918 is
further split. The bits labeled as 922 and 928 correspond to
CUs 912 and 918 respectively. Since CUs 912 and 918 are not
split, the corresponding split_flag(k+1) bits 922 and 928 have
avalue of 0. On the other hand, the bits labeled as 924 and 926
correspond to CUs 914 and 916 respectively. Since CUs 914
and 916 are split, the corresponding split_flag(k+1) bits 924
and 926 have a value of 1. Since CUs 914 and 916 are not
further split at depth (k+2), both the bit following bit 924 and
the bit following bit 926 have a value of 0 as shown is FIG. 9A.
Consequently, the resulted bitstream according to the new
syntax contain 8 bits. On the other hand, the resulted bit-
stream according to the HEVC Test Model (HM) contain 9
bits. Therefore, the new syntax is more efficient than the
conventional HEVC for this example.

[0039] FIG. 9B illustrates another example where only one
CU at depth (k+1) is further split. The CU 950 at depth k is
split into four CUs labeled as 952, 954, 956 and 958 respec-
tively. The CU 956 at depth (k+1) is further split, while the
other three CUs at depth (k+1) are not further split. For the
resulted bitstream based on the new syntax, the first bit
labeled as 960 corresponds to CU 950. Since CU 950 is split,
the split_flag(k) bit labeled as 960 has a value of 1. The
following bit corresponds to further split_flag and has a
value of 1 since at least one of the four CUs labeled as 952,
954, 956 and 958 is further split. The bits labeled as 962, 964
and 968 correspond to CUs 952, 954 and 958 respectively.
Since CUs 952, 954 and 958 are not split, the corresponding
split_flag(k+1) bits 962,964 and 968 have a value of 0. On the
other hand, the bit labeled as 966 corresponds to CU 956.
Since CU 956 is split, the corresponding split_flag(k+1) bit
966 has a value of 1. Since CU 966 is not further split at depth
(k+2), the bit following bit 966 has a value of O as shown is
FIG. 9B. The resulted bitstream according to the new syntax
contain 7 bits. On the other hand, the resulted bitstream
according to the HEVC Test Model (HM) contain 9 bits.
Therefore, the new syntax is more efficient than the conven-
tional HEVC for this example

[0040] FIG. 10 illustrates an example corresponding to fur-
ther split of example in FIG. 9A, where one of the CUs in CU
914 and one of the CUs in CU 916 are further split, labeled as
1014 and 1016 respectively. To indicate this further split, the
corresponding bits are shown in FIG. 10 by assigning a value
of 1 to the bit following the bit 924 and to the bit following bit
926 respectively. Only the bitstream at depths k and k+1 are
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shown in FIG. 10 and the bitstream for depth k+2 and beyond
are shown as dots in FIG. 10. Therefore, the new syntax
design requires 6 bits to represent the partition at depths k and
k+1 while the conventional HEVC requires 7 bits. FIG. 11
illustrates a further example, where all CUS 912, 914, 916
and 918 are further split at the next two depths. The resulted
bitstreams based on the new syntax and the HEVC Test Model
are shown in FIG. 11, where the new syntax requires 6 bits
while the conventional HEVC required 5 bits for partition at
depths k and k+1. As shown in the examples above, the new
syntax is more efficient in most cases than the conventional
HEVC.

[0041] FIG. 12 illustrates another constrained PU partition
example according to the present invention for INTER mode.
In this case, a depth-k INTER CU still can use NxN PUs.
However, the four depth-(k+1) INTER CUs cannot use 2N'x
2N' PUs simultaneously. FIG. 13 illustrates another con-
strained PU partition according to the present invention for
INTRA mode. In this case, a depth-k INTRA CU still can use
NxN PUs. However, the four depth-(k+1) INTRA CUs can-
not use 2N'x2N' PUs simultaneously.

[0042] For each 2Nx2N leaf CU at depth k, the following
four conditions are tested to determine whether 2Nx2N par-
tition size is allowed for INTER mode. If all four conditions
are satisfied, the 2Nx2N partition is disallowed as shown in
FIG. 14. Otherwise, all four partition sizes, 2Nx2N, 2NxN,
Nx2N and NxN, are allowed. The four conditions are (a) if
k>0 (i.e., smaller than the LCU size), (b) if the current CU is
the last (fourth) leaf CU of its parent CU, (c) if the prior three
leaf CUs have depth=k" and (d) if the prior three leaf CUs
have Mode=INTER and Part Size=2Nx2N. FIG. 15 illus-
trates an exemplary flowchart of determining constrained
partition for prediction unit in INTER mode at depths k and
k+1. The four conditions are tested in block 1510. If the four
test conditions are satisfies, the partition size 2Nx2N is
skipped, i.e., partition sizes {2NxN, Nx2N, NxN} are tried in
blocks 1522, 1524 and 1526 respectively. Furthermore, the
partition size NxN for the parent CU at depth (k-1) is also
tries in block 1528 and the process is completed. If any of the
four test conditions is not satisfied, partition sizes {2Nx2N,
2NxN, Nx2N} are tried as shown in blocks 1532, 1534 and
1536 respectively. The condition of “if the CU size is the same
as the SCU size” is tested in block 1540. If the result is
asserted, the partition size NxN is also tried as shown in block
1542, otherwise, the partition size NxN is skipped and the
process is completed.

[0043] For each 2Nx2N leaf CU at depth k, the following
four conditions are tested to determine whether the 2Nx2N
partition size is allowed for INTRA mode. If all four condi-
tions are satisfied, the 2Nx2N partition is disallowed as
shown in FIG. 16. Otherwise, both partition sizes, 2Nx2N and
NxN, are allowed. The four conditions are (a) if k>0 (i.e.,
smaller than the LCU size), (b) if the current CU is the last
(fourth) leaf CU of its parent CU, (c) if the prior three leaf
CUs have depth=k" and (d) if the prior three leaf CUs have
Mode=INTRA and Part Size=2Nx2N. FIG. 17 illustrates an
exemplary flowchart of determining constrained partition for
prediction unit in INTRA mode at depth k and k+1. The four
conditions are tested in block 1710. If the four test conditions
are satisfies, the partition size 2Nx2N is skipped, i.e., only
partition size NxN is tried in blocks 1722. Furthermore, the
partition size NxN for the parent CU at depth (k-1) is also
tries in block 1724 and the process is completed. If any of the
four test conditions is not satisfied, partition size 2Nx2N is
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tried as shown in blocks 1732. The condition of “if the CU
size is the same as the SCU size” is tested in block 1740. If the
result is asserted, the partition size NxN is also tried as shown
in block 1742, otherwise, the partition size NxN is skipped
and the process is completed.

[0044] Embodiment of adaptive offset restoration accord-
ing to the present invention as described above may be imple-
mented in various hardware, software codes, or a combina-
tion of both. For example, an embodiment of the present
invention can be a circuit integrated into a video compression
chip or program codes integrated into video compression
software to perform the processing described herein. An
embodiment of the present invention may also be program
codes to be executed on a Digital Signal Processor (DSP) to
perform the processing described herein. The invention may
also involve a number of functions to be performed by a
computer processor, a digital signal processor, a micropro-
cessor, or field programmable gate array (FPGA). These pro-
cessors can be configured to perform particular tasks accord-
ing to the invention, by executing machine-readable software
code or firmware code that defines the particular methods
embodied by the invention. The software code or firmware
codes may be developed in different programming languages
and different format or style. The software code may also be
compiled for different target platform. However, different
code formats, styles and languages of software codes and
other means of configuring code to perform the tasks in accor-
dance with the invention will not depart from the spirit and
scope of the invention.

[0045] The invention may be embodied in other specific
forms without departing from its spirit or essential character-
istics. The described examples are to be considered in all
respects only as illustrative and not restrictive. The scope of
the invention is, therefore, indicated by the appended claims
rather than by the foregoing description. All changes which
come within the meaning and range of equivalency of the
claims are to be embraced within their scope.

1. A method for video processing, the method comprising:

receiving a 2Nx2N leaf CU (coding unit) at depth k,
wherein N is a first integer greater than O and k is a
second integer greater than or equal to 0;

partitioning the 2Nx2N leaf CU into a set of PUs (predic-
tion units) according to a prediction mode of the 2Nx2N
leaf CU, wherein the set includes NxN partition size and
the prediction mode includes an INTER mode and an
INTRA mode; and

removing the NxN partition size for the prediction mode if
the 2Nx2N leaf CU is larger than SCU (smallest CU),
wherein a constrained set of PUs is formed when the
partition size is removed.

2. The method of claim 1, wherein the set of PUs further
comprises 2Nx2N partition size, 2NxN partition size and
Nx2N partition size for the INTER mode.

3. The method of claim 1, wherein the set of PUs further
comprises 2Nx2N partition size for the INTRA mode.

4. The method of claim 1, further comprising a step of
incorporating a flag to indicate whether any of next coding
units at a next depth is further split.

5. The method of claim 4, wherein if none of the next
coding units at the next depth is further split as indicated by
the flag, no further information is incorporated to indicate
split decision for each of the next coding units at the next
depth.
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6. A method for video processing, the method comprising:
receiving a 2Nx2N leaf CU (coding unit) at depth k,
wherein N is an integer greater than 0;
for each NxN leaf CU of the 2Nx2N leaf CU:
evaluating condition 1 to determine if k>0;
evaluating condition 2 to determine if said each NxN
leaf CU is a fourth leaf CU of the 2Nx2N leaf CU;
evaluating condition 3 to determine if three prior leaf
CUs have the depth k; and
evaluating condition 4 to determine if said three prior
leaf CUs have a mode of same type and have NxN
partition size;
removing 2Nx2N partition size to form a constrained par-
tition set if the condition 1 through the condition 4 are all
asserted; and

partitioning said each NxN leaf CU according to the con-

strained partition set if the condition 1 through the con-
dition 4 are all asserted.

7. The method of claim 6, wherein the mode type is INTER.

8. The method of claim 6, wherein the mode type is
INTRA.

9. A method for decoding of a video bitstream associated
with video data, wherein the video data comprises a 2Nx2N
leaf CU (coding unit) at depth k partitioned into a set of PUs
(prediction units) according to a prediction mode of the
2Nx2N leaf CU, wherein the set includes NxN partition size
and the prediction mode includes an INTER mode and an
INTRA mode, the method comprising:

performing a test to determine if the 2Nx2N leaf CU is

larger than SCU (smallest CU);

selecting codewords for the set of PUs according to the test;

and

decoding the video bitstream to recover PU partition

according to the codewords selected.

10. The method of claim 9, further comprising:

extracting a flag from the video bitstream, wherein the flag

indicates whether any of next coding units at a next
depth is further split; and

recovering structure of the next coding units at the next

depth according to the flag.
11. The method of claim 10, wherein if none of the next
coding units at the next depth is further split as indicated by
the flag, no further information is incorporated in the bit-
stream for recovering structure of the next coding units at the
next depth.
12. An apparatus for video coding, the apparatus compris-
ing:
means for receiving a 2Nx2N leaf CU (coding unit) at
depth k, wherein N is a first integer greater than 0 and k
is a second integer greater than or equal to O;

means for partitioning the 2Nx2N leaf CU into a set of PUs
(prediction units) according to a prediction mode of the
2Nx2N leaf CU, wherein the set includes NxN partition
size and the prediction mode includes an INTER mode
and an INTRA mode; and

means for removing the NxN partition size for the predic-

tion mode if the 2Nx2N leaf CU is larger than SCU
(smallest CU), wherein a constrained set of PUs is
formed when the partition size is removed.

13. The apparatus of claim 12, wherein the set of PUs
further comprises 2Nx2N partition size, 2NxN partition size
and Nx2N partition size for the INTER mode.

14. The apparatus of claim 12, wherein the set of PUs
further comprises 2Nx2N partition size for the INTRA mode.
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15. The apparatus of claim 12, further comprising means
for incorporating a flag when the set of PUs contains more
than one PU to indicate whether any of said more than one PU
is further split.

16. An apparatus for video processing, the apparatus com-
prising:

means for receiving a 2Nx2N leaf CU (coding unit) at

depth k, wherein N is an integer greater than 0;

for each NxN leaf CU of the 2Nx2N leaf CU:
means for evaluating condition 1 to determine it k>0;
means for evaluating condition 2 to determine if said
each NxN leaf CU is a fourth leaf CU of the 2Nx2N
leaf CU;
means for evaluating condition 3 to determine if three
prior leaf CUs have the depth k; and
means for evaluating condition 4 to determine if said
three prior leaf CUs have a mode of same type and
have NxN partition size;
means for removing 2Nx2N partition size if the condition
1 through the condition 4 are all asserted; and

partitioning said each NxN leaf CU according to a con-
strained partition set if the condition 1 through the con-
dition 4 are all asserted.
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17. The apparatus of claim 16, wherein the mode type is
INTER.

18. The apparatus of claim 16, wherein the mode type is
INTRA.

19. A apparatus for decoding of a video bitstream associ-
ated with video data, wherein the video data comprises a
2Nx2N leat CU (coding unit) at depth k partitioned into a set
of PUs (prediction units) according to a prediction mode of
the 2Nx2N leaf CU, wherein the set includes NxN partition
size and the prediction mode includes an INTER mode and an
INTRA mode, the apparatus comprising:

means for performing a test to determine if the 2Nx2N leaf

CU is larger than SCU (smallest CU);

means for selecting codewords for the set of PUs according

to the test; and

means for decoding the video bitstream to recover PU

partition according to the codewords selected.

20. The apparatus of claim 19, further comprising:

means for extracting a flag from the video bitstream,

wherein the flag indicates whether any of next coding
units at a next depth is further split; and

means for recovering structure of the next coding units at

the next depth according to the flag.
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