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(57) ABSTRACT

This disclosure describes techniques for coding video data.
As one example, this disclosure describes a coded block
pattern (CBP) for a coding unit (CU) of video data that indi-
cates whether or not each of a luminance component (Y), a
first chrominance component (U), and a second chrominance
component (V) include at least one non-zero coefficient.
According to another example, this disclosure describes a
CBP that indicates whether respective blocks of a CU include
at least on non-zero coefficient. The CBP described herein
may be mapped to a single variable length code (VLC) code
word. The VL.C code word may be used by a coder to code the
CU of video data.
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VARIABLE LENGTH CODING OF CODED
BLOCK PATTERN (CBP) IN VIDEO
COMPRESSION

[0001] This application claims the benefit of U.S. Provi-
sional Application No. 61/323,256 titled “Variable Length
Coding for Coded Block Pattern (CBP)” filed Apr. 12, 2010,
U.S. Provisional Application No. 61/386,460 titled “Variable
Length Coding for Coded Block Pattern (CBP) in Video
Compression” filed Sep. 24, 2010, U.S. Provisional Applica-
tion No. 61/323,731 titled “Variable Length Code for Block
Type and Coded Block Flag In Video Coding” filed Apr. 13,
2010, and U.S. Provisional Application No. 61/364,749 titled
“Variable Length Coding for Coded Block Flag” filed Jul. 15,
2010, the entire contents of each of which are incorporated
herein by reference.

TECHNICAL FIELD

[0002] This disclosure relates to block-based video coding
techniques used to compress video data and, more particu-
larly, the coding of syntax elements referred to as coded block
patterns (CBPs).

BACKGROUND

[0003] Digital video capabilities can be incorporated into a
wide range of devices, including digital televisions, digital
direct broadcast systems, wireless communication devices
such as radio telephone handsets, wireless broadcast systems,
personal digital assistants (PDAs), laptop or desktop comput-
ers, tablet computers, digital cameras, digital recording
devices, video gaming devices, video game consoles, per-
sonal multimedia players, and the like. Such video devices
may implement video compression techniques, such as those
described in MPEG-2, MPEG-4, or ITU-T H.264/MPEG-4,
Part 10, Advanced Video Coding (AVC), in order compress
video data. Video compression techniques perform spatial
and temporal prediction to reduce or remove redundancy
inherent in video sequences. New standards, such as the High
Efficiency Video Coding (HEVC) standard continue to
emerge and evolve.

[0004] Many video coding standards and techniques use
block-based video coding. Block-based video coding tech-
niques divide the video data of a video frame (or portion
thereof) into video blocks and then encode the video blocks
using block-based compression techniques. The video blocks
are encoded using one or more video-specific encoding tech-
niques as well as general data compression techniques. Video
encoding often includes motion estimation, motion compen-
sation, transform (e.g., discrete cosine transforms (DCT)),
quantization, and variable length coding.

[0005] In the ITU-T H.264 standard, the transforms are
defined as 8 by 8 transforms. A 16 by 16 “macroblock”
comprises four 8 by 8 luma blocks and two sub-sampled 8 by
8 chroma blocks. Each of these luma and chroma blocks is
predictively coded to generate a residual block, which is
transformed via the 8 by 8 transform into a block of transform
coefficients. A so-called “coded block pattern (CBP)” is often
included as syntax information, e.g., in a macroblock header
of an H.264-complient bitstream, in order to signal whether
each individual 8 by 8 residual block of transform coefficients
has any non-zero data. If the CBP indicates that a given 8 by
8 residual block of transform coefficients does not have any
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non-zero data, then no coefficient data is communicated for
that block. The use of 6-bit CBPs conventionally adds a
number of bits of overhead to the macroblock header. How-
ever, CBPs also facilitate data compression because blocks of
transform coefficients often do not include any non-zero data.

SUMMARY

[0006] This disclosure describes video coding techniques
applicable to a coded block pattern (CBP) of a coding unit
(CU). The CBP may comprise video block syntax informa-
tion, e.g., in a header of an encoded bitstream. The techniques
of this disclosure apply variable length coding (VLC) tech-
niques to the CBP, and may select one or more VLC tables for
coding the CBP. According to one aspect of this disclosure,
techniques are provided for signaling, as a single VL.C code
word, a CBP that include a coded block flag (CBF) for each of
respective luma (Y) first chroma (U), and second chroma (V)
blocks of a coding unit (CU). According to another aspect of
this disclosure, techniques are described for signaling a CBP
that includes a plurality of CBF for sub-blocks (e.g., trans-
form unit (TU) and/or prediction units (PU)) of a CU grouped
together as a single VLC code word. These and other tech-
niques described herein may be used to improve efficiency in
coding (e.g., encoding or decoding) video data.

[0007] For example, a method of encoding a coding unit
(CU) of video data is described herein. The method includes
receiving a CU of video data that includes a luminance com-
ponent (Y), a first chrominance component (U), and a second
chrominance component (V). The method further includes
determining whether or not each of the luminance component
(Y), the first chrominance component (U), and the second
chrominance component (V) include at least one non-zero
coefficient. The method further includes generating a coded
block pattern (CBP) for the CU that collectively indicates
whether or not each of the luminance component (Y), the first
chrominance component (U), and the second chrominance
component (V) include at least one non-zero coefficient. The
method further includes mapping the generated CBP to a
single variable length code (VLC) code word. The method
further includes outputting the single VL.C code word.
[0008] According to another example, an apparatus that
encodes video data is described herein. The apparatus
includes a video encoder that receives a CU of video data that
includes a luminance component (Y), a first chrominance
component (U), and a second chrominance component (V)
and determines whether or not each of the luminance com-
ponent (Y), the first chrominance component (U), and the
second chrominance component (V) include at least one non-
zero coefficient. The apparatus further includes a CBP mod-
ule that generates a coded block pattern (CBP) for the CU that
collectively indicates whether or not each of the luminance
component (Y), the first chrominance component (U), and the
second chrominance component (V) include at least one non-
zero coefficient, maps the generated CBP to a single variable
length code (VLC) code word, and outputs the single VL.C
code word.

[0009] According to another example, a device that
encodes video data is described herein. The device includes
means for encoding video data that receive a coding unit (CU)
of'video data that includes a luminance component (Y), a first
chrominance component (U), and a second chrominance
component (V). The device further includes means for deter-
mining whether or not each of the luminance component (Y),
the first chrominance component (U), and the second chromi-
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nance component (V) include at least one non-zero coeffi-
cient. The device further includes means for generating a
coded block pattern (CBP) for the CU that collectively indi-
cates whether or not each of the luminance component (Y),
the first chrominance component (U), and the second chromi-
nance component (V) include at least one non-zero coeffi-
cient. The device further includes means for mapping the
generated CBP to a single variable length code (VLC) code
word. The device further includes means for outputting the
single VL.C code word.

[0010] According to another example, a computer-readable
storage medium is described herein. The computer-readable
storage medium includes instructions that upon execution in
a processor, cause the processor to encode video data. The
instructions cause the processor to receive a CU of video data
that includes a luminance component (Y), a first chrominance
component (U), and a second chrominance component (V).
The instructions further cause the processor to determine
whether or not each of the luminance component (Y), the first
chrominance component (U), and the second chrominance
component (V) include at least one non-zero coefficient. The
instructions further cause the processor to generate a coded
block pattern (CBP) for the CU that collectively indicates
whether or not each of the luminance component (Y), the first
chrominance component (U), and the second chrominance
component (V) include at least one non-zero coefficient. The
instructions further cause the processor to map the generated
CBP to a single variable length code (VLC) code word. The
instructions further cause the processor to output the single
VLC code word.

[0011] According to another example, a method of decod-
ing a CU of video data is described herein. The method
includes receiving a single variable length code (VLC) code
word for a CU of video data that includes a luma component
(Y), a first chroma component (U), and a second chroma
component (V). The further method includes determining,
based on the single VLC code word, a coded block pattern
(CBP) for the CU, wherein the CBP indicates individually
whether or not each of the luma component (Y), the first
chroma component (U), and the second chroma component
(V) include a non-zero coefficient. The further method
includes using the determined CBP to decode the CU.
[0012] According to another example, an apparatus that
decodes video data is described herein. The apparatus
includes a video decoder that receives a single variable length
code (VLC) code word for a CU of video data that includes a
luma component (Y), a first chroma component (U), and a
second chroma component (V). The apparatus further
includes a CBP decoding module that determines, based on
the single VL.C code word, a coded block pattern (CBP) for
the CU, wherein the CBP indicates individually whether or
not each of the luma component (Y), the first chroma com-
ponent (U), and the second chroma component (V) include a
non-zero coefficient. The video decoder further uses the
determined CBP to decode the CU.

[0013] According to another example, a device that
decodes video data is described herein. The device includes
means for receiving a single variable length code (VL.C) code
word for a CU of video data that includes a luma component
(Y), a first chroma component (U), and a second chroma
component (V). The device further includes means for deter-
mining, based on the single VLC code word, a coded block
pattern (CBP) for the CU, wherein the CBP indicates indi-
vidually whether or not each of the luma component (Y), the
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first chroma component (U), and the second chroma compo-
nent (V) include a non-zero coefficient. The device further
includes means for using the determined CBP to decode the
CU.

[0014] According to another example, acomputer-readable
storage medium is described herein. The computer-readable
storage medium includes instructions that upon execution in
a processor, cause the processor to decode video data. The
instructions cause the processor to receive a single variable
length code (VLC) code word for a CU of video data that
includes a luma component (Y), a first chroma component
(U), and a second chroma component (V). The instructions
further cause the processor to determine, based on the single
VLC code word, a coded block pattern (CBP) for the CU,
wherein the CBP indicates individually whether or not each
of'the luma component (Y), the first chroma component (U),
and the second chroma component (V) include a non-zero
coefficient. The instructions further cause the processorto use
the determined CBP to decode the CU.

[0015] According to another example, a method of encod-
ing a coding unit (CU) of video data is described herein. The
method includes receiving a CU of video data that includes a
plurality of blocks. The method further includes determining
whether or not each of the plurality of blocks include at least
one non-zero coefficient. The method further includes gener-
ating a coded block flag (CBF) for each of the plurality of
blocks that indicates whether the respective block includes at
least one non-zero coefficient. The method further includes
generating a coded block pattern (CBP) for the CU that col-
lectively indicates the CBF for each of the plurality of blocks.
The method further includes mapping the generated CBP to a
single variable length code (VLC) code word. The method
further includes outputting the single VL.C code word.

[0016] According to another example, an apparatus that
encodes video data is described herein. The apparatus
includes a video encoder that receives a CU of video data that
includes a that includes a plurality of blocks and determines
whether or not each of the plurality of blocks include at least
one non-zero coefficient. The apparatus further includes a
CBP module configured generate a coded block flag (CBF)
for each of the plurality of blocks that indicates whether the
respective block includes at least one non-zero coefficient.
The CBP module is further configured to generate a coded
block pattern (CBP) for the CU that collectively indicates the
CBF for each of the plurality of blocks. The CBP module is
further configured to map the generated CBP to a single
variable length code (VL.C) code word. The CBP module is
further configured to output the single VL.C code word.

[0017] According to another example, an apparatus for
encoding video data is described herein. The apparatus
includes means for receiving a CU of video data that includes
a plurality of blocks. The apparatus further includes means
for determining whether or not each of the plurality of blocks
include at least one non-zero coefficient. The apparatus fur-
ther includes means for generating a coded block flag (CBF)
for each of the plurality of blocks that indicates whether the
respective block includes at least one non-zero coefficient.
The apparatus further includes means for generating a coded
block pattern (CBP) for the CU that collectively indicates the
CBF for each of the plurality of blocks. The apparatus further
includes means for mapping the generated CBP to a single
variable length code (VLC) code word. The apparatus further
includes means for outputting the single VLC code word.
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[0018] According to another example, a computer-readable
storage medium is described herein. The computer-readable
storage medium includes instructions configured to cause a
computing device to receive a CU of video data that includes
a plurality of blocks. The instructions further cause the com-
puting device to determine whether or not each of the plural-
ity of blocks include at least one non-zero coefficient. The
instructions further cause the computing device to generate a
coded block flag (CBF) for each of the plurality of blocks that
indicates whether the respective block includes at least one
non-zero coefficient. The instructions further cause the com-
puting device to generate a coded block pattern (CBP) for the
CU that collectively indicates the CBF for each of the plural-
ity of blocks. The instructions further cause the computing
device to map the generated CBP to a single variable length
code (VLC) code word. The instructions further cause the
computing device to outputting the single VLC code word.
[0019] According to another example, a method of decod-
ing a coding unit (CU) of video data is described herein. The
method includes receiving a single variable length code
(VLC) code word for a CU of video data that includes a
plurality of blocks. The method further includes determining,
based on the single VL.C code word, a coded block pattern for
the CU. The method further includes determining, based on
the coded block pattern for the CU, a coded block flag (CBF)
for each of the plurality of blocks, wherein the CBF indicates
whether or not the respective block of the plurality of blocks
includes at least one non-zero coefficient. The method further
includes decoding the CU based on the determined CBF
[0020] According to another example, an apparatus for
decoding video data is described herein. The apparatus
includes a video decoder configured to receive a single vari-
able length code (VLC) code word for a CU of video data that
includes a plurality of blocks, determine, based on the single
VLC code word, a coded block pattern for the CU, determine,
based on the coded block pattern for the CU, a coded block
flag (CBF) for each of the plurality of blocks, wherein the
CBF indicates whether or not the respective block of the
plurality of blocks includes at least one non-zero coefficient,
and decode the CU based on the determined CBF.

[0021] According to another example, an apparatus for
decoding video data. The apparatus includes means for
receiving a single variable length code (VLC) code word for
a CU of video data that includes a plurality of blocks. The
apparatus further includes means for determining, based on
the single VLC code word, a coded block pattern for the CU.
The apparatus further includes means for determining, based
on the coded block pattern for the CU, a coded block flag
(CBF) for each of the plurality of blocks, wherein the CBF
indicates whether or not the respective block of the plurality
ofblocks includes at least one non-zero coefficient. The appa-
ratus further includes means for decoding the CU based on the
determined CBF.

[0022] According to another example, a computer-readable
storage medium is described herein. The computer-readable
storage medium includes instructions that cause a computing
device to receive a single variable length code (VLC) code
word fora CU of video data that includes a plurality of blocks.
The instructions further cause the computing device to deter-
mine, based on the single VL.C code word, a coded block
pattern for the CU. The instructions further cause the com-
puting device to determine, based on the coded block pattern
for the CU, a coded block flag (CBF) for each of the plurality
of blocks, wherein the CBF indicates whether or not the
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respective block of the plurality of blocks includes at least one
non-zero coefficient. The instructions further cause the com-
puting device to decode the CU based on the determined CBF.
[0023] The details of one or more aspects of the disclosure
are set forth in the accompanying drawings and the descrip-
tion below. Other features, objects, and advantages of the
techniques described in this disclosure will be apparent from
the description and drawings, and from the claims.

BRIEF DESCRIPTION OF DRAWINGS

[0024] FIG. 1is ablock diagram illustrating a video encod-
ing and decoding system that may implement one or more of
the techniques of this disclosure.

[0025] FIG. 2 is a block diagram illustrating an exemplary
video encoder that may implement one or more techniques of
this disclosure.

[0026] FIG. 3 is a block diagram illustrating an exemplary
video decoder that may implement one or more techniques of
this disclosure.

[0027] FIG. 4 is a conceptual diagram that illustrates one
example of a coding unit (CU) that includes a luma compo-
nent (Y), a first chrominance component (U), and second
chrominance component (V) consistent with the techniques
of this disclosure.

[0028] FIG. 5 is a conceptual diagram that illustrates one
example of a CU split into multiple blocks consistent with the
techniques of this disclosure.

[0029] FIG. 6-11 are flow diagrams that illustrate various
techniques of this disclosure.

[0030] FIGS. 12A and 12B are conceptual diagrams that
illustrate one example of a quadtree data structure consistent
with the techniques of this disclosure.

DETAILED DESCRIPTION

[0031] This disclosure describes video coding techniques
applicable to a coded block pattern (CBP) of a coding unit
(CU) of video data, which is described in further detail below.
According to one aspect of this disclosure, techniques are
provided for signaling, as a single VL.C code word, CBP that
includes a coded block flag (CBF) for each of respective luma
(Y) blocks, first chroma block (U), and second chroma block
(V) blocks of a coding unit (CU). According to another aspect
of this disclosure, techniques are provided for signaling, as a
single VL.C code word, a CBP for a plurality of blocks of a CU
grouped together as a single VLC code word. These and other
techniques described herein may be used to improve effi-
ciency in coding (e.g., encoding or decoding) video data.
[0032] Efforts are currently in progress to develop a new
video coding standard, currently referred to as High Effi-
ciency Video Coding (HEVC). The emerging HEVC standard
may sometimes be referred to as ITU-T H.265. The standard-
ization efforts are based on a model of a video coding device
referred to as the HEVC Test Model (HM). The HM presumes
several capabilities of video coding devices over devices
according to, e.g., ITU-T H.264/AVC. For example, whereas
ITU-T H.264 provides nine intra-prediction modes, HM pro-
vides as many as thirty-four intra-prediction modes.

[0033] HM refers to a block of video data as a coding unit
(CU). Syntax data within a bitstream may define a largest
coding unit (LCU), which is a largest coding unit in terms of
the number of pixels. In general, a CU has a similar purpose
to a macroblock of H.264, except that a CU does not have the
same size limitations associated with macroblocks. For
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example, a CU may be split into sub-CUs, and the size of the
LCU may be different depending on the scenario or situation.
In general, references in this disclosure to a CU may refer to
a LCU of a picture or a sub-CU of an LCU. A LCU may be
split into sub-CUs, and each sub-CU may be split into sub-
CUs. Syntax data for a bitstream may define the size of the
LCU as well as a maximum number of times an LCU may be
split, referred to as maximum CU depth. Accordingly, a bit-
stream may also define a smallest coding unit (SCU). This
disclosure also uses the term “block™ to refer to any of an
LCU, SCU, CU, prediction unit (PU), or transform unit (TU)
(PU and TU are described in further detail below).

[0034] A LCU may be associated with a quadtree data
structure. In general, a quadtree data structure includes one
node per CU, where a root node corresponds to the LCU. If a
CU is split into four sub-CUs, the node corresponding to the
CU includes four child nodes, each of which corresponds to
one of the sub-CUs or one or more sub-CUs of a sub-CU.
Each node of the quadtree data structure may provide syntax
data for the corresponding CU. For example, a node in the
quadtree may include a split flag, indicating whether the CU
corresponding to the node is split into sub-CUs. Syntax ele-
ments for a CU may be defined recursively, and may depend
on whether the CU is split into sub-CUs. Additional syntax
elements may also be included for each CU, such as flags
indicating whether filtering should be applied to the CU.
[0035] A CU that is not split may include one or more
prediction units (PUs). In general, a PU represents all or a
portion of the corresponding CU, and includes data for
retrieving a reference sample for the PU. For example, when
the PU is intra-mode encoded, the PU may include data
describing an intra-prediction mode for the PU. As another
example, when the PU is inter-mode encoded, the PU may
include data defining a motion vector for the PU. The data
defining the motion vector may describe, for example, a hori-
zontal component of the motion vector, a vertical component
of the motion vector, a resolution for the motion vector (e.g.,
one-quarter pixel precision or one-eighth pixel precision), a
reference frame to which the motion vector points, and/or a
reference list (e.g., list O or list 1) for the motion vector. Data
for the CU defining the PU(s) may also describe, for example,
partitioning of the CU into one or more PUs. Partitioning
modes may differ between whether the CU is intra-prediction
mode encoded, or inter-prediction mode encoded.

[0036] A CU may also include one or more transform units
(TUs) that may be used to perform transform operations on
video data. Following prediction using a PU, a video encoder
may calculate residual values for the portion of the CU cor-
responding to the PU. The residual values may be trans-
formed, scanned, and quantized. A TU is not necessarily
limited to the size of a PU. Thus, TUs may be larger or smaller
than corresponding PUs for the same CU. In some examples,
the maximum size of a TU may correspond to the size of the
corresponding CU.

[0037] A CU may be represented by a luminance (luma)
block (referred to as “Y), and two chrominance (chroma)
blocks (referred to as “U” and “V,” respectively). The luma
blocks and chroma blocks may comprise residual blocks of
data generated by predictably coding original values for the
luma blocks and chroma blocks. The chroma blocks are typi-
cally sub-sampled because human vision is less sensitive to
image properties represented by chrominance values. Each of
the blocks may be predictively encoded based on blocks of
previously coded pixels, which could be from a current, pre-
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vious, or subsequent frame within a video sequence. Residual
data associated with each of the blocks may be transformed to
a frequency domain as part of the coding process. In some
examples, a size (in terms of a number of samples) of chroma
blocks (U and V) may be the same as or different from a size
of a luma (Y) block, depending on whether subsampling is
performed on chroma blocks.

[0038] A CBP may refer to a type of video block syntax
information, e.g., which may be included in a CU header of an
encoded bitstream. In H.264, CBPs typically include 6-bit
information for a 16 by 16 CU (macroblock). In this case, the
CU (macroblock) may include four 8 by 8 luma blocks of
transform coefficients that collectively define the 16 by 16
pixel area, and two sub-sampled chroma blocks of transform
coefficients that are sub-sampled over the 16 by 16 pixel area.
Each bit in the CBP may indicate whether a given one of the
chroma or luma blocks (i.e., the residual chroma or luma
blocks) has non-zero transform coefficients. Bits of a CBP as
described may be referred to as coded block flag (CBF). Each
CBEF is a flag that indicates whether one or more video com-
ponents of a corresponding block contains non-zero trans-
form coefficients. CBP generally refers to a number of CBFs
that are signaled together as one syntax element.

[0039] According to one aspect, the techniques of this dis-
closure may address coding techniques that allow for the
signaling of a CBP for a CU of video data that includes a
plurality of CBF that indicate of whether each of respective Y,
U, and V components of the CU include non-zero coeffi-
cients. For example, a first CBF of the CBP may indicate
whether or not the U component of the CU includes non-zero
data. A second CBF of the CBP may indicate whether or not
the V component of the CU includes non-zero data. A third
CBF ofthe CBP may indicate whether or not the Y component
of the CU includes non-zero data. The CBP for the CU of
video data may comprise a single VL.C code word that indi-
cates whether or not each of the respective Y, U, and V
components include non-zero data. Such a VLC code word
may represent an entry among a plurality of entries of a VLC
table.

[0040] Insome examples, the techniques of this disclosure
may be used to create and/or select from among one or more
VLC tables that include a plurality of VLC code words that
each signal possible CPB as described above. The techniques
described herein may be advantageous, because signaling a
CBP that includes CBF for each of the luma (Y) and chroma
(U and V) blocks of a CU as a single VLC code word may
reduce an amount of data signaled for coding operations.
[0041] As described above, a CU may be broken into
blocks, e.g., sub-CU and/or one or more PU or TU. According
to another aspect, this disclosure describes techniques for
signaling a CBP that includes respective CBF for each of a
plurality of blocks (e.g., PU, TU) of a CU as a group using a
single VLC code word. These techniques may be used to
reduce an amount of data signaled for coding purposes and/or
improve coding efficiency.

[0042] The techniques of this disclosure may address cod-
ing techniques that allow for different transform sizes. As set
forth above, in some examples a CU may be split into smaller
blocks for transform operations (e.g., TU as described above)
or prediction operations (e.g., PU), as described above.
[0043] In some examples, a video encoder may signal a
transform index for a CU. A transform index may indicate a
size of the CU and/or a size of blocks (e.g., respective Y, U, V
components), of the CU) such that a coder may determine a
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transform block size that corresponds to a size of the CU or
block. In some examples, a transform index may be shared
among different video components, e.g.Y, U and V, of a CU.
In other examples, a transform index may be signaled for the
respective luminance (Y) and chrominance (U and V) com-
ponents of a CU individually.

[0044] According to another aspect of this disclosure, one
or more transform indexes, as described above, may or may
not be signaled based on a CBP value for a CU or block. For
example, a coder may not signal a transform index for respec-
tive blocks of a CU (e.g., respective Y, U, and V components)
if the CU only includes zero value coefficients.

[0045] A video coder may code a CU in “intra mode”
(I-mode), or in “inter mode” (P-mode or B-mode). An intra
mode encoded CU may rely on data of the same frame (e.g.,
other blocks of the same frame) of a video sequence. An inter
mode encoded CU or block may rely on data of another frame
of the video sequence.

[0046] In some examples, in addition to transform opera-
tions as described above, prediction operations may be per-
formed using a PU based on a block size of PU. In some
examples, a coder may signal a prediction mode for a PU. The
prediction mode may identify a size and/or a type of predic-
tion to be applied to the PU. For example, a prediction mode
may indicate that a block is intra-16x16, which may indicate
that the block is coded using intra-prediction (e.g., I-mode),
and that the block has a size of 16x16. As another example, a
prediction mode may indicate that a block is inter-8x8, which
may indicate that the block is coded using inter-prediction
(e.g., P-mode or B-mode), and that the block has a size of 8x8.
[0047] In some examples, a prediction mode as described
above may be signaled using VLC techniques. For example, a
particular prediction mode may be mapped to a code number,
which is an index value that may be entered into a VLC table
to locate a VL.C code word. In some examples, a plurality of
such code numbers may together comprise a mapping table
that defines a mapping between different prediction mode
values and different VLC code words. Such a mapping table
may be constructed such that a most probable prediction
mode is assigned an index for a shortest VL.C code word.
Accordingly, an amount of data to communicate prediction
modes for a plurality of blocks may be minimized.

[0048] In some examples, a VLC mapping table may be
adaptively adjusted. For example, as blocks of a video frame
are encoded, an encoder may adapt code words of one or more
VLC tables representing prediction modes based on a fre-
quency of occurrence of each prediction mode. For example,
if a prediction mode is determined to occur more frequently
than other prediction modes for previously coded CUs or
blocks, that prediction mode may be assigned a shorter VLC
code word than other prediction modes.

[0049] According to another aspect of this disclosure, for
coding an inter-coded frame, e.g. a B or P frame, a coder may
assign dedicated code words to one or more intra-coded pre-
diction modes in such a frame. The coder may adaptively
assign VLC code words that correspond to inter-coded or
other prediction modes, but not to intra-coded prediction
modes. According to these techniques, coding efficiency may
be improved by reducing computational complexity.

[0050] Inthis disclosure, the term “coding” refers to encod-
ing or decoding. Similarly, the term “coder” generally refers
to any video encoder, video decoder, or combined encoder/
decoder (codec). Accordingly, the term “coder” is used herein
to refer to a specialized computer device or apparatus that
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performs video encoding or video decoding. The CBP coding
techniques of this disclosure may be applicable to encoders or
decoders. The encoder uses the described VLC techniques to
encode the CBP, and the decoder uses reciprocal VL.C tech-
niques to decode the CBP.

[0051] FIG. 1 is a block diagram illustrating an exemplary
video encoding and decoding system 100 that may implement
techniques of'this disclosure. As shown in FIG. 1, system 100
includes a source device 102 that transmits encoded video to
a destination device 106 via a communication channel 115.
Source device 102 and destination device 106 may comprise
any of a wide range of devices. In some cases, source device
102 and destination device 106 may comprise wireless com-
munication device handsets, such as so-called cellular or
satellite radiotelephones. The techniques of this disclosure,
however, which apply generally to the encoding and decoding
of CBPs for macroblocks, are not necessarily limited to wire-
less applications or settings, and may be applied to a wide
variety of non-wireless devices that include video encoding
and/or decoding capabilities.

[0052] In the example of FIG. 1, source device 102 may
include a video source 120, a video encoder 122, a modulator/
demodulator (modem) 124 and a transmitter 126. Destination
device 106 may include a receiver 128, amodem 130, a video
decoder 132, and a display device 134. In accordance with
this disclosure, video encoder 122 of source device 102 may
be configured to encode a CBP for a CU of video data,
wherein the CBP comprises syntax information that identifies
individually whether or not non-zero data is included in each
respective Y, U, and V component of the CU. Video encoder
may encode the CBP using a single VLC code word that
includes a plurality of CBF that indicate whether or not non-
zero data is included in each respective Y, U, and V compo-
nent of the CU. Also in accordance with this disclosure, video
encoder 122 of source device 102 may be configured to
encode a CBP for a group of blocks of a CU collectively as a
single VLC code word. The group of blocks may comprise
PU, TU, or other block of the CU. The group of blocks may
also comprise one or more luma (Y) or chroma (U, V) com-
ponents associated with PU, TU, or other block of the CU.
[0053] Luminance blocks (Y) and chrominance blocks (U,
V), for which the CBP individually identifies whether non-
zero data exist, generally comprise residual blocks of trans-
form coefficients. The transform coefficients may be pro-
duced by transforming residual pixel values indicative of
differences between a predictive block and the original block
being coded. The transform may be an integer transform, a
DCT transform, a DCT-like transform that is conceptually
similar to DCT, or the like.

[0054] Reciprocal CBP decoding may also be performed
by video decoder 132 of destination device 106. That is, video
decoder 132 may also be configured to decode a CBP foraCU
of'video data, wherein the CBP comprises syntax information
(e.g., a plurality of CBF) that identifies whether or not non-
zero datais includedinaY block of transform coefficients and
the respective U and V blocks of transform coefficients indi-
vidually. To decode the CBP consistent with the techniques
described herein, video decoder 132 may select one or more
VLC tables and decode the CBP to determine whether or not
each respective Y, U, and V component of the coding unit
includes non-zero coefficients.

[0055] Theillustrated system 100 of FIG. 11s merely exem-
plary. The CBP encoding and decoding techniques of this
disclosure may be performed by any encoding or decoding
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devices. Source device 102 and destination device 106 are
merely examples of coding devices that can support such
techniques.

[0056] Videoencoder122 of'source device 102 may encode
video data received from video source 120. Video source 120
may comprise a video capture device, such as a video camera,
a video archive containing previously captured video, or a
video feed from a video content provider. As a further alter-
native, video source 120 may generate computer graphics-
based data as the source video, or a combination of live video,
archived video, and computer-generated video. In some
cases, if video source 120 is a video camera, source device
102 and destination device 106 may form so-called camera
phones or video phones. In each case, the captured, pre-
captured or computer-generated video may be encoded by
video encoder 122.

[0057] In system 100, once the video data is encoded by
video encoder 122, the encoded video information may then
be modulated by modem 124 according to a communication
standard, e.g., such as code division multiple access (CDMA)
or any other communication standard or technique, and trans-
mitted to destination device 106 via transmitter 126. Modem
124 may include various mixers, filters, amplifiers or other
components designed for signal modulation. Transmitter 126
may include circuits designed for transmitting data, including
amplifiers, filters, and one or more antennas. Receiver 128 of
destination device 106 receives information over channel
115, and modem 130 demodulates the information. Again, the
video decoding process performed by video decoder 132 may
include similar (e.g., reciprocal) CBP decoding techniques to
the CBP encoding techniques performed by video encoder
122.

[0058] Communication channel 115 may comprise any
wireless or wired communication medium, such as a radio
frequency (RF) spectrum or one or more physical transmis-
sion lines, or any combination of wireless and wired media.
Communication channel 115 may form part of a packet-based
network, such as a local area network, a wide-area network, or
a global network such as the Internet. Communication chan-
nel 115 generally represents any suitable communication
medium, or a collection of different communication media,
for transmitting video data from source device 102 to desti-
nation device 106.

[0059] Video encoder 122 and video decoder 132 may
operate very similar to a video compression standard such as
the emerging HVEC standard as discussed above. Accord-
ingly, the CBP coding techniques and transform sizes applied
in the coding process may differ from that defined in ITU-T
H.264. Nevertheless, the techniques of this disclosure may be
readily applied in the context of a variety of other video
coding standards. Specifically, any video coding standard that
allows for differently sized transforms at the encoder or the
decoder may benefit from the VLC techniques of this disclo-
sure.

[0060] Although not shown in FIG. 1, in some aspects,
video encoder 122 and video decoder 132 may each be inte-
grated with an audio encoder and decoder, and may include
appropriate MUX-DEMUX units, or other hardware and soft-
ware, to handle encoding of both audio and video in a com-
mon data stream or separate data streams. If applicable,
MUX-DEMUX units may conform to the ITU H.223 multi-
plexer protocol, or other protocols such as the user datagram
protocol (UDP).

Oct. 13,2011

[0061] Video encoder 122 and video decoder 132 each may
be implemented as one or more microprocessors, digital sig-
nal processors (DSPs), application specific integrated circuits
(ASICs), field programmable gate arrays (FPGAs), discrete
logic, software, hardware, firmware or any combinations
thereof. Each of video encoder 122 and video decoder 132
may be included in one or more encoders or decoders, either
of which may be integrated as part of a combined encoder/
decoder (CODEC) in a respective mobile device, subscriber
device, broadcast device, server, or the like.

[0062] In some cases, devices 102, 106 may operate in a
substantially symmetrical manner. For example, each of
devices 102, 106 may include video encoding and decoding
components. Hence, system 100 may support one-way or
two-way video transmission between video devices 102, 106,
e.g., for video streaming, video playback, video broadcasting,
or video telephony.

[0063] During the encoding process, video encoder 122
may execute a number of coding techniques or operations. In
general, video encoder 122 operates on video blocks within
individual video frames (or other independently coded units
such as slices) in order to encode the video blocks. Frames,
slices, portions of frames, groups of pictures, or other data
structures may be defined as independent data units that
include a plurality of video blocks, and syntax elements may
be included at such different independent data units. The
video blocks within independent data units may have fixed or
varying sizes, and may differ in size according to a specified
coding standard. In some cases, each video frame may
include a series of independently decodable slices, and each
slice may include one or more LCUs.

[0064] In this disclosure, the phrase “block™ refers to any
size or type of video block. For example, the phrase “block”
may refer to one or more of a macroblock, LCU, CU, sub-CU,
TU, or PU. Moreover, blocks may refer to blocks of video
data in the pixel domain, or blocks of data in a transform
domain such as a discrete cosine transform (DCT) domain, a
domain similar to DCT, a wavelet domain, or the like. In
addition, the phrase block may refer to the luma and chroma
blocks that are generally residual blocks of data in the trans-
form domain.

[0065] Referring again to FIG. 1, video encoder 122 may
perform predictive coding in which a video block being coded
is compared to another block of video data in order to identify
a predictive block. This process of predictive coding is often
referred to as motion estimation and motion compensation.
Motion estimation estimates video block motion relative to
one or more predictive video blocks of one or more predictive
frames (or other coded units). Motion compensation gener-
ates the desired predictive video block from the one or more
predictive frames or other coded units. Motion compensation
may include an interpolation process in which interpolation
filtering is performed to generate predictive data at fractional
pixel precision.

[0066] After generating the predictive block, the differ-
ences between the current video block being coded and the
predictive block are coded as a residual block, and prediction
syntax (such as a motion vector) is used to identify the pre-
dictive block. The residual block may be transformed and
quantized. Transform techniques may comprise a DCT pro-
cess or conceptually similar process, integer transforms,
wavelet transforms, or other types of transforms. Ina DCT or
DCT-like process, as an example, the transform process con-
verts a set of pixel values (e.g., residual values) into transform
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coefficients, which may represent the energy of the pixel
values in the frequency domain. Quantization is typically
applied on the transform coefficients, and generally involves
a process that limits the number of bits associated with any
given transform coefficient.

[0067] Following transform and quantization, entropy cod-
ing may be performed on the transformed and quantized
residual video blocks. Syntax elements, such as the CBPs
described herein, various filter syntax information and pre-
diction vectors defined during the encoding, may also be
included in the entropy-coded bitstream. In general, entropy
coding comprises one or more processes that collectively
compress a sequence of quantized transform coefficients and/
or other syntax information. Scanning techniques, such as
zig-zag scanning techniques, are performed on the quantized
transform coefficients in order to define one or more serial-
ized one-dimensional vectors of coefficients from two-di-
mensional video blocks. The scanned coefficients are then
entropy coded along with any syntax information, e.g., via
content adaptive variable length coding (CAVLC), context
adaptive binary arithmetic coding (CABAC), or another
entropy coding process.

[0068] As part of the encoding process, encoded video
blocks may be decoded to generate the video data used for
subsequent prediction-based coding of subsequent video
blocks. At this stage, filtering may be employed in order to
improve video quality, and e.g., remove blockiness or other
artifacts from decoded video. This filtering may be in-loop or
post-loop. With in-loop filtering, the filtering of reconstructed
video data occurs in the coding loop, which means that the
filtered data is stored by an encoder or a decoder for subse-
quent use in the prediction of subsequent image data. In
contrast, with post-loop filtering, the filtering of recon-
structed video data occurs out of the coding loop, which
means that unfiltered versions of the data are stored by an
encoder or a decoder for subsequent use in the prediction of
subsequent image data.

[0069] FIG. 2 is a block diagram illustrating an example
video encoder 200 consistent with this disclosure. Video
encoder 200 may correspond to video encoder 122 of source
device 100, or a video encoder of a different device. As shown
in FIG. 2, video encoder 200 includes a prediction module
210, adders 230 and 232, and a memory 212. Video encoder
200 also includes a transform module 214 and a quantization
module 216, as well as an inverse quantization module 220
and an inverse transform module 222. Video encoder 200 also
includes a CBP encoding module 250 that applies VL.C tables
252. In addition, video encoder 200 includes an entropy cod-
ing module 218. VLC tables 252 are illustrated as part of CBP
encoding module 250 insofar as CBP encoding module 250
applies the tables. The VLC tables 252, however, may actu-
ally be stored in a memory location, such as memory 212,
which may be accessible by CBP encoding module 250 to
apply the tables. Filter module 236 may perform in-loop or
post loop filtering on reconstructed video blocks.

[0070] During the encoding process, video encoder 200
receives a video block to be coded, and prediction module 210
performs predictive coding techniques. For inter coding, pre-
diction module 210 compares the video block to be encoded
to various blocks in one or more video reference frames or
slices in order to define a predictive block. For intra coding,
prediction module 210 generates a predictive block based on
neighboring data within the same coded unit. Prediction mod-
ule 210 outputs the prediction block and adder 230 subtracts
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the prediction block from the video block being coded in
order to generate a residual block.

[0071] For inter coding, prediction module 210 may com-
prise motion estimation and motion compensation modules
(not depicted in FIG. 2) that identify a motion vector that
points to a prediction block and generates the prediction
block based on the motion vector. Typically, motion estima-
tion is considered the process of generating the motion vector,
which estimates motion. For example, the motion vector may
indicate the displacement of a predictive block within a pre-
dictive frame relative to the current block being coded within
the current frame. Motion compensation is typically consid-
ered the process of fetching or generating the predictive block
based on the motion vector determined by motion estimation.
For intra coding, prediction module 210 generates a predic-
tive block based on neighboring data within the same frame,
slice, or other unit of video data. One or more intra-prediction
modes may define how an intra prediction block can be
defined.

[0072] Motion compensation for inter-coding may include
interpolations to sub-pixel resolution. Interpolated predictive
data generated by prediction module 210, for example, may
be interpolated to half-pixel resolution, quarter-pixel resolu-
tion, or even finer resolution. This permits motion estimation
to estimate motion of video blocks to such sub-pixel resolu-
tion.

[0073] After prediction module 210 outputs the prediction
block, and after adder 230 subtracts the prediction block from
the video block being coded in order to generate a residual
block, transform module 214 applies a transform to the
residual block. The transform may comprise a discrete cosine
transform (DCT), an integer transform, or a conceptually
similar transform such as that defined by the ITU H.264
standard, the HVEC standard, or the like. In some examples,
transform module 214 may perform differently sized trans-
forms and may select different sizes of transforms for coding
efficiency and improved compression. Wavelet transforms,
integer transforms, sub-band transforms or other types of
transforms may also be used. In any case, transform module
214 applies a particular transform to the residual block of
residual pixel values, producing a block of residual transform
coefficients. The transform may convert the residual pixel
value information from a pixel domain to a frequency
domain.

[0074] Quantization module 216 then quantizes the
residual transform coefficients to further reduce bit rate.
Quantization module 216, for example, may limit the number
of bits used to code each of the coefficients. After quantiza-
tion, entropy coding module 218 may scan and entropy
encode the data. For example, entropy coding module may
scan the quantized coefficient block from a two-dimensional
representation to one or more serialized one-dimensional
vectors. The scan order may be pre-programmed to occurina
defined order (such as zig-zag scanning, horizontal scanning,
vertical scanning, or another pre-defined order), or possibly
adaptively defined based on previous coding statistics. Fol-
lowing this scanning process, entropy encoding module 218
encodes the quantized transform coefficients (along with any
syntax elements) according to an entropy coding methodol-
ogy, such as CAVLC or CAB AC, to further compress the
data. Syntax information included in the entropy coded bit-
stream may include prediction syntax from prediction mod-
ule 210, such as motion vectors for inter coding or prediction
modes for intra coding. Syntax information included in the
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entropy coded bitstream may also include filter information,
such as that applied for interpolations by prediction module
210 or the filters applied by filter module 236. In addition,
syntax information included in the entropy coded bitstream
may also include CBPs associated with a CU and/or block,
and the techniques of this disclosure specifically define VL.C
coding of CBPs based on VLC tables 252 of CBP encoding
module 250.

[0075] CAVLC is one type of entropy coding technique
supported by the ITU H.264/MPEG4, AVC standard, which
may be applied on a vectorized basis by entropy coding
module 218. CAVLC uses VLC tables (not shown in module
218) in a manner that effectively compresses serialized
“runs” of transform coefficients and/or syntax elements.
CABAC is another type of entropy coding technique sup-
ported by the ITU H.264/MPEG4, AVC standard, which may
be applied on a vectorized basis by entropy coding module
218. CABAC may involve several stages, including binariza-
tion, context model selection, and binary arithmetic coding.
In this case, entropy coding module 218 codes transform
coefficients and syntax elements according to CABAC. Many
other types of entropy coding techniques also exist, and new
entropy coding techniques will likely emerge in the future.
This disclosure is not limited to any specific entropy coding
technique.

[0076] Following the entropy coding by entropy encoding
module 218, the encoded video may be transmitted to another
device or archived for later transmission or retrieval. Again,
the encoded video may comprise the entropy coded vectors
and various syntax, which can be used by the decoder to
properly configure the decoding process. Inverse quantiza-
tion module 220 and inverse transform module 222 apply
inverse quantization and inverse transform, respectively, to
reconstruct the residual block in the pixel domain. Summer
232 adds the reconstructed residual block to the prediction
block produced by prediction module 210 to produce a recon-
structed video block for storage in memory 212. Memory 212
may store a frame or slice of blocks for use in motion estima-
tion with respect to blocks of other frames to be encoded.
Prior to such storage, in the case of in-loop filtering, filter
module 236 may apply filtering to the video block to improve
video quality. Such filtering by filter module 236 may reduce
blockiness or other artifacts. Moreover, filtering may improve
compression by generating predictive video blocks that com-
prise close matches to video blocks being coded. Filtering
may also be performed post-loop such that the filtered data is
output as decoded data, but unfiltered data is used by predic-
tion module 210.

[0077] FIG. 3 is a block diagram illustrating an example of
a video decoder 300, which decodes a video sequence that is
encoded in the manner described herein. The received video
sequence may comprise an encoded set of image frames, a set
of frame slices, a commonly coded group of pictures (GOPs),
or a wide variety of coded video units that include encoded
video blocks and syntax information to define how to decode
such video blocks.

[0078] Video decoder 300 includes an entropy decoding
module 302, which performs the reciprocal decoding func-
tion of the encoding performed by entropy encoding module
218 of FIG. 2. In particular, entropy decoding module 302
may perform CAVLC or CABAC decoding, or decoding
according to any other type of reciprocal entropy coding to
that applied by entropy encoding module 218 of FIG. 2.
Entropy decoded video blocks in a one-dimensional serial-
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ized format may be converted from one or more one-dimen-
sional vectors of coefficients back into a two-dimensional
block format. The number and size of the vectors, as well as
the scan order defined for the video blocks may define how
the two-dimensional block is reconstructed. Entropy decoded
prediction syntax may be sent from entropy decoding module
302 to prediction module 310, and entropy CBP syntax may
be sent from entropy decoding module 302 to CBP decoding
module 350.

[0079] Video decoder 300 also includes a prediction mod-
ule 310, an inverse quantization unit 306, an inverse trans-
form module 304, a memory 322, and a summer 314. In
addition, video decoder 60 also includes a CBP decoding
module 350 that include VLC tables 352. Although VLC
tables 352 are illustrated as part of CBP decoding module 350
insofar as CBP decoding module 350 applies the VL.C tables
352, VLC tables 352 may actually be stored in a memory
location, such as memory 322, that is accessed by CBP decod-
ing module 350. In this case, VLC tables 352 may be acces-
sible by CBP decoding module 350 to apply the tables and
map the received CBP code word to the corresponding data of
one or more of VL.C tables 352. According to one aspect of
this disclosure, decoding module 350 may map a VLC code
word to an entry of aVLC table to decode a CBP that indicates
individually whether or not respective Y, U, and V compo-
nents each non-zero coefficients. According to another aspect
of'this disclosure, decoding module 350 may map a VL.C code
wordto an entry ofaVLC table to decode a CBP that indicates
whether a group of blocks of a CU include non-zero coeffi-
cients.

[0080] A wide variety of video compression technologies
and standards perform spatial and temporal prediction to
reduce or remove the redundancy inherent in input video
signals. As explained above, an input video block is predicted
using spatial prediction (i.e. intra prediction) and/or temporal
prediction (i.e. inter prediction or motion estimation). The
prediction modules described herein may include a mode
decision module (not shown) in order to choose a desirable
prediction mode for a given input video block. Mode selec-
tion may consider a variety of factors such as whether the
block is intra or inter coded, the prediction block size and the
prediction mode if intra coding is used, and the motion par-
tition size and motion vectors used if inter coding is used. A
prediction block is subtracted from the input video block, and
transform and quantization are then applied on the residual
video block as described above. The transforms may have
variable sizes according to this disclosure, and CBP encoding
and decoding may be based on the transform sizes used for a
CU or block. The transforms to be used may be signaled in
macroblock syntax, or may be adaptively determined based
on contexts or other factors.

[0081] The quantized coefficients, along with the mode
information, may be entropy encoded to form a video bit-
stream. The quantized coefficients may also be inverse quan-
tized and inverse transformed to form the reconstructed
residual block, which can be added back to the prediction
video block (intra predicted block or motion compensated
block depending on the coding mode chosen) to form the
reconstructed video block. An in-loop or post-loop filter may
be applied to reduce the visual artifacts in the reconstructed
video signal. The reconstructed video block is finally stored
in the reference frame buffer (i.e., memory) for use of coding
of future video blocks.
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[0082] The CBP encoding techniques described in this dis-
closure may be performed by CBP encoding module 250 of
FIG. 2 by using VLC tables 252. Again, although VL.C tables
252 are illustrated within CBP encoding module 250, the
VLC tables may actually be stored in a memory location
(such as memory 212) and accessed by CBP encoding mod-
ule 250 in the coding process. The reciprocal CBP decoding
techniques of this disclosure may be performed by CBP
decoding module 350 of FIG. 3 by applying VLC tables 352.
As with CBP encoding module 250, with CBP decoding
module 350, VLC tables 352 are illustrated within CBP
decoding module 350. This illustration, however, is for
demonstrative purposes. In actuality, VLC tables 352 may be
stored in a memory location (such as memory 322) and
accessed by CBP decoding module 350 in the decoding pro-
cess. The term “coding,” as used herein, refers to any process
that includes encoding, decoding or both encoding and
decoding.

[0083] As described above, to code a coded block flag
according to the techniques described herein, a coding mod-
ule (e.g., encoding module 250, decoding module 350) may
generate and/or select one or more variable length code
(VLC) tables. The one or more VL.C tables may each include
a plurality of VL.C code words that map to a respective CBP
value for a block. For example, a VL.C code word as described
herein may represent a CBF for each of Y, U, and V compo-
nents of a block, that indicate whether each respective com-
ponent includes non-zero coefficients. According to another
example, a VL.C code word as described herein may represent
CBF for each of a plurality of blocks of a CU that individually
identify whether each of the plurality of blocks include non-
zero coefficients.

[0084] Encoding module 250 may determine a coded block
flag (CBF) for each of a plurality of components of a block of
aCU, such as each of a luminance (Y), first chrominance (U),
and second chrominance (V) component of the block of the
CU. The encoding module 250 may determine a value of the
CBF for the first chrominance (U) block and the second
chrominance (V) component independent of the other. For
example, encoding module 250 may determine CBF for the
first chrominance (U) component that comprises a value of
zero (0) if the first chrominance (U) component does not
include any non-zero coefficients, and a value of one (1) if the
first chrominance (U) component does include one or more
non-zero coefficients. Encoding module 250 may determine
CBF for the second chrominance (V) component that com-
prises a value of zero (0) if the second chrominance (V)
component does not include any non-zero coefficients, and a
value of one (1) if the second chrominance (V) component
does include one or more non-zero coefficients.

[0085] Encoding module 250 may signal respective CBFs
for each of the respective luminance (Y), first chrominance
(U), and second chrominance (V) in combination as a CBP
represented as a single VL.C code word. For example, encod-
ing module 250 may create and/or access a VL.C table, such as
the example VLC tables shown in tables 1 and 2, to determine
a value of a VLC code word that represents a CBP that
includes the collective CBF values for each of luminance (Y),
first chrominance (U), and second chrominance (V) compo-
nents in combination, and communicate the determined code
word to decoding module 350. Decoding module 350 may
access the same or similar VLC table as the VLC table
depicted in tables 1 and 2 to determine, or decode, the CBP to
determined the respective CBF for each of the luminance (Y),
first chrominance (U), and second chrominance (V) compo-
nents of a CU.
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[0086] Insome examples, CBP encoding module 250 may
adaptively generate a VLC table based on a context of neigh-
boring blocks of a CU or of other CUs. For example, CBP
encoding module 250 may determine at least one CBP value
for one or more neighboring blocks of a block to be encoded,
and assign variable length code words of a VLC table to
represent particular CBP values based on a context defined by
one or more neighboring CUs or blocks. For example, if one
or more neighboring blocks do not include any non-zero
coefficients, a likelihood that a current block also will not
include any non-zero coefficients may be higher than if the
neighboring blocks do include non-zero coefficients. Accord-
ing to this example, a shorter VL.C code word may be assigned
to CBP comprising combinations of CBF for the respective
luma (Y), first chroma (U), and second chroma (V) compo-
nents of a block that have a value of zero (representing no
non-zero coefficients for the respective component). Accord-
ing to the example set forth above, encoder 250 may assign a
CBP of (Y,U,V)=(0,0,0), which may indicate that each of the
respective Y, U, and V components do not have any non-zero
coeflicients, a shortest VLC code word, e.g. 1-bit code word,
in a VLC table. Also according to this example, encoder 250
may assign a CBP of (Y,U,V)=(1,0,0), (Y,U,V)=(0,1,0), or
(Y,U,V)=(0,0,1) short VL.C code word. The encoder may
further assign less likely CBP values longer VL.C code words
based on context. For example, if one or more neighboring
blocks do not include any non-zero coefficients, a CBP of
(Y,U,V)=(1,1,1) may be assigned a longest code word in a
VLC table.

[0087] FIG. 4 illustrates one example of a current CU 401.
Current CU 401 may represent a CU currently being coded.
Current CU 401 may have any size, e.g., 8x8, 16x16, 32x32,
or 64x64. As depicted in FIG. 4, current CU 401 includes each
of an associated Y, U, and V component. In some examples,
theY, U, and V components may each correspond to a size of
current CU 401. For example, the respective Y, U, and V
components of CU 401 may each have a same size as current
CU 401. According to other examples, more than one Y, U, or
V component may correspond to current CU 401. For
example, current CU may include four respective Y compo-
nents that each correspond to a subdivided block of a size of
current CU. According to one such example, respective U and
V components associated with current CU may have a same
size as current CU 401. According to another such example,
respective U and V components associated with current CU
401 may correspond to a size of a subdivided Y component as
described above.

[0088] FIG. 4 also illustrates two neighboring CUs 402 and
403 of current CU 401 of video frame 400. As shown in FIG.
4, upper CU 402 is positioned above CU 401 in video frame
400, while left CU 403 is positioned to the left of CU 401 in
video frame 400. In some examples, upper CU 402 and left
CU 403 may include associated Y, U, and V components as
described above with respect to current CU 401.

[0089] According to the techniques of this disclosure, a
coder may signal a single variable length code word include a
plurality of CBF that individually represent whether each of
the Y, U, and V components of current CU 401 include any
non-zero coefficients. According to one example, VLC table
may be selected based on a context defined by one or more
CPB of neighboring CUs 402, 403. For example, CBP encod-
ing module 250 may select a VL.C table to code CBP for the
collectiveY, U, and V components of current CU 401 based on
whether or not one or more of neighboring CUs 402, 403
include non-zero coefficients.

[0090] According to one specific example, a coder (e.g.,
CBP encoding module 250 and CBP decoding module 350)
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may determine one or more context for current CU 401 based
on a determined CBP for one or more neighboring CUs 402,
403 as follows:

[0091] Context 1: CBPvalues for both upper CU 402 and
left CU 403 indicate that only zero-value coefficients
exist.

[0092] Context 2: CBP values for one of upper CU 402
and left CU 403 indicate that only zero-value coeffi-
cients exist and CBP values for one of upper CU 402 and
left CU 403 indicate that non-zero coefficients exist.

[0093] Context 3: CBPvalues for both upper CU 402 and
left CU 403 both indicate that non-zero coefficients
exist.

Accordingly, neighboring data is used to define a context, and
the neighboring data may include respective CBPs associated
with neighboring blocks of video data. According to the
example set forth above, a first context (e.g., context 1) com-
prises when a CBP of a first neighboring CU 402 and a CBP
of'asecond neighboring CU 403 indicate that only zero-value
coeflicients exist, a second context (e.g., context 2) comprises
when a CBP of a first neighboring CU 402 and a CBP of a
second neighboring CU 403 indicates that only zero-value
coefficients exist in one of neighboring CUs 402, 403 and
non-zero coefficients exist in the other of neighboring CU
402, 403, and a third context (e.g., context 3) comprises when
a CBP of both the first neighboring CU 402 and a CBP of a
second neighboring CU 403 indicate that non-zero coeffi-
cients exist.

[0094] In other examples, the CBP values of other portions
of the neighboring blocks could be used to define the con-
texts. For example, CBP values for one or more blocks of
neighboring CUs 402, 403 may be used to identify a context
for coding of current CU 401. In any case, given the contexts
defined for the current CU, the CBP for the CU may be
encoded and decoded based on the following equations and
tables. For example, encoding may involve selecting and/or
generating one or more VLC code tables with code numbers
assigned to CBP values based on one or more contexts as
described above. As another example, a decoder may receive
one or more VLC code words, and decode the one or more
VLC code words using a VL.C table selected based on one or
more contexts as described above. According to some
examples, VLC tables may be pre-defined but selected in the
manner described herein. In other cases, the VLC tables
themselves may be adaptively generated and selected and
applied in the manner described herein.

TABLE 1

CBP=(L.U.V)

Coded block flags (CBF)

(UVY) Unary codeword
000 1
001 01
010 001
011 00001
100 0001
101 000001
110 0000001
111 0000000

Table 1 illustrates one example of a VLC table that may be
used/generated by CBP encoding module 250 and/or decod-
ing module 351 according to context 1 as described above
with reference to FIG. 4. According to the example of table 1,
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CBP encoding module 250 has assigned a CBP of (Y,U,V)=
(0,0,0) a single bit VLC code word of one (1). CBP encoding
module 250 may assign the CBP of (Y,U,V)=(0,0,0) a shortest
code worth length, because based on context 1, a value of
(0,0,0) may be the most likely CBP for the (Y,U,V) compo-
nents of a current CU 401. CBP encoding module 250 has
also assigned a two-bit code word to the CBP value (0,0,1),
which may be the second most likely CBP based on context 1
described above. CBP encoding module 250 has also
assigned a three-bit code word to the CBP value (0,1,0), and
a four-bit code word to the CBP value (1,0,0), which may be
the third and fourth more likely combinations according to
context 1. As also depicted in table 1, CBP encoding module
250 has assigned seven-bit code words to CBP (1,1,0) and
(1,1,1), respectively, which may be the least likely combina-
tions according to context 1.

TABLE 2
CBP=(L,U.V)
Coded block flags (CBF)

(UVY) Unary codeword
000 0000000
001 0000001
010 000001
011 0001
100 00001
101 001
110 01

111 1

[0095] Table 2 illustrates one example of a VLC table that
may be used/generated by encoding module 250 and/or
decoding module 351 according to context 3 as described
above with reference to FIG. 4. According to the example of
table 2, encoding module 250 has assigned a CBP of (Y,U,V)
=(1,1,1) a single bit VLC code word of one (1). Encoding
module 250 may assign the CBP of (Y,U,V)=(1,1,1) a shortest
code worth length, because based on context 3, a value of
(1,1,1) may be the most likely CBP for the (Y,U,V) compo-
nents of a current CU 401 or block 410-413. Encoding mod-
ule has also assigned a two-bit code word to the CBP value
(1,1,0), which may be the second most likely CBP based on
context 1 described above. Encoding module has also
assigned a three-bit code word to the CBP value (1,0,1), and
a four-bit code word to the CBP value (0,1,1), which may be
the third and fourth most likely combinations according to
context 3. As also depicted in table 2, encoding module 250
has assigned seven-bit code words to CBP (0,0,0) and (0,0,1),
respectively, which may be the least likely combinations
according to context 3.

[0096] According to the examples described above, a vari-
able length code table may be accessed and/or created based
on a context defined by one or more other CUs or blocks of a
video frame. As described above, the context may be based on
whether the one or more neighboring CUs (e.g., CU 402, 403
as illustrated in FIG. 4) or blocks include non-zero coeffi-
cients, which may be determined based on a CBP for the
neighboring block or unit.

[0097] According to other examples, such a context may be
determined based on other factors. For example, a CBP
encoding module 250 and/or CBP decoding module 350 may
determine such a context based on one or more of the follow-
ing non-limiting factors: partition depth, TU size, and/or cur-
rent CU prediction mode, such as intra or inter prediction
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(which includes uni-directional inter prediction or bi-direc-
tional inter prediction). These factors, including neighboring
CBP, may be used either separately or jointly to determine a
context. For example, a context may be determined based on
a size of a TU, a prediction mode associated with a PU, or
both. According to another example, a context may be deter-
mined based on one or more CBP of one or more neighboring
CU or blocks (e.g., neighboring CU 402, 403 as depicted in
FIG. 4), together with a prediction mode associated with a PU
and/or a transform size of a TU.

[0098] Theexample of VLC tables depicted above in tables
1 and 2 are merely some examples of VLC tables that may be
selected for decoding a coding unit as described herein. In the
examples of tables 1 and 2, VLC code words are assigned a
number of bits based on a likelihood that a current CU
includes a particular CBP value based on whether or not one
or more neighboring CU include non-zero coefficients. In the
example oftables 1 and 2, a most likely CBP for the respective
Y, U, and V components of a CU is assigned a single bit, a
second most likely combination is assigned two bits, a third
most likely combination is assigned three bits, and so on.
Such a VLC table may be referred to as a unitary VLC table.
According to other examples, a VLC table as described herein
may not be unitary. Instead, more than one code word in the
VLC table may share a same number of bits. For example, a
most likely CBP may be assigned two bits, and the second,
third, and fourth most likely combination may be assigned
three bits. A fifth, sixth and seventh most likely combination
may be assigned four bits.

[0099] As described above, in some examples, a codec
(e.g., encoder, decoder) may be configured to select from
among a plurality of VLC tables with different mapping
between code word and CBP value. In some examples,a VLC
table for coding a particular CU may be selected base on a size
of the CU, a prediction mode of the CU (e.g., intra, inter
coded), a context of the CU and/or other factor. According to
the examples depicted in tables 1 and 2, VLC code words are
assigned to different CBP values according to their likeli-
hood. Shorter VLC code words are assigned to those CBP
values that may be more likely to occur.

[0100] In some examples, a VL.C table for a block may be
reordered during encoding or decoding process according to
relatively likelihoods of the respective CBP values in already
coded CUs. According to this example, a coder may access an
index table (code word index mapping table) to determine a
mapping between a VLC code word and a CBP value. For
example, such a mapping may define, for a plurality of VL.C
tables that may be used for a CU, a relative index within each
ofthe tables that maps a CBP value to a particular code word.
According to these examples, an encoder may access such an
index table to determine a code word representing a CBP for
the CU. Also according to these examples, a decoder may
access such an index table to determine an index within one or
more VLC tables where a particular code word is mapped to
a CBP value.

[0101] In some examples, mapping defined by an index
table as described may be adaptive and/or dependent on a
context as described above. A mapping defined by an index
table, along with a selected VL.C table, may be used to code a
CBP fora CU.

[0102] FIG. 5 is a conceptual diagram that illustrates one
example ofa CU 501 split into four quarter sized luma blocks
511-514. According to one aspect of this disclosure, CBP
corresponding to a certain video component of blocks ofa CU
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501 may be grouped together and signaled as a single VLC
code word. For example, according to the example of FIG. 5,
a coder may determine whether each of blocks 511-514
include non-zero luma (Y) coefficients or not. According to
this example, the coder may generate a four-bit CBP value
that includes, for each of blocks 511-514, CBF that indicate
whether the block includes non-zero luma coefficients or not.
Such a four-bit value may be mapped to and signaled using a
single VL.C code word of a VLC table.

[0103] Insomeexamples, lumablocks511-514 as depicted
in FIG. 5 may each include associated chroma components.
According to these examples, coder may also determine
whether of not chroma (U, V) components associated each of
blocks 511-514 include any non-zero coefficients. According
to one example, the coder may generate a four bit CBP that
includes, for each of blocks 511-514, CBF that indicate
whether or not the respective U and V chroma components
collectively include non-zero coefficients or not. According
to other examples, a coder may generate two four bit (or a
single 8 bit) CBP that includes CBF for each individual U and
V component.

[0104] Insome examples, a coder may only signal a single
VLC code word that represents a CBP that includes respec-
tive CBF for four luma blocks 511-514 depicted in FIG. 5. In
other examples, a coder may also signal a separate a single
VLC code word that represents CBP that includes respective
CBF for chroma components associated with luma blocks
511-514. According to other examples, CBP for a plurality of
luma blocks and CBP for a plurality of associated chroma
(U,V) may be signaled in combination as a single VL.C code
word.

[0105] In some examples, a coder may determine one or
more index tables that represent a mapping between VLC
code word and grouped 4-bit CBP values for blocks 511-514
of CU 501 based on one or more contexts as described above
with respectto Y, U, and V components of a CU. For example,
acoder may determine an index table based on whether one or
more CU, or specific blocks of a CU, include non-zero coef-
ficients or not. For example, as depicted in FIG. 5, if upper
block 502, left block 503 only include zero value coefficients,
a grouped 4-bit CBP value representing a CBF value of zero
for each of the four blocks (e.g., (B511, B512, B513, B514)
=(0,0,0,0) may be mapped to a shortest VL.C code word, while
a grouped 4-bit CBP value representing a coded block flag
value of 1 for each block (e.g., B511, B512, B513, B514)=
(1,1,1,1) may be mapped to a longer VLC code word.
[0106] Signaling a CBP for a certain video component
(e.g., luma, chroma components) of blocks 511-514 of a CU
501 grouped together as a single VLC code word as described
above may improve coding efficiency. For example, by sig-
naling the CBP for the blocks as a single VL.C code word, an
amount of data (e.g., number of bits) needed to signal the CBP
may be reduced.

[0107] As discussed above, in some examples a VL.C table
may be selected from among a plurality of VLC tables based
on one or more factors. In some examples, values of CBP for
inter coded luma blocks may be more random than that for
intra coded luma blocks. Using different VL.C tables based on
a context of a CU may therefore not be as effective for luma
blocks of an inter coded CU as it is for luma blocks of an intra
coded CU. According to one example consistent with the
techniques described herein, to code a CBP value, a VLC
table of a plurality of VLC tables may be selected for luma
blocks of an intra coded CU, while a single VLC table may be
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used for luma blocks of an inter coded CU, regardless of a
context of the inter coded CU.

[0108] For chroma blocks, regardless of the prediction
mode (i.e. intra or inter) of the current block, their coded
block flags have similar characteristics as the coded block
flags for inter coded luma blocks. In other words, their values
may be more random. Therefore for the same reason, coded
block flags for chroma blocks may be coded similarly as that
for luma blocks of a inter coded block. To be more specific,
regardless of the prediction mode of a current block, CBF for
chroma blocks may be coded using a single VLC table.
[0109] As described above, an index table may be selected
based on context, regardless of which VLC table is used.
According to this example, an index table of a plurality of
index tables that provides mapping between code words and
CBP values may be selected to code a current CU based on a
context of the CU. As set forth above, to code a CBP value, a
VLC table of a plurality of VL.C tables may be selected for an
intra coded CU, while a single VLC table may be used for an
inter coded CU, regardless of a context of the inter coded CU.
[0110] As described above, the techniques of this disclo-
sure may address coding techniques that allow for different
transform sizes. As set forth above, in some examples a CU
may be split into smaller blocks for transform operations
(e.g., TU as described above) or prediction operations (e.g.,
PU).

[0111] In some examples, an encoder may signal a trans-
form index for a CU or TU. A transform index may indicate a
size of the CU or TU such that a coder may determine a
transform that corresponds to a size of the CU or TU. In some
examples, a transform index may be signaled for the respec-
tive luminance (Y) and chrominance (U and V) components
of'a CU individually. In other examples, a coder may collec-
tively signal a size of a plurality of blocks ofa CU, e.g., using
asingle value that represents a size shared among the plurality
of blocks.

[0112] According to another aspect of this disclosure, one
or more transform indexes as described above may or may not
be signaled based on a CBP value for a CU or block. For
example, a coder may not signal a transform index for respec-
tive blocks of a CU (e.g., respective Y, U, and V components)
if a CU only includes zero value coefficients. For example, a
coder may not signal a transform index for a CU if a CBP for
the CU indicates that the CU only includes zero value coef-
ficients. However, if the CBP for the CU indicates that the CU
includes non-zero coefficients, the coder may signal a trans-
form index for the CU.

[0113] As described above, a CBP of a CU may be signaled
according to VLC techniques. According to other aspects of
this disclosure, a prediction mode of a prediction unit (PU) of
a CU may be signaled using VLC techniques. In some
examples, a coder may perform prediction operations using
PU based on a size of PU. In some examples, a coder may
signal a prediction mode for a PU. The prediction mode may
identify a size and/or a type of prediction to be applied to the
PU. For example, a prediction mode may indicate that a PU is
intra-16x16, which may indicate that the PU is coded using
intra-prediction (e.g., [-mode), and that the PU has a size of
16x16. As another example, a prediction mode may indicate
that a PU is inter-8x8, which may indicate that the PU is
coded using inter-prediction (e.g., P-mode or B-mode), and
that the PU has a size of 8x8.

[0114] In some examples, a prediction mode as described
above may be signaled using VLC techniques. For example, a
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particular prediction mode may be mapped to a code word
based on a mapping table that defines a mapping between the
prediction mode and the VLC code word. Such a mapping
table may be constructed such that a most probable prediction
mode is assigned a shortest VL.C code word. Accordingly, an
amount of data to communicate prediction modes for a plu-
rality of blocks may be minimized.

[0115] In some examples, a mapping table that indicates a
mapping between a VL.C code word and a prediction mode for
a CU (or one or more PU of a CU) may be adaptively gener-
ated. For example, as CU of a video frame are encoded, an
encoder may adapt code words of one or more VLC tables
representing prediction modes based on a frequency of occur-
rence of each prediction mode. For example, if a prediction
mode is determined to occur more frequently than other pre-
diction modes for previously coded CUs or blocks, that pre-
diction mode may be assigned a shorter VL.C code word than
other prediction modes.

[0116] According to one aspect of this disclosure, for cod-
ing an inter-coded frame, e.g. a B or P frame, a coder may
assign a dedicated code words to one or more intra-coded
prediction modes in such a frame. According to this example,
as CU of an inter-coded frame are coded, the coder may
adaptively assign VL.C code words that correspond to inter-
coded or other prediction modes, but not to intra-coded pre-
diction modes. According to these techniques, coding effi-
ciency may be improved by reducing computational
complexity.

[0117] FIG. 61s a flow diagram that illustrates one example
of a technique that may be performed by video encoder 200
consistent with the techniques of this disclosure. As shown in
FIG. 6, video encoder 200 receives a coding unit (e.g., CU
401 illustrated in FIG. 4) of video data that includes a luma
component (Y), a first chroma component (U), and a second
chroma component (V) (601). Video encoder 200 (e.g., CBP
encoding module 250) determines whether or not each of the
luma component (Y), the first chroma component (U), and the
second chroma component (V) includes a non-zero coeffi-
cient (602). Video encoder 200 (e.g., CBP encoding module
250) generates a coded block pattern (CBP) for the CU that
collectively indicates whether or not each of the luma com-
ponent (Y), the first chroma component (U), and the second
chroma component (V) includes any non-zero coefficients
independent of one another (603). Video encoder 200 (e.g.,
CBP encoding module 250) maps the generated CBP for the
CU to a single variable length code (VLC) code word (604).
Video encoder 200 (e.g., CBP encoding module 250) outputs
the single VL.C code word (605). The single VL.C code word
may identify to a decoder whether or not each of the luma
component (Y), the first chroma component (U), and the
second chroma component (V) includes any non-zero coef-
ficients.

[0118] FIG. 7is a flow diagram that illustrates one example
of a technique that may be performed by video decoder 300
consistent with the techniques of this disclosure. As shown in
FIG. 7, video decoder 300 (e.g., CBP decoding module 350)
receives a variable length code (VLC) code word for a coding
unit (CU) of video data that includes a luma component (Y),
a first chroma component (U), and a second chroma compo-
nent (V) (701). Video decoder 300 (e.g., CBP decoding mod-
ule 350) determines, based on the VLC code word, a coded
block pattern (CBP) for the CU (702). The CBP for the CU
indicates individually whether or not each of the luma com-
ponent (Y), the first chroma component (U), and the second
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chroma component (V) include a non-zero coefficient. Video
decoder 300 decodes the CU based on the determined CBP
(603). For example video decoder 300 may determine
whether or not to decode transform coefficients of one or
more of the luma component (Y), the first chroma component
(U), and/or the second chroma component (V) based on a
whether or not the CBP indicates that the respective compo-
nent includes a non-zero coefficient.

[0119] FIG. 8is a flow diagram that illustrates one example
of a technique that may be performed by video encoder 200
consistent with the techniques of this disclosure. As shown in
FIG. 8, video encoder 200 receives a coding unit (e.g., CU
501 illustrated in FIGS. 4 and 5, respectively) of video data
that includes a plurality of blocks (801). For example, the CU
may be split into four equally sized blocks as depicted in FIG.
5.Video encoder 200 (e.g., CBP encoding module 250) deter-
mines, for each block of the plurality of blocks, whether the
respective block includes a non-zero coefficient (802). Video
encoder 200 (e.g., CBP encoding module 250) generates, for
each video component of the CU, a coded block pattern
(CBP) that indicates (e.g., via a plurality of CBF) for the
video component whether or not each individual block of the
plurality of blocks includes a non-zero coefficient (803).
Video encoder 200 (e.g., CBP encoding module 250) maps
the CBP to a single variable length code (VLC) code word
(804). Video encoder 200 outputs the single VLC code word
(805) for each video component. The single VL.C code word
may identify to a decoder for a video component of the CU
whether or not each block of a plurality of blocks includes a
non-zero coefficient.

[0120] FIG.9is aflow diagram that illustrates one example
of a technique that may be performed by video decoder 300
consistent with the techniques of this disclosure. As shown in
FIG. 9, video decoder 300 (e.g., CBP decoding module 350)
receives a variable length code (VLC) code word for a video
component of a coding unit (CU) of video data that includes
a plurality of blocks (901). Video decoder 300 (e.g., CBP
decoding module 350) determines, based on the received
VLC code word, a coded block pattern (CBP) for the video
component of the CU (902). For example, video decoder 300
may access one or more VLC tables to map the VL.C code
word to the CBP for the CU. Video decoder 300 (e.g., CBP
decoding module 350) determines, based on the CBP,
whether or not each of a plurality of blocks of the video
component of the CU include a non-zero coefficient (903).
Video decoder 300 decodes the CU based on whether or not
each of the plurality of blocks of the CU include a non-zero
coefficient (904). For example, if a CBP for the CU indicates
that a particular block of the plurality of blocks includes a
non-zero coefficient, video decoder may decode the trans-
form coefficient of the particular block. However, if the CBP
indicates that the particular block does not include a non-zero
coefficient, video decoder 300 may not decode the block.

FIG. 10 is a flow diagram that illustrates one example of a
technique that may be performed by video encoder 200 con-
sistent with the techniques of this disclosure. As shown in
FIG. 10, video encoder 200 receives a CU (e.g., CU 401, 501
illustrated in FIGS. 4 and 5, respectively) of video data
(1001). According to the example of FIG. 10, video encoder
200 may or may not adaptively modify a VLC table based on
a prediction mode of a CU being coded. For example, video
encoder 200 may determine whether a prediction mode for a
CU is an inter prediction mode (1002). If the prediction mode
comprises an inter prediction mode, video encoder 200 may
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adaptively update a mapping between at least one VLC code
word and at least one associated prediction mode values
(1003). For example, video encoder 200 may modify a VL.C
code word that represents the prediction mode. As one
example, video encoder 200 may use a VL.C code word with
adifferent bit length to represent a prediction mode of the CU.
[0121] Ifthe CU does not include an inter prediction mode
(e.g., intra prediction mode), video encoder 200 may use a
dedicated code word in the same VLC table to represent the
prediction mode (1004). For example, video decoder may not
adaptively update a VL.C code word associated with the pre-
diction mode as depicted at 1003. Instead, video encoder 200
may assign and maintain a particular VLC code word (e.g.,
same bit length) in a VLC table to represent the prediction
mode.

[0122] FIG. 11 is a flow diagram that illustrates one
example of a technique that may be performed by video
decoder 300 consistent with the techniques of this disclosure.
As shown in FIG. 11, video decoder 300 receives a coding
unit (CU) of video data (1101). Video decoder 300 decodes a
prediction mode of the CU (1102). If the decoded prediction
mode of the CU comprises an inter prediction mode, video
decoder 300 updates a mapping for at least one VLC code
word that represents the prediction mode (1103). However, if
the decoded prediction mode of the CU comprises an intra
prediction mode, video decoder 300 does not perform any
update for the mapping of the VL.C code word that represents
the prediction mode (1104).

[0123] FIGS. 12A and 12B are conceptual diagrams illus-
trating an example quadtree 750 and a corresponding largest
CU 772. FIG. 12A depicts an example quadtree 750, which
includes nodes arranged in a hierarchical fashion. Each node
in a quadtree, such as quadtree 750, may be a leaf node with
no children, or have four child nodes. In the example of FIG.
12A, quadtree 750 includes root node 752. Root node 752 has
four child nodes, including leaf nodes 756 A-756C (leaf nodes
756) and node 754. Because node 754 is not a leaf node, node
754 includes four child nodes, which in this example, are leaf
nodes 758A-758D (leaf nodes 758).

[0124] Quadtree 750 may include data describing charac-
teristics of a corresponding largest CU (LCU), such as LCU
772 in this example. For example, quadtree 750, by its struc-
ture, may describe splitting of the LCU into sub-CUs.
Assume that LCU 772 has a size of 2Nx2N. LCU 772, as
depicted in the example of FIG. 12B, has four sub-CUs 776 A-
776C (sub-CUs 776) and 774, each of size NxN. Sub-CU 774
is further split into four sub-CUs 778A-778D (sub-CUs 778),
each of size N/2xN/2. The structure of quadtree 750 corre-
sponds to the splitting of LCU 772, in this example. That is,
root node 752 corresponds to LCU 772, leaf nodes 756 cor-
respond to sub-CUs 776, node 754 corresponds to sub-CU
774, and leaf nodes 758 correspond to sub-CUs 778.

[0125] Data for nodes of quadtree 750 may describe
whether the CU corresponding to the node is split. If the CU
is split, four additional nodes may be present in quadtree 750.
Nodes of the quadtree may include an indicator, such as a
split_flag value, of whether the corresponding CU is split.
The split_flag value may be a one-bit value representative of
whether the CU corresponding to the current node is split. If
the CU is not split, the split_flag value may be ‘0’, while if the
CU is split, the split_flag value may be “1°. With respect to the
example of quadtree 750, an example of an array of split flag
values is “1,0100,0000” going from root node to leaf node
level by level.
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[0126] As explained, various techniques of this disclosure
may be performed by a video encoder or by a video decoder,
which may comprise specific machines. The video encoders
and decoders of this disclosure may be used or developed in
a wide variety of devices or apparatuses, including a wireless
handset, and integrated circuit (IC) or a set of ICs (i.e., a chip
set). Any components, modules or units have been described
provided to emphasize functional aspects and does not nec-
essarily require realization by different hardware units.
[0127] Accordingly, the techniques described herein may
be implemented in hardware, software, firmware, or any com-
bination thereof. Any features described as modules or com-
ponents may also be implemented together in an integrated
logic device or separately as discrete but interoperable logic
devices. If implemented in software, the techniques may be
realized at least in part by a tangible computer-readable stor-
age medium comprising instructions that, when executed,
performs one or more of the methods described above. The
tangible computer-readable data storage medium may form
part of a computer program product, which may include
packaging materials.

[0128] The tangible computer-readable storage medium
may comprise random access memory (RAM) such as syn-
chronous dynamic random access memory (SDRAM), read-
only memory (ROM), non-volatile random access memory
(NVRAM), electrically erasable programmable read-only
memory (EEPROM), FLASH memory, magnetic or optical
data storage media, and the like. The techniques additionally,
oralternatively, may be realized atleast in part by a computer-
readable communication medium that carries or communi-
cates code in the form of instructions or data structures and
that can be accessed, read, and/or executed by a computer.
[0129] The instructions may be executed by one or more
processors, such as one or more digital signal processors
(DSPs), general purpose microprocessors, an application spe-
cific integrated circuits (ASICs), field programmable logic
arrays (FPGAs), or other equivalent integrated or discrete
logic circuitry. The term “processor,” as used herein may refer
to any of the foregoing structure or any other structure suit-
able for implementation of the techniques described herein.
In addition, in some aspects, the functionality described
herein may be provided within dedicated software modules or
hardware modules configured for encoding and decoding, or
incorporated in a combined video encoder-decoder (CO-
DEC). Also, the techniques could be fully implemented in
one or more circuits or logic elements.

[0130] Various aspects of the disclosure have been
described. These and other aspects are within the scope of the
following claims.

1. A method of encoding a coding unit (CU) of video data,
comprising:

receiving a CU of video data that includes a luminance
component (Y), a first chrominance component (U), and
a second chrominance component (V);

determining whether or not each of the luminance compo-
nent (Y), the first chrominance component (U), and the
second chrominance component (V) include at least one
non-zero coefficient;

generating a coded block pattern (CBP) for the CU that
collectively indicates whether or not each of the lumi-
nance component (Y), the first chrominance component
(U), and the second chrominance component (V)
include at least one non-zero coefficient;
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mapping the generated CBP to a single variable length
code (VLC) code word; and

outputting the single VLC code word.

2. The method of claim 1, wherein mapping the generated
CBPto the single VLC code word comprises accessing a VL.C
code table that includes the single VL.C code word.

3. The method of claim 1, wherein mapping the generated
CBP to the single VLC code word comprises assigning a
value to the single VL.C code word.

4. The method of claim 3, wherein assigning the value to
the single VL.C code word comprises assigning based on a
context based on at least one previously encoded CU.

5. The method of claim 4, wherein the at least one previ-
ously encoded CU comprises a neighboring CU.

6. The method of claim 4, wherein assigning the value to
the single VL.C code word based on a context comprises
assigning based on whether the at least one previously coded
CU includes at least one non-zero coefficient.

7. The method of claim 4, wherein the at least one previ-
ously coded CU comprises a first previously coded CU and a
second previously coded CU, and wherein assigning the
value to the single VL.C code word comprises assigning based
on a context selected from a group consisting of:

whether both of the first previously coded CU and the
second previously coded CU do not include any non-
zero coefficients;

whether one of the first previously coded CU and the sec-
ond previously coded CU includes at least one non-zero
coefficient, and another of the first previously coded CU
and the second previously coded CU does not include at
least one non-zero coefficient; and

whether both of the first previously coded CU and the
second previously coded CU include at least one non-
zero coefficient.

8. The method of claim 4, wherein assigning a value to the
single VLC code word comprises assigning a bit length to the
single VL.C code word.

9. The method of claim 1, wherein outputting the VL.C code
word comprises outputting to a decoder.

10. The method of claim 1, further comprising:

determining a prediction mode for the CU;

if the determined prediction mode comprises an inter pre-
diction mode, adaptively updating at least one VL.C code
word that represents the prediction mode; and

if the determined prediction mode comprises an intra pre-
diction mode, maintaining a dedicated VLC code word
that represents the prediction mode.

11. The method of claim 1, further comprising:

if at least one of the luminance component (Y), the first
chrominance component (U), and the second chromi-
nance component includes at least one non-zero trans-
form coefficient, signaling a transform index that indi-
cates a size of at least one transform unit of the CU; and

if none of the luminance component (Y), the first chromi-
nance component (U), and the second chrominance
component includes at least one non-zero transform
coeflicient, not signaling the transform index for the CU.

12. An apparatus that encodes video data, the apparatus
comprising:

a video encoder that receives a CU of video data that
includes a luminance component (Y), a first chromi-
nance component (U), and a second chrominance com-
ponent (V) and determines whether or not each of the
luminance component (Y), the first chrominance com-
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ponent (U), and the second chrominance component (V)
include at least one non-zero coefficient;

a CBP module that generates a coded block pattern (CBP)
for the CU that collectively indicates whether or not each
of the luminance component (Y), the first chrominance
component (U), and the second chrominance compo-
nent (V) include at least one non-zero coefficient, maps
the generated CBP to a single variable length code
(VLC) code word, and outputs the single VLC code
word.

13. The apparatus of claim 12, wherein the CBP module
maps the generated CBP to the single VLC code word via
accessing a VLC code table that includes the single VLC code
word.

14. The apparatus of claim 12, wherein the CBP module
maps the generated CBP to the single VL.C code word via
assigning a value to the single VL.C code word.

15. The apparatus of claim 14, wherein the CBP module
assigns a value to the single VLC code word based on a
context based on at least one previously encoded CU.

16. The apparatus of claim 15, wherein the at least one
previously encoded CU comprises a neighboring CU.

17. The apparatus of claim 15, wherein the CBP module
assigns the single VL.C code word based on a context defined
by the at least one previously coded CU via assigning the
value based on whether the at least one previously coded CU
includes at least one non-zero coefficient.

18. The apparatus of claim 15, wherein the at least one
previously coded CU comprises a first previously coded CU
and a second previously coded CU, and wherein the CBP
module assigns the value to the single VLC code word based
on a context selected from a group consisting of:

whether both of the first previously coded CU and the
second previously coded CU do not include any non-
zero coefficients;

whether one of the first previously coded CU and the sec-
ond previously coded CU includes at least one non-zero
coefficient, and another of'the first previously coded CU
and the second previously coded CU does not include at
least one non-zero coefficient; and

whether both of the first previously coded CU and the
second previously coded CU include at least one non-
zero coefficient.

19. The apparatus of claim 15, wherein the CBP module
assigns a value to the single VLC code word by assigning a bit
length to the single VL.C code word.

20. The apparatus of claim 12, wherein the CBP module
outputs the VL.C code word to a decoder.

21. The apparatus of claim 12, wherein the video encoder is
further configured to:

determine a prediction mode for the CU;

if the determined prediction mode comprises an inter pre-
diction mode, adaptively update at least one VL.C code
word that represents the prediction mode; and

if the determined prediction mode comprises an intra pre-
diction mode, maintain a dedicated VLC code word that
represents the prediction mode.

22. The apparatus of claim 12, wherein the video encoder is

further configured to:

if at least one of the luminance component (Y), the first
chrominance component (U), and the second chromi-
nance component includes at least one non-zero trans-
form coefficient, signal a transform index that indicates
a size of at least one transform unit of the CU; and
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if none of the luminance component (Y), the first chromi-
nance component (U), and the second chrominance
component includes at least one non-zero transform
coefficient, not signal the transform index for the CU.
23. A device that encodes video data, the device compris-
ing:
means for encoding video data that receive a coding unit
(CU) of video data that includes a luminance component
(Y), a first chrominance component (U), and a second
chrominance component (V);

means for determining whether or not each of the lumi-
nance component (Y), the first chrominance component
(U), and the second chrominance component (V)
include at least one non-zero coefficient;

means for generating a coded block pattern (CBP) for the

CU that collectively indicates whether or not each of the
luminance component (Y), the first chrominance com-
ponent (U), and the second chrominance component (V)
include at least one non-zero coefficient;

means for mapping the generated CBP to a single variable

length code (VLC) code word; and

means for outputting the single VLC code word.

24. The device of claim 23, wherein the means for mapping
the generated CBP to the single VLC code word comprise
means for accessing a VLC code table that includes the single
VLC code word.

25. The device of claim 23, wherein the means for mapping
the generated CBP to the single VLC code word comprise
means for assigning a value to the single VL.C code word.

26. The device of claim 23, wherein the means for assign-
ing a value to the single VLC code word assign a value to the
single VL.C code word based on a context based on at least one
previously encoded CU.

27. The device of claim 25, wherein the at least one previ-
ously encoded CU comprises a neighboring CU.

28. The device of claim 26, wherein the means for assign-
ing a value to the single VLC code word assign the value
based on whether the at least one previously coded CU
includes at least one non-zero coefficient.

29. The device of claim 26, wherein the at least one previ-
ously coded CU comprises a first previously coded CU and a
second previously coded CU, and wherein the means for
assigning the value to the single VLC code word assign the
value based on a context selected from a group consisting of:

whether both of the first previously coded CU and the

second previously coded CU do not include any non-
zero coefficients;

whether one of the first previously coded CU and the sec-

ond previously coded CU includes at least one non-zero
coefficient, and another of the first previously coded CU
and the second previously coded CU does not include at
least one non-zero coefficient; and

whether both of the first previously coded CU and the

second previously coded CU include at least one non-
zero coefficient.

30. The device of claim 26, wherein the means for assign-
ing a value to the single VLC code word assign a bit length to
the single VLC code word.

31. The device of claim 23, wherein the means for output-
ting the VLC code word output the VLC code word to a
decoder.

32. The device of claim 23, further comprising:

means for determining a prediction mode for the CU, and if

the determined prediction mode comprises an inter pre-
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diction mode, adaptively updating at least one VLC code
word that represents the prediction mode, and if the
determined prediction mode comprises an intra predic-
tion mode, maintaining a dedicated VL.C code word that
represents the prediction mode.

33. The device of claim 23, further comprising:

means for, if at least one of the luminance component (Y),

the first chrominance component (U), and the second
chrominance component includes at least one non-zero
transform coefficient, signaling a transform index that
indicates a size of at least one transform unit of the CU;,
and

if none of the luminance component (Y), the first chromi-

nance component (U), and the second chrominance
component includes at least one non-zero transform
coefficient, not signaling the transform index for the CU.
34. A computer-readable storage medium comprising
instructions that upon execution in a processor, cause the
processor to encode video data, wherein the instructions
cause the processor to:
receive a coding unit (CU) of video data that includes a
luminance component (Y), a first chrominance compo-
nent (U), and a second chrominance component (V);

determine whether or not each of the luminance compo-
nent (Y), the first chrominance component (U), and the
second chrominance component (V) include at least one
non-zero coefficient;

generate a coded block pattern (CBP) for the CU that

collectively indicates whether or not each of the lumi-
nance component (Y), the first chrominance component
(U), and the second chrominance component (V)
include at least one non-zero coefficient;

map the generated CBP to a single variable length code

(VLC) code word; and

output the single VLC code word.

35. The computer-readable storage medium of claim 34,
wherein the instructions cause the computing device to map
the generated CBP to the single VLC code word via accessing
a VLC code table that includes the single VLC code word.

36. The computer-readable storage medium of claim 34,
wherein the instructions cause the computing device to map
the generated CBP to the single VL.C code word via assigning
a value to the single VLC code word.

37. The computer-readable storage medium of claim 36,
wherein the instructions cause the computing device to assign
the value to the single VLC code word based on a context
based on at least one previously encoded CU.

38. The computer-readable storage medium of claim 37,
wherein the at least one previously encoded CU comprises a
neighboring CU.

39. The computer-readable storage medium of claim 37,
wherein the instructions cause the computing device to assign
the value to the single VL.C code word based on whether the
at least one previously coded CU includes at least one non-
zero coefficient.

40. The computer-readable storage medium of claim 37,
wherein the at least one previously coded CU comprises a first
previously coded CU and a second previously coded CU, and
wherein the instructions cause the computing device to assign
the value to the single VL.C code word based on a context
selected from a group consisting of:

whether both of the first previously coded CU and the

second previously coded CU do not include any non-
zero coefficients;
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whether one of the first previously coded CU and the sec-
ond previously coded CU includes at least one non-zero
coefficient, and another of the first previously coded CU
and the second previously coded CU does not include at
least one non-zero coefficient; and

whether both of the first previously coded CU and the

second previously coded CU include at least one non-
zero coefficient.

40. The computer-readable storage medium of claim 37,
wherein the instructions cause the computing device to assign
the value to the single VL.C code word via assigning a bit
length to the single VL.C code word.

41. The computer-readable storage medium of claim 34,
wherein the instructions cause the computing device to output
the VLC code word to a decoder.

42. The computer-readable storage medium of claim 34,
wherein the instructions further cause the computing device
to:

determine a prediction mode for the CU;

if the determined prediction mode comprises an inter pre-

diction mode, adaptively update at least one VL.C code
word that represents the prediction mode; and

if the determined prediction mode comprises an intra pre-

diction mode, maintain a dedicated VLC code word that
represents the prediction mode.
43. The computer-readable storage medium of claim 34,
wherein the instructions further cause the computing device
to:
if at least one of the luminance component (Y), the first
chrominance component (U), and the second chromi-
nance component includes at least one non-zero trans-
form coefficient, signal a transform index that indicates
a size of at least one transform unit of the CU; and

if none of the luminance component (Y), the first chromi-
nance component (U), and the second chrominance
component includes at least one non-zero transform
coefficient, not signal a transform index for the CU.
44. A method of decoding a CU of video data, comprising:
receiving a single variable length code (VLC) code word
for a CU of video data that includes a luma component
(Y), afirst chroma component (U), and a second chroma
component (V);

determining, based on the single VL.C code word, a coded
block pattern (CBP) for the CU, wherein the CBP indi-
cates individually whether or not each of the luma com-
ponent (Y), the first chroma component (U), and the
second chroma component (V) include a non-zero coef-
ficient;

using the determined CBP to decode the CU.

45. The method of claim 44, wherein determining, based
on the VLC code word, the CBP for the CU comprises deter-
mining based on mapping the single VL.C code word to the
CBP using a VLC code table.

46. The method of claim 45, wherein determining, based
on the VLC code word, the CBP for the CU comprises deter-
mining based on a context based on at least one previously
encoded CU.

47. The method of claim 45, wherein the at least one
previously encoded CU comprises a neighboring CU.

48. The method of claim 45, wherein determining, based
on the VLC code word, the CBP for the CU comprises deter-
mining based on a context based on whether the at least one
previously coded CU includes at least one non-zero coeffi-
cient.
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49. The method of claim 45, wherein the at least one
previously coded CU comprises a first previously coded CU
and a second previously coded CU, and wherein determining,
based on the VL.C code word, the CBP for the CU comprises
determining based on a context selected from a group con-
sisting of:

whether both of the first previously coded CU and the
second previously coded CU do not include any non-
zero coefficients;

whether one of the first previously coded CU and the sec-
ond previously coded CU includes at least one non-zero
coefficient, and another of the first previously coded CU
and the second previously coded CU does not include at
least one non-zero coefficient; and

whether both of the first previously coded CU and the
second previously coded CU include at least one non-
zero coefficient.

50. The method of claim 45, wherein receiving the single

VLC code word comprises receiving from an encoder.

51. The method of claim 45, further comprising:

determining a prediction mode for the CU;

if the determined prediction mode comprises an inter pre-
diction mode, adaptively updating at least one VL.C code
word that represents the prediction mode; and

if the determined prediction mode comprises an intra pre-
diction mode, maintaining a dedicated VLC code word
that represents the prediction mode.

52. An apparatus that decodes video data, the apparatus

comprising:

a video decoder that receives a single variable length code
(VLC) code word for a CU of video data that includes a
luma component (Y), a first chroma component (U), and
a second chroma component (V);

a CBP decoding module that determines, based on the
single VL.C code word, a coded block pattern (CBP) for
the CU, wherein the CBP indicates individually whether
or not each of the luma component (Y), the first chroma
component (U), and the second chroma component (V)
include a non-zero coefficient; and

wherein the video decoder uses the determined CBP to
decode the CU.

53. The apparatus of claim 52, wherein the CBP decoding
module determines the CBP for the CU based on mapping the
single VLC code word to the CBP using a VLC code table.

54. The apparatus of claim 53, wherein the CBP decoding
module determines the CBP for the CU based on a context
based on at least one previously encoded CU.

55. The apparatus of claim 54, wherein the at least one
previously encoded CU comprises a neighboring CU.

56. The apparatus of claim 54, wherein the CBP decoding
module determines the CBP for the CU based on whether the
at least one previously coded CU includes at least one non-
zero coefficient.

57. The apparatus of claim 46, wherein the at least one
previously coded CU comprises a first previously coded CU
and a second previously coded CU, and wherein the CBP
decoding module determines the CBP for the CU based on a
context selected from a group consisting of:

whether both of the first previously coded CU and the
second previously coded CU do not include any non-
zero coefficients;

whether one of the first previously coded CU and the sec-
ond previously coded CU includes at least one non-zero
coefficient, and another of'the first previously coded CU
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and the second previously coded CU does not include at
least one non-zero coefficient; and

whether both of the first previously coded CU and the

second previously coded CU include at least one non-
zero coefficient.

58. The apparatus of claim 54, wherein the video decoder
receives the single VLC code word from an encoder.

59. The apparatus of claim 54, wherein the video decoder is
further configured to:

determine a prediction mode for the CU;

if the determined prediction mode comprises an inter pre-

diction mode, adaptively update at least one VL.C code
word that represents the prediction mode; and

if the determined prediction mode comprises an intra pre-

diction mode, maintain a dedicated VLC code word that
represents the prediction mode.
60. A device that decodes video data, the device compris-
ing:
means for receiving a single variable length code (VLC)
code word for a CU of video data that includes a luma
component (Y), a first chroma component (U), and a
second chroma component (V);

means for determining, based on the single VL.C code
word, a coded block pattern (CBP) for the CU, wherein
the CBP indicates individually whether or not each of
the luma component (Y), the first chroma component
(U), and the second chroma component (V) include a
non-zero coefficient;

means for using the determined CBP to decode the CU.

61. The device of claim 60, wherein the means for deter-
mining, based on the VLC code word, the CBP for the CU
comprise means for determining based on mapping the single
VLC code word to the CBP using a VLC code table.

62. The device of claim 61, wherein the means for deter-
mining, based on the VLC code word, the CBP for the CU
comprise means for determining based on a context based on
at least one previously encoded CU.

63. The device of claim 62, wherein the at least one previ-
ously encoded CU comprises a neighboring CU.

64. The device of claim 62, wherein the means for deter-
mining, based on the VLC code word, the CBP for the CU
comprise means for determining based on a context based on
whether the at least one previously coded CU includes at least
one non-zero coefficient.

65. The device of claim 62, wherein the at least one previ-
ously coded CU comprises a first previously coded CU and a
second previously coded CU, and wherein the means for
determining, based on the VL.C code word, the CBP for the
CU comprise means for determining based on a context
selected from a group consisting of:

whether both of the first previously coded CU and the

second previously coded CU do not include any non-
zero coefficients;

whether one of the first previously coded CU and the sec-

ond previously coded CU includes at least one non-zero
coefficient, and another of the first previously coded CU
and the second previously coded CU does not include at
least one non-zero coefficient; and

whether both of the first previously coded CU and the

second previously coded CU include at least one non-
zero coefficient.

66. The device of claim 60, wherein the means for receiv-
ing the single VLC code word receive the single VL.C code
word from an encoder.
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67. The device of claim 60, wherein the video decoder is
further configured to:

determine a prediction mode for the CU;

if the determined prediction mode comprises an inter pre-

diction mode, adaptively update at least one VL.C code
word that represents the prediction mode; and

if the determined prediction mode comprises an intra pre-

diction mode, maintain a dedicated VL.C code word that
represents the prediction mode.

68. A computer-readable storage medium comprising
instructions that upon execution in a processor, cause the
processor to decode video data, wherein the instructions
cause the processor to:

receive a single variable length code (VLC) code word for

a CU of'video data that includes a luma component (Y),

a first chroma component (U), and a second chroma

component (V);

determine, based on the single VL.C code word, a coded
block pattern (CBP) for the CU, wherein the CBP
indicates individually whether or not each of the luma
component (Y), the first chroma component (U), and
the second chroma component (V) include a non-zero
coefficient;

use the determined CBP to decode the CU.

69. The computer-readable storage medium of claim 68,
wherein the instructions cause the computing device to deter-
mine the CBP for the CU based on mapping the single VL.C
code word to the CBP using a VL.C code table.

70. The computer-readable storage medium of claim 68,
wherein the instructions cause the computing device to deter-
mine the CBP for the CU comprises determining based on a
context based on at least one previously encoded CU.

71. The computer-readable storage medium of claim 70,
wherein the at least one previously encoded CU comprises a
neighboring CU.

72. The computer-readable storage medium of claim 70,
wherein the instructions cause the computing device to deter-
mine the CBP for the CU based on a context based on whether
the at least one previously coded CU includes at least one
non-zero coefficient.

73. The computer-readable storage medium of claim 70,
wherein the at least one previously coded CU comprises a first
previously coded CU and a second previously coded CU, and
wherein the instructions cause the computing device to deter-
mine the CBP for the CU based on a context selected from a
group consisting of:

whether both of the first previously coded CU and the

second previously coded CU do not include any non-
zero coefficients;

whether one of the first previously coded CU and the sec-

ond previously coded CU includes at least one non-zero
coefficient, and another of the first previously coded CU
and the second previously coded CU does not include at
least one non-zero coefficient; and

whether both of the first previously coded CU and the

second previously coded CU include at least one non-
zero coefficient.

74. The computer-readable storage medium of claim 70,
wherein the instructions cause the computing device to
receiving the single VLC code word from an encoder.

75. The computer-readable storage medium of claim 70,
wherein the instructions further cause the computing device
to:
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determine a prediction mode for the CU;

if the determined prediction mode comprises an inter pre-
diction mode, adaptively update at least one VL.C code
word that represents the prediction mode; and

if the determined prediction mode comprises an intra pre-
diction mode, maintain a dedicated VLC code word that
represents the prediction mode.

76. A method of encoding a coding unit (CU) of video data,

comprising:

receiving a CU of video data that includes a plurality of
blocks;

determining whether or not each of the plurality of blocks
include at least one non-zero coefficient;

generating a coded block flag (CBF) for each of the plu-
rality of blocks that indicates whether the respective
block includes at least one non-zero coefficient;

generating a coded block pattern (CBP) for the CU that
collectively indicates the CBF for each of the plurality of
blocks;

mapping the generated CBP to a single variable length
code (VLC) code word; and

outputting the single VLC code word.

77. The method of claim 76, wherein mapping the gener-
ated CBP to the single VL.C code word comprises accessing a
VLC code table that includes the single VLC code word.

78. The method of claim 76, wherein mapping the gener-
ated CBP to a single variable length code (VLC) code word
comprises mapping based on a context based on at least one
previously encoded CU.

79. The method of claim 76, further comprising:

determining a prediction mode for the CU;

if the determined prediction mode comprises an inter pre-
diction mode, adaptively updating at least one VL.C code
word that represents the prediction mode; and

if the determined prediction mode comprises an intra pre-
diction mode, maintaining a dedicated VLC code word
that represents the prediction mode.

80. The method of claim 76, further comprising:

if at least one of the plurality of blocks include at least one
non-zero coefficient coefficient, signaling a transform
index that indicates a size of at least one transform unit
of the CU; and

if none of the plurality of blocks include at least one non-
zero coefficient, not signaling the transform index for
the CU.

81. The method of claim 76, further comprising:

determining a prediction mode of the CU; and

if the prediction mode for the CU comprises an intra pre-
diction mode and the block is a luma (Y) component,
mapping the generated CBP to a single variable length
code (VLC) code word using a VLC table selected from
among a plurality of VLC tables, and if the prediction
mode for the CU comprises an inter prediction mode and
the block is a luma (Y) component, mapping the gener-
ated CBP for the luminance component (Y) to the single
variable length code (VLC) code word using a single
VLC table.

82. An apparatus that encodes video data, the apparatus

comprising:

a video encoder that receives a CU of video data that
includes a that includes a plurality of blocks and deter-
mines whether or not each of the plurality of blocks
include at least one non-zero coefficient; and
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a CBP module configured to:

generate a coded block flag (CBF) for each of the plurality
of blocks that indicates whether the respective block
includes at least one non-zero coefficient;

generate a coded block pattern (CBP) for the CU that

collectively indicates the CBF for each of the plurality of
blocks;

map the generated CBP to a single variable length code

(VLC) code word; and output the single VLC code word.

83. The apparatus of claim 82, wherein the CBP module is
configured to map the generated CBP to the single VLC code
word via accessing a VLC code table that includes the single
VLC code word.

84. The apparatus of claim 82, wherein the CBP module is
configured to map the generated CBP to a single variable
length code (VLC) code word based on a context based on at
least one previously encoded CU.

85. The apparatus of claim 82, wherein the video encoder is
further configured to:

determine a prediction mode for the CU;

if the determined prediction mode comprises an inter pre-

diction mode, adaptively update at least one VL.C code
word that represents the prediction mode; and

if the determined prediction mode comprises an intra pre-

diction mode, maintain a dedicated VLC code word that
represents the prediction mode.
86. The apparatus of claim 82, wherein the video encoder if
further configured to:
if at least one of the plurality of blocks include at least one
non-zero coefficient, signal a transform index that indi-
cates a size of at least one transform unit of the CU; and

if none of the plurality of blocks include at least one non-
zero coefficient, not signal the transform index for the
CU.

87. The apparatus of claim 82, wherein the video encoder is
further configured to:

determine a prediction mode of the CU; and

if the prediction mode for the CU comprises an intra pre-

diction mode and the block is a luma (Y) component,
map the generated CBP to a single variable length code
(VLC) code word using a VLC table selected from
among a plurality of VLC tables, and if the prediction
mode for the CU comprises an inter prediction mode and
the block is a luma (Y) component, map the generated
CBP for the luminance component (Y) to the single
variable length code (VLC) code word using a single
VLC table.

88. An apparatus for encoding video data, comprising:

means for receiving a CU of video data that includes a

plurality of blocks;

means for determining whether or not each of the plurality

of blocks include at least one non-zero coefficient;
means for generating a coded block flag (CBF) for each of
the plurality of blocks that indicates whether the respec-
tive block includes at least one non-zero coefficient;
means for generating a coded block pattern (CBP) for the
CU that collectively indicates the CBF for each of the
plurality of blocks;

means for mapping the generated CBP to a single variable

length code (VLC) code word; and

means for outputting the single VLC code word.

Oct. 13,2011

89. The apparatus of claim 88, wherein the means for
mapping the generated CBP to the single VLC code word
access a VLC code table that includes the single VL.C code
word.

90. The apparatus of claim 88, wherein the means for
mapping the generated CBP to the single VL.C code word map
based on a context based on at least one previously encoded
CU.

91. The apparatus of claim 88, further comprising:

means for determining a prediction mode for the CU, and if

the determined prediction mode comprises an inter pre-
diction mode, adaptively updating at least one VL.C code
word that represents the prediction mode, and if the
determined prediction mode comprises an intra predic-
tion mode, maintaining a dedicated VL.C code word that
represents the prediction mode.

92. The apparatus of claim 88, further comprising:

means for, if at least one of the plurality of blocks include

at least one non-zero coefficient, signaling a transform
index that indicates a size of at least one transform unit
of the CU, and if none of the plurality of blocks include
at least one non-zero coefficient, not signaling the trans-
form index for the CU.

93. The apparatus of claim 88, further comprising:

means for determining a prediction mode of the CU, and if

the prediction mode for the CU comprises an intra pre-
diction mode and the block is a luma (Y) component,
mapping the generated CBP to a single variable length
code (VLC) code word using a VLC table selected from
among a plurality of VLC tables, and if the prediction
mode for the CU comprises an inter prediction mode and
the block is a luma (Y) component, mapping the gener-
ated CBP for the luminance component (Y) to the single
variable length code (VLC) code word using a single
VLC table.

94. A computer-readable storage medium comprising
instructions configured to cause a computing device to:

receive a coding unit (CU) of video data that includes a

plurality of blocks;

determine whether or not each of the plurality of blocks

include at least one non-zero coefficient;

generate a coded block flag (CBF) for each of the plurality

of blocks that indicates whether the respective block
includes at least one non-zero coefficient;

generate a coded block pattern (CBP) for the CU that

collectively indicates the CBF for each of the plurality of
blocks;

map the generated CBP to a single variable length code

(VLC) code word; and

output the single VL.C code word.

95. The computer-readable storage medium of claim 94,
wherein the instructions cause the computing device to:

map the generated CBP to the single VL.C code word based

on accessing a VLC code table that includes the single
VLC code word.

96. The computer-readable storage medium of claim 94,
wherein the instructions cause the computing device to:

map the generated CBP to the single VL.C code word based

on a context based on at least one previously encoded
CU.

97. The computer-readable storage medium of claim 94,
wherein the instructions further cause the computing device
to:
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determine a prediction mode for the CU;

if the determined prediction mode comprises an inter pre-
diction mode, adaptively update at least one VL.C code
word that represents the prediction mode; and

if the determined prediction mode comprises an intra pre-

diction mode, maintain a dedicated VLC code word that
represents the prediction mode.

98. The computer-readable storage medium of claim 94,
wherein the instructions further cause the computing device
to:

if at least one of the plurality of blocks include at least one

non-zero coefficient coefficient, signal a transform
index that indicates a size of at least one transform unit
of the CU; and

if none of the plurality of blocks include at least one non-

zero coefficient, not signal the transform index for the
CU.

99. The computer-readable storage medium of claim 94,
wherein the instructions further cause the computing device
to:

determine a prediction mode of the CU; and

if the prediction mode for the CU comprises an intra pre-

diction mode and the block is a luma (Y) component,
map the generated CBP to a single variable length code
(VLC) code word using a VLC table selected from
among a plurality of VLC tables, and if the prediction
mode for the CU comprises an inter prediction mode and
the block is a luma (Y) component, map the generated
CBP for the luminance component (Y) to the single
variable length code (VLC) code word using a single
VLC table.

100. A method of decoding a coding unit (CU) of video
data, comprising:

receiving a single variable length code (VLC) code word

for a CU of video data that includes a plurality of blocks;
determining, based on the single VL.C code word, a coded
block pattern for the CU;

determining, based on the coded block pattern for the CU,

a coded block flag (CBF) for each of the plurality of
blocks, wherein the CBF indicates whether or not the
respective block of the plurality of blocks includes at
least one non-zero coefficient; and

decoding the CU based on the determined CBF.

101. The method of claim 100, wherein determining, based
on the single VLC code word, a coded block pattern for the
CU comprises accessing a VLC code table that includes the
single VL.C code word.

102. The method of claim 100, wherein determining, based
on the single VLC code word, a coded block pattern for the
CU comprises determining based on a context based on at
least one previously decoded CU.

103. The method of claim 100, further comprising:

determining a prediction mode for the CU;

if the determined prediction mode comprises an inter pre-

diction mode, adaptively updating at least one VL.C code
word that represents the prediction mode; and

if the determined prediction mode comprises an intra pre-

diction mode, maintaining a dedicated VLC code word
that represents the prediction mode.

104. The method of claim 100, further comprising:

determining a prediction mode of the CU; and

if the prediction mode for the CU comprises an intra pre-

diction mode and the block is a luma (Y) component,
determining, based on the single VLC code word, a
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coded block pattern for the CU based on a VLC table
selected from among a plurality of VL.C tables, and if the
prediction mode for the CU comprises an inter predic-
tion mode and the block is a luma (Y) component, deter-
mining, based on the single VL.C code word, a coded
block pattern for the CU based on a single VL.C table.

105. An apparatus for decoding video data, comprising:

a video decoder configured to:

receive a single variable length code (VLC) code word
for a CU of video data that includes a plurality of
blocks;

determine, based on the single VL.C code word, a coded
block pattern for the CU;

determine, based on the coded block pattern for the CU,
a coded block flag (CBF) for each of the plurality of
blocks, wherein the CBF indicates whether or not the
respective block of the plurality of blocks includes at
least one non-zero coefficient; and

decode the CU based on the determined CBF.

106. The apparatus of claim 105, wherein the video
decoder is configured to determine, based on the single VL.C
code word, the CBF for the CU comprises based on a VL.C
code table that includes the single VL.C code word.

107. The apparatus of claim 105, wherein the video
decoder is configured to determine, based on the single VL.C
code word, a coded block pattern for the CU comprises based
on a context based on at least one previously decoded CU.

108. The apparatus of claim 105, wherein the video
decoder is further configured to:

determine a prediction mode for the CU;

if the determined prediction mode comprises an inter pre-

diction mode, adaptively update at least one VLC code
word that represents the prediction mode; and

if the determined prediction mode comprises an intra pre-

diction mode, maintain a dedicated VLC code word that
represents the prediction mode.

109. The apparatus of claim 105, wherein the video
decoder is further configured to:

determine a prediction mode of the CU; and

if the prediction mode for the CU comprises an intra pre-

diction mode and the block is a luma (Y) component,
determine, based on the single VL.C code word, a coded
block pattern for the CU based on a VLC table selected
from among a plurality of VLC tables, and if the predic-
tion mode for the CU comprises an inter prediction
mode and the block is a luma (Y)) component, determine,
based on the single VLC code word, a coded block
pattern for the CU based on a single VLC table.

110. An apparatus for decoding video data, comprising:

means for receiving a single variable length code (VLC)

code word fora CU of video data that includes a plurality
of blocks;

means for determining, based on the single VL.C code

word, a coded block pattern for the CU;

means for determining, based on the coded block pattern

for the CU, a coded block flag (CBF) for each of the
plurality of blocks, wherein the CBF indicates whether
or not the respective block of the plurality of blocks
includes at least one non-zero coefficient; and

means for decoding the CU based on the determined CBF-.

111. The apparatus of claim 110, means for determining,
based on the single VLC code word, a coded block pattern for
the CU determine based on a VL.C code table that includes the
single VL.C code word.
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112. The apparatus of claim 110, further comprising:

means for determining, based on the single VLC code
word, a coded block pattern for the CU determine based
on a context based on at least one previously decoded
CU.

113. The apparatus of claim 110, further comprising:

means for determining a prediction mode for the CU, and if
the determined prediction mode comprises an inter pre-
diction mode, adaptively update at least one VLC code
word that represents the prediction mode, and if the
determined prediction mode comprises an intra predic-
tion mode, maintain a dedicated VLC code word that
represents the prediction mode.

114. The apparatus of claim 110, further comprising:

means for determining a prediction mode of the CU, and if
the prediction mode for the CU comprises an intra pre-
diction mode and the block is a luma (Y) component,
determining, based on the single VL.C code word, a
coded block pattern for the CU based on a VLC table
selected from among a plurality of VLC tables, and if the
prediction mode for the CU comprises an inter predic-
tion mode and the block is a luma (Y) component, deter-
mining, based on the single VL.C code word, a coded
block pattern for the CU based on a single VL.C table.

115. A computer-readable storage medium comprising

instructions configured to cause a, computing device to:

receive a single variable length code (VLC) code word for
a CU of video data that includes a plurality of blocks;

determine, based on the single VL.C code word, a coded
block pattern for the CU;

determine, based on the coded block pattern for the CU, a
coded block flag (CBF) for each of the plurality of
blocks, wherein the CBF indicates whether or not the
respective block of the plurality of blocks includes at
least one non-zero coefficient; and

decode the CU based on the determined CBF.
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116. The computer-readable storage medium of claim 115,

wherein the instructions are configured to cause the comput-
ing device to, based on the single VLC code word, determine
a coded block pattern for the CU via accessing a VL.C code
table that includes the single VLC code word.

117. The computer-readable storage medium of claim 115,

wherein the instructions are configured to cause the comput-
ing device to determine a coded block pattern for the CU
based on a context based on at least one previously decoded
CU.

118. The computer-readable storage medium of claim 115,

wherein the instructions are further configured to cause the
computing device to:

determine a prediction mode for the CU;,
if the determined prediction mode comprises an inter pre-
diction mode, adaptively update at least one VL.C code
word that represents the prediction mode; and
if the determined prediction mode comprises an intra
prediction mode, maintain a dedicated VLC code
word that represents the prediction mode.
119. The computer-readable storage medium of claim 115,

wherein the instructions are further configured to cause the
computing device to:
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determine a prediction mode of the CU; and

if the prediction mode for the CU comprises an intra pre-
diction mode and the block is a luma (Y) component,
determine, based on the single VL.C code word, a coded
block pattern for the CU based on a VL.C table selected
from among a plurality of VLC tables, and if the predic-
tion mode for the CU comprises an inter prediction
mode and the block is a luma (Y) component, determine,
based on the single VLC code word, a coded block
pattern for the CU based on a single VLC table.
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