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Motion vector coding 

1 Background 

1.1 Technical Background/Existing Technology 

Recent video coding standards are based on the hybrid coding principle, 
which comprises motion compensated temporal prediction of video frames 
and coding of frame residual signals. For efficient motion compensated 
temporal prediction, block-based motion models are used to describe motion 
across e.g. pairs of frames. Each motion compensation block is assigned e.g. 
one (for uni-predictive temporal prediction, e.g. in P frames) or two (for bi
predictive temporal prediction in B frames) motion vectors. These vectors 
need to be coded in the video bit stream along with the frame residual signals. 

At high compression ratios (or equivalently, low video bitrates), motion vector 
coding takes a large part of the total amount of bits, especially in recent video 
coding standards such as H.264/AVC where small motion compensation 
block sizes are used. Typically, lossless predictive coding of motion vectors is 
used, i.e. coding of a motion vector MV consists of (1) building a motion 
vector predictor PMV for the vector to be coded and (2) transmitting the 
difference DMV=MV-PMV between the motion vector and the motion vector 
predictor. 

In H.264/AVC, PMV is derived as the median of the motion vectors of 3 
spatially neighboring blocks. Other approaches consider also temporally 
neighboring blocks (i.e. co-located in neighboring frames) for motion vector 
prediction. Instead of using a fixed rule for building PMV, recently approaches 
have been presented that explicitly signal a PMV to be used out of a set of 
PMV candidates, PMV_CANDS Errorl Reference source not found.Error! 
Reference source not found.Error! Reference source not found .. 
Although this requires additional bits to signal one candidate out of the set, it 
can overall save bits for motion vector coding, since OMV coding can be more 
efficient. 

1.2 Problems with existing solutions 

The efficiency of motion vector coding schemes with PMV candidate signaling 
depends on the suitability of candidates in PMV_CANDS, i.e. the construction 
of the candidate list has major impact on the coding performance. Existing 
approaches Error! Reference source not found.Error! Reference source 
not found.Error! Reference source not found. typically use motion vectors 
from spatially surrounding blocks or temporally neighboring blocks (co-located 
blocks in neighboring frames). Such construction of PMV_CANDS, i.e. 
considering only few surrounding blocks as source of motion vector 
predictors, may be sub-optimal. 
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The number of candidates in PMV_CANDS, i.e. the "length" of PMV_CANDS, 
has a major impact on coding efficiency, too. The reason is that the higher the 
number of candidates, the higher the number of bits required for signaling one 
of the candidates. Although even with a large list, some candidates may be 
signaled with few bits (if appropriate VLC coding is used), other candidates 
will require more bits for signaling, which in turn causes additional overhead 
and thus reduced compression efficiency. Existing approaches Error! 
Reference source not found.Error! Reference source not found.Error! 
Reference source not found. assume a fixed number of candidates in 
PMV _CANDS (e.g. the spatially neighboring motion vectors) valid for coding 
of a video frame or sequence, and the number of candidates may only be 
reduced if some of the candidates are identical. Efficient approaches for 
adapting the length of PMV _ CAN DS are missing. 

Finally, coding efficiency is affected through the selected scheme for signaling 
a candidate in PMV_CANDS. Efficient schemes are missing, especially for bi
predicted blocks where two motion vectors are coded. 

Basic Concept of the Invention 

This invention describes methods for building lists of PMV candidates 
PMV_CANDS. It is assumed that the candidates in PMV_CANDS are sorted, 
and use of one of the candidates in PMV _ CANDS is signaled such that the 
first candidate in the list is assigned the shortest code word among the 
candidates and that subsequent candidates in the list are assigned code 
words with non-decreasing length (it is apparent that any other equivalent 
mapping of candidates on code words could be likewise applied). Then, using 
a combination of several methods, PMV_CANDS is constructed such that 
candidates that are most beneficial for prediction are arranged towards the 
beginning of the list. Also, using these methods, the candidates in the list are 
selected such that they are of good use for coding of motion vectors, and if 
only few such candidates are available, then the size of the list is reduced 
such that the code words for signaling use of a candidate can be reduced in 
length. Finally, methods for efficient signaling of use of PMV candidates are 
presented. 

Detailed description 

Note that all methods described in this section that affects the PMV _CANDS 
list also takes place in the decoder. Also, even though the generation of the 
signaling bits is done in the encoder, the decoder parses the bits and mimics 
the encoder in order to achieve encoder/decoder synchronization. 
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3.1 Detailed Technical Description of the Invention 

3.1.1 

3.1.1.1 

The proposed methods assume coding of a motion vector MV using predictive 
coding techniques, where a motion vector predictor MVP is used to predict 
MV, and the prediction error DMV=MV-PMV is signaled from the encoder to 
the decoder. Additionally, a code ("index") is sent to select a PMV candidate 
from a list of PMV candidates, PMV_CANDS, see Figure 1. "indexff may be 
sent once together with each transmitted motion vector MV, i.e. per sub-block 
(e.g. 8x8 pixel block). It may likewise be sent for groups of motion vectors, 
e.g. per macroblock (16x16 block). 

PMV_CANDS has N elements. PMV_CANDS is identically available at both 
the encoder and the decoder. Using the transmitted "index", the decoder can 
determine PMV as used in the encoder, and thus reconstruct MV=DMV+PMV. 

In the following, details of the system depicted in Figure 1, in particular 
concerning construction of PMV_CANDS and signaling of "index", are 
described in detail. Methods for updating PMV_CANDS are depicted in 
Section 3.1.1. Methods for adapting the number of elements in PMV_CAND 
are depicted in Section 3.1.2. Methods for coding of "index" are depicted in 
3.1.3. 

MV OMV OMV MV 

PMV PMV 

PMV 1 PMV 2 PMV 3 ••• I PU\I "' I PMV 1 PMV 2 PMV 3 ••• !PMV NI 

PMV_CANDS PMV_CANDS 

index index 

Figure 1 Motion vector coding with signalling of PMV index. Left: encoder, right: 
decoder. 

Derivation of candidate predictor lists 

Initialization and update of candidate lists 

There are two major operations used for construction of PMV_CANDS lists, 
initialization and update. 

Initialization means that a certain pre-defined state of the list is established. A 
PMV_CANDS list may be initialized e.g. as an empty list (zero entries) or as a 
list with one or more pre-defined entries such as the zero vector (0,0). 
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Update means that one or more motion vectors are added to an existing 
PMV_CANDS list. A PMV_CANDS list may be updated according to 
previously coded motion vectors MV. At the encoder, when encoding a 
current block, PMV_CANDS may contain, besides any pre-defined 
initialization vectors, motion vectors that have been sent in previously 
encoded blocks in the video. By restricting the possible candidates in 
PMV_CANDS to pre-defined vectors and previously coded vectors, the 
decoder can derive the list PMV _CANDS in the same way as the encoder. 

Alternatively, one or more motion vector candidates that have not been 
encoded previously may be added into the PMV _CANDS list at the encoder, 
and then those motion vectors will be explicitly signaled to the decoder for use 
with PMV_CANDS, such that PMV_CANDS can be updated in the same way 
both at the encoder and the decoder. 

The PMV_CANDS list used for coding a motion vector MVassociated with a 
current motion compensation block can be dynamically generated specifically 
for the current motion compensation block, i.e. without consideration of 
PMV_CANDS lists used for coding of MVs associated with motion 
compensation blocks previously coded. In that case, before a block is 
processed, a PMV_CANDS list is initialized and then updated with a number 
of previously coded or pre~efined motion vectors. Alternatively, a 
PMV_CANDS list may be initialized once (for example before the start of 
video encoding/decoder, or before a frame is processed or after a number of 
macroblocks have been encoded in a frame), and then used for coding of 
more than one motion vector, the advantage being that the possibly complex 
process of deriving the PMV _CANDS list would only have to be processed 
once for coding of a set of motion vectors. When being used for coding of 
more than one motion vector, the PMV_CANDS list may however be updated 
after coding one of the motion vectors. For example, the PMV _CANDS list 
may first be used for coding of a motion vector MVassociated with a first 
motion compensation block, then PMV_CANDS may be updated using the 
vector MV (e.g. MV is added into the list), and then used for coding of a 
second motion compensation block. By subsequently updating PMV_CANDS 
with coded motion vectors, the list is updated according to a sliding window 
approach. 

During encoding of a video, one or multiple PMV_CANDS lists may be 
maintained according to the sliding window approach, e.g. one for each frame 
type, one for each macroblock type, or one for each reference frame. When 
coding the two motion vectors associated with a bi-predicted motion 
compensation block, either a single or two different PMV_CANDS lists may 
be used. 

Determining candidate motion vectors for list updates 

Before a motion vector associated with a current motion compensation block 
is processed, the PMV_CANDS list used for coding the current motion vector 
may be updated by using motion vectors associated with surrounding blocks. 
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The PMV_CANDS list may be updated such that motion vectors associated 
with close motion compensation blocks are inserted towards the beginning of 
the PMV_CANDS list (signaled with fewer bits), whereas motion vectors 
associated with more far away motion compensation blocks may be inserted 
towards the end of the PMV _CANDS list. Possible metrics to determine how 
far a motion compensation block is away from the current block include the 
Euclidian distance (dx"2+dy"2, where dx and dy and distances in x and y 
dimension, respectively), or the sum of absolute values (ldxl+ldyl). To this 
end, a spiral scan may be performed around the current block to obtain 
motion vectors to update PMV_CANOS. The scan may be terminated when 
all blocks of the current or a pre-defined number of subsequent frames (e.g. 
the last frame) have been scanned, or it may be terminated after a certain 
distance has been reached. Alternatively, the scan may be terminated as 
soon as a pre-defined number of unique motion vectors have been found. 
Note that sorting the list on distances can possibly be avoided in a spiral 
scan, by inserting unique vectors at the end of the PMV_CANDS list, the list is 
kept sorted with the spatially closest vector first in the list. 

Motion vectors to be added to a PMV_CANOS list may comprise spatial or 
temporal neighbors of the current block, or combinations of spatial and/or 
temporal neighbors, e.g. a H.264/AVC-style median predictor derived based 
on spatially neighboring blocks. 

As an alternative to consideration of a pre-defined neighborhood to scan for 
motion vector candidates, it may be signaled from encoder to decoder (and 
thus dynamically decided at the encoder), for each motion vector or for a set 
of motion vectors (e.g. a macroblock), whether the associated motion vectors 
are to be added to the PMV _CANDS list. 

Out of a set of possible mechanisms for determining motion vector 
candidates, one or a combination of mechanisms may be dynamically 
decided at the encoder and the decision then signaled to the decoder. 

Removing candidates from candidate lists 

Limiting and/or reducing the number of candidates in PMV_CANDS can be 
helpful to reduce the overhead of signaling which PMV is used for motion 
vector prediction, since shorter lists require shorter code words. Additionally, 
restricting the addition of certain candidates can make room for other, more 
beneficial candidates to be added. 

One measure for reducing the number of candidates is to avoid duplicate 
occurrences of the same motion vector in a given PMV _CANDS list. This can 
be done, when updating the list, by comparing the candidates already in the 
list with the new vector that is to be added, and if a duplicate is found, either 
removing the duplicate vector or skipping the new vector. This may likewise 
be done for motion vectors that are similar but not equal, such as pairs of 
motion vectors that have a similarity measure smaller than a pre-defined 
threshold, where similarity measures could be Euclidlan distance (x0-
x1 )"2+(y0-y1 )"2 or absolute distance lx0-x1 l+ly0-y1 I, with (x0,yO) and (x1 ,y1) 
being the pair of motion vectors under consideration. Rather than a straight 
distance measure, another approach is to look at the number of bits required 
to encode the distance between the motion vectors using a given encoding 
scheme. 
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Also, the number of candidates in PMV_CANOS may be limited to a pre
defined or dynamically obtained number (see Section 3.1.2). When the 
number has been reached and an additional candidate is to be added, then 
the candidate at the end of the PMV _CANDS list may be removed 
(considering, as mentioned above, that the candidates in PMV CANDS are 
sorted, and use of one of the candidates in PMV _ CANDS is signaled such 
that the first candidate in the list is assigned the shortest code word among 
the candidates and that subsequent candidates in the list are assigned code 
words with non-decreasing length). 

Alternatively, removal of candidates from a PMV_CANDS list may be signaled 
explicitly from the encoder to the decoder (and thus decided dynamically by 
the encoder), e.g. by sending a code for removal of a motion vector candidate 
from a list along with an identifier of the motion vector, e.g. an index. 

Determining order of motion vector candidates in candidate list 

As mentioned above, it is assumed that the candidates in PMV _ CANDS are 
sorted, and use of one of the candidates in PMV _ CANDS for prediction is 
signaled such that the first candidate in the list is assigned the shortest code 
word among the candidates and that subsequent candidates in the list are 
assigned code words with non-decreasing length. The following methods can 
be used when updating a PMV _CANDS list in order to sort the candidates in 
a way that is beneficial for overall coding efficiency. 

• The motion vector associated with the last coded block is placed at the 
beginning of the list (shortest code word). Alternatively, a combined 
candidate such as a H.264/AVC median predictor (or alike) for the current 
block is placed at the beginning of the list. Combining this approach with 
dynamic adaptation of PMV _ CANDS list size allows guaranteeing 
prediction performance of e.g. the H.264/AVC median predictor, since it is 
possible that PMV _CANDS list size is set to one, such that no bits need to 
be sent for index signaling (see Section 3.1.3). 

• The candidates can be sorted according to frequency of occurrence of the 
candidate (or other candidates with e.g. Euclidian or absolute distance 
below a pre-defined threshold) in previously coded blocks, such that 
vectors that describe typical motion in a video frame or sequence are 
assigned short code words. Alternatively, if a duplicate of a new candidate 
is already in the list, then the duplicate can be removed, and the new 
vector added at the beginning of the list. 

• It can further be useful to include weight with respect to motion 
compensation partition size, such that motion vectors with more weight 
are placed farther in the beginning of a PMV_CANDS list than those with 
lower weight. For instance, larger partitions could be trusted more than 
smaller partitions in the sense that the associated motion vectors may, 
depended on the coded sequence, more likely describe typical motion in 
that sequence. Thus motion vectors associated with larger partitions may 
be assigned more weight. Also, skip motion vectors may be trusted 
differently, e.g. assigned less weight, compared to non-skip motion 
vectors. 
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Alternatively, resorting of a PMV _ CAN OS list may be signaled explicitly from 
the encoder to the decoder (and thus decided dynamically by the encoder), 
e.g. by sending a code for resorting of a motion vector candidate from a list 
along with an identifier of the motion vector to be moved, e.g. an index, and a 
signal about where to move that candidate. 

Obtaining a motion vector candidate from a candidate list 

At the time when a motion vector candidate is added to or obtained from a 
PMV _CAN OS list (in the latter case, in order to use it for prediction), it may be 
modified according to a pre-defined method. Since modification at time of 
adding or obtaining is equivalent, it may without loss of generality be assumed 
that vectors are modified at the time of obtaining. Such modifications at the 
time of obtained may include: 

• Scaling of a motion vector candidate according to the frame distance of 
the reference frame to which the motion vector candidate is applied for 
prediction. For example, assume a candidate motion vector MV(T-
1)=(X,Y) in PMV_CANOS that has been applied for motion compensated 
prediction from a reference frame representing the video at time T-1, 
which is next to the current frame that is assumed to represent the video 
at time T. Now if this candidate is obtained from PMV _CANDS to be used 
for prediction of a motion vector pointing to a reference frame representing 
the video at time T-2 (two frames next to the current frame), then the 
motion vector magnitude can be scaled by a factor of 2, i.e. (2*X,2*Y). 
Also, if a candidate motion vector (X,Y) in the PMV_CANOS list refers to 
the video frame at T-2 is to be used for referencing the frame at T-1, the 
motion vector can be scaled to (X/2,Y/2). For both these cases we may 
end up duplicating a candidate motion vector in which case it can be 
removed. Scaling of candidate motion vectors is reasonable under the 
assumption of linear motion. 

• Similarly, when obtaining a motion vector predictor MV(T-1)=(X,Y) in a B 
frame that represents time T, and that motion vector has been applied for 
motion compensated prediction from a left reference frame (time T-1), and 
now the predictor is to be used for prediction of a vector applied for motion 
compensated prediction from a right reference frame (time T+1), then the 
sign of the motion vector predictor is inverted, i.e. (-X,-Y). 

3.1.2 Adaptation of candidate predictor list size 

Limiting and/or reducing the number of candidates in PMV_CANOS can be 
helpful to reduce the overhead of signaling which PMV is used for motion 
vector prediction, since shorter lists require shorter code words. On the other 
hand, depending on video sequence characteristics, it may be beneficial to 
have a larger number of motion vector prediction candidates e.g. in order to 
save bits for OMV coding in case of irregular motion. The following methods 
can be used to adapt the size of PMV_CANOS list according to video 
sequence characteristics. 

• The list size can be defined in the slice/frame/picture header or in a 
sequence-wide header (such as parameter set), i.e. signaled from the 
encoder to the decoder, and thus dynamically adapted by the encoder. 
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• Candidates that have not been used for prediction during encoding of a 
number of previously coded blocks (according to a pre-defined threshold) 
can be removed from the list, thus reducing the list size. 

• The list size may be adapted according to similarity of candidates in the 
list. For example, when updating a list with a motion vector MV, the 
numbers of candidates that are similar to MV (according to a distance 
measure such as Euclidian or absolute distance, with a pre-defined 
threshold) are counted. A high count indicates a high number of similar 
candidates and since it may not be necessary to have many similar 
candidates, at least one may be removed and the list size reduced. A low 
number of similar candidates on the other hand may indicate that it may 
be beneficial to have an additional candidate, thus the list size may be 
increased. 

3.1.3 Signaling of candidate predictors 

As mentioned above, it is assumed that the candidates in PMV_CANDS are 
sorted and use of one of the candidates in PMV _CANDS is signaled such that 
the first candidate in the list is assigned the shortest code word among the 
candidates and that subsequent candidates in the list are assigned code 
words with non-decreasing length. Such code words can be defined e.g. 
according to VLC tables. The VLC table used can depend on the maximum 
number of candidates in PMV _ CANDS (the list size), as e.g. dynamically 
adapted according to the methods in Section 3.1.2. The table below presents 
some examples for VLC codes for different maximum list sizes. The left 
column shows the maximum list size, also denoted as C. In the right column, 
the VLC codes are shown along with indexes to address candidates in the 
PMV_CANDS list. 

Table 1 Example VLC codes for different maximum list sizes. 

Maximum list size C Index: VLC code 

1 0: - (unambiauous, no sianalina necessarvl 

2 0:0 
1: 1 

3 0: 1 
1: 00 
2:01 

4 0: 1 
1: 00 
2:010 
3:011 

5 0: 1 
1: 00 
2:010 
3:0110 
4: 0111 

6 0: 1 
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1: 010 
2: 011 
3: 001 
4:0000 
5: 0001 

7 0: 1 
1: 010 
2:011 
3: 0010 
4: 0011 
5:0000 
6: 0001 

For bi-predicted motion compensation blocks, two motion vectors are coded, 
and thus two motion vector prediction candidates can be necessary. In that 
case the candidate indexes for the two motion vectors can be coded together 
to further reduce the number of bits required for index coding. The following 
table shows an example for joint index coding, considering that both motion 
vectors use the same PMV_CANDS list, and that it is likely that both motion 
vectors use the same predictor in the PMV_CANDS list. Here idx0 and idx1 
denoted the indexes for first and second predictor, respectively. VLC0(idx,C) 
denotes a VLC for an index "idx" according to Table 1 considering a maximum 
list size of C. 

Table 2 VLC code for coding of two candidates indexes associated with bi
predicted block, C: maximum size of PMV _CANDS. 

Case VLC code 

idx1<idx0 VLC0(idx0, C) 0 VLC0(idx1 ,C-1) 

idx1=idx0 VLC0(idx0, C) 1 

idx1>idx0 VLC0(idx0,C) 0 VLC0(idx1-1,C-1) 

3.1.4 Removal of Unnecessary Candidates from list 

It may happen that some candidates in the list will never be used, since 
choosing a candidate with a shorter codeword and encoding the distance will 
give a bit sequence that is shorter or of the same length compared for all 
possible motion vectors. In that case, they can be removed, thereby making 
the list shorter and the average bit length of each index shorter. As an 
alternative, it may be possible to instead insert more candidates. This way, 
the average bit length is kept the same, but the newly inserted candidate has 
a chance of being useful. 

As an example, assume we have the following candidates: 
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Value 
(-1,2) 
(13,4) 
(12,3) 
(0,2) 
(3,4) 
(-4,1) 
(4,8) 

Index 
0 
1 
2 
3 
4 
5 
6 

Code 
1 
010 
011 
0010 
0011 
0000 
0001 
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Also, assume that we encode a difference (xdiff, Yd11r) where xdiff and Yd1tt are 
encoded using Table ABC. If we want to encode a motion vector, such as 
(0,2), we can then encode it using candidate 3, which is (0,2), plus a 
difference of (0,0): 

(0,2) + (0,0) = (0,2). 

The index costs four bits, and each of the zeroes in the difference cost one 
bit, in total six bits. 

However, we can also code the vector using index 0, plus a difference of 
(-1,0): 

(-1,2) + (-1,0) = (0,2). 

The index costs 1 bit, the -1 term in the difference costs three bits (see Table 
ABC below} and the zero costs one bit. Hence we get five bits in total, which 
is better than using index 3. It is easy to see given that the vector difference is 
coded using Table ABC below, that it will never be beneficial to use index 3, 
because using index 0 will always be one bit cheaper or better. Hence we can 
eliminate the candidate vector (0,2) and we get instead 

Value 
(-1,2) 
(13,4} 
(12,3) 
(3,4) 
(-4,1) 
(4,8) 

Index 
0 
1 
2 
4 
5 
6 

Code 
1 
010 
011 
001 
0000 
0001 

The only difference now is that the vector (3,4) has gotten a shorter code, it is 
now three bits instead of four. Hence we have gained from the elimination if 
the vector (3,4) is used, and never lost anything. 

In the above example we removed the candid ate with index 3, but it should be 
evident for a person skilled in the art that this is just an example. For instance, 
it may in some cases be beneficial to remove candidates 1 and 2 as well. 

Sometimes it may not be possible to be sure to gain by removing a single 
candidate, but it may be possible if two or more candidates are eliminated 
simultaneously. Another possibility is that altering the order of the candidates 
or even adding a new candidate to the list can allow us to remove candidates 
that have now been rendered unnecessary, and therefore be beneficial 
regardless of the final motion vector to be encoded. 
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Table ABC: The cost for sending the differential 

Differential 
0 
-1 
1 
-2 
2 
-3 
3 
-4 
4 

Code 
1 
010 
011 
00100 
00101 
00110 
00111 
0001000 
0001001 

3.1.5 Avoiding sending the sign bit 

P31108-US1 

Sometimes it may be unnecessary to send the sign bit for the differential. That 
can then be avoided. Assume for example that we have the following list of 
candidates: 

Value 
(-1,2) 
(13,8) 
(3,4) 
(11,3) 
(12,3) 
(1,2) 
(4,8) 

Index 
0 
1 
2 
3 
4 
5 
6 

Code 
1 
010 
011 
0010 
0011 
0000 
0001 

Assume that we want to encode a vector using candidate number 3 (11,3). 
Since candidate number 4 is to the right of it (having coordinates (12,3)), it is 
advantageous to encode it with candidate 4 instead if the x-coordinate is 12 or 
greater. As an example, the vector (15,2) can be encoded using candidate 3 
as 

(11,3) + (4,-1) 

costing four bits for the index, seven bits for +4 and three bits for -1 (see table 
ABC), in total 14 bits. But it can also be encoded using candidate 4 as 

(12,3) + (3,-1) 

which costs four bits for the index, five bits for +3 and three bits for -1, in total 
12 bits. Since candidate 4 will always be closer to any point in the right half
plane, it will be advantageous to choose candidate 4 for that. Likewise, it is 
better to choose candidate 3 if we are in the left half-plane (as seen from the 
point between (11,3) and (12,3)). 

This means that it is unnecessary to specify the sign bit for the differential in 
the x-component, since it will always be negative for (11,3) and positive for 
(12,3). The sign bit is the last bit in Table ABC, except for 0 which does not 
have a sign bit. This means that if either candidate 3 or 4 will be selected, 
they will be one bit cheaper to encode than normally. 
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The decoder will of course do the same analysis and avoid reading the sign 
bit if the above situation has occurred. 

Even if the candidates are not exactly next to each other, or if they do not 
have exactly the same cost, it may be possible to avoid sending the sign bit, 
at least for one of the candidates. As an example, assume we want to encode 
a value using candidate 5. If the x-coordinate for the vector to encode is 
smaller than or equal to zero, it is always advantageous to instead use 
candidate 0, since it has a lower cost. This means that the sign bit for the x
coordinate does not have to be sent for candidate 5. 

However, it may not be possible to remove the sign bit for the x-component 
for candidate 0. Since its index value is so inexpensive to code, it may be 
advantageous to choose it even if the vector to code is to the right of 
candidate 5. 

If index 0 had the same cost as index 4, both candidates would be equally 
good to encode a vector with an x-coordinate of 0. However, we could decide 
to always use the lowest index in such cases, and thus still avoid sending the 
sign bit when index 4 is selected. 

If the vectors are in the same row (as above), or indeed in the same column, it 
is possible to derive a general expression for when it is never useful to send 
the sign bit: 

Assume that we have two candidates A = (Ax, Ay) and B = (Bx, By) on the 
same row (By = Ay) and that the distance between them is D so that Bx = Ax 
+ D. In the following we will assume that Dis positive, but a person skilled in 
the art will appreciate that it also works if we switch places for A and B. 

Assume further that it is never more costly to transmit the index for candidate 
A than B, i.e., cost(A_index) <= cost(B_index), where cost(A_index) is the 
cost of transmitting the index associated with candidate A. Denote thet cost of 
sending the differential kin the x-direction cost_x(k). For instance, cost_x(-3) 
equals 5 according to Table ABC. 

Now, if cost(A_index) - cost(B_index) + cost_x(D-1) - 3 <= 0, we do not have 
to send the sign bit for candidate B. 

As an example, if A= (11,2), B = (13,3) and A_index is 1 and B_index is 
0001, then 0=2 and cost(A_index) - cost(B_index) + cost_x(D-1) - 3 equals 1 
- 4 + 3 - 3 = -2 which is smaller than 0, hence we do not need to send the sign 
bit for B. 

As an example we show this situation below, where coding using A is to the 
left and coding using B is to the right: 

♦---♦ ---+---+•••+•-- ♦ ---+---+--- ♦ --•+--- ♦--- ♦ ---+ 

I 19 lb Id Id If If If If I 
+--- ♦ ---+--- ♦ ---+---+---+--- ♦--- ♦--- ♦ ---+---+--- ♦ 

I I 9 lb cld al I I I I 
+•••+••·+·--+---+--- ♦---♦---♦---♦--- ♦---♦ ---+--•+ 

19 17 J9albBlb I I I I I 
+---+---+---+--·+--- ♦ ---+---+--- ♦ ---+---+---+---+ 

I 19 17 l9albBlb I I I I 
+- -•- -+ -+- +·•-+·--+-··+--- ♦- -+- -+•··+--·+ 

I 19 19 17 Is l78l96l9BI I I 
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+·--·---+---+---+---+---+---+---+---+--- ♦ -•-+---+ 

19 17 17 IS 813 SIS 517 417 619 Bl9 Bl9 19 I 
+- ♦ ---+- -+-·-+---+--- ♦ ---+ --+- -+---+---+- -• 

19 19 17 IS 17 819 619 SI I 
+- ♦ --~+---+---+ -+--- ♦--- ♦ ---+---+··-•---+---+ 

I I 19 17 19 alb Bib I I I 
+---T••-+-••+•--•-•• ♦--- ♦ ••-+--•+---+••- ♦ -••+- -+ 
I I I 19 17 l9ajb8lb I I 
+--•+---+--- ♦ ---+---+- -+---•--- ♦ -+·- ♦ ---+---+ 

I I I I I 9 lb cl al I 
+---+---+--- ♦ ---+--- ♦ --•+---+--- ♦ ---+--- ♦ ---+---+ 

I I 
+--- ♦ ---+--- ♦ ---+--- ♦ --•+---+--- ♦ ---+--- ♦ ---+---+ 

I I 
+--- ♦--- ♦ ---+---+---+--- ♦ ---+--- ♦ ---+---+--- ♦ ---+ 

I 

3.1.6 Inexpensive coding of differentials 

In one embodiment of the proposed solution, we use a maximum of four 
candidates in the list. However, in another embodiment, we use seven, and 
there is in principle no limit to the maximum. If we allow for a bigger 
maximum, the list can grow and chances increase that a suitable vector can 
be found. On the other hand, the number of bits needed to specify the 
candidate vector also increases. On top of that we get the problem that many 
vectors can be represented using several candidates, which is unnecessary. 
This redundant representation grows the more vectors are added. 

One way to avoid this redundant representation is to restrict the number of 
vectors that it is possible to encode with each candidate vector. For example, 
it is possible to restrict a certain candidate so that it can only encode motion 
vectors that are exactly equal to the candidate, or differs in one step in one 
direction. This can be done by changing the way the differential is encoded. 

Usually the differential is encoded using Table ABC, with separate encoding 
for x and y. Instead, we could use the following short table: 

Differential Code 
(0,0) 1 
(-1,0) 000 
(0,-1) 001 
(1,0) 010 
(0, 1) 011 

This restricted coding of the differential could be employed for candidates 
above a certain index. For instance, all candidates with index 3 or higher 
could be encoded this way. 

This has two advantages: 

1. The encoding of the differential becomes very short, which is good since 
the cost of signaling index 3 or higher is quite high. 
2. The candidate will not spend bits on covering motion vectors that would 
anyway be better encoded using some of the other candidate vectors. The 
redundancy problem described above is thereby ameliorated. 
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3.2 Advantages of the Invention 

The methods described in the invention improve coding efficiency for motion 
vector prediction schemes that use signaling of motion vector predictor. 

4 Abbreviations 

VLC Variable length coding 
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