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Video Coding Standards:
JPEG and MPEG

4.1 INTRODUCTION

The majority of video CODECs in use today conform to one of the international standards
for video coding. Two standards bodies, the International Standards Organisation (IS0) and
the International Telecommunications Union (ITU), have developed a series of standards
that have shaped the development of the visual communications industry. The 1SO JPEG and
MPEG-2 standards have perhaps had the biggest impact: JPEG has become one of the most
widely used formats for still image storage and MPEG-2 forms the heart of digital television
and DVD-video systems. The ITU’s H.261 standard was originally developed for video
conferencing over the ISDN, but H.261 and H.263 (its successor) are now widely used for
real-time video communications over a range of networks including the Internet.

This chapter begins by describing the process by which these standards are proposed,
developed and published. We describe the popular ISO coding standards, JPEG and JPEG-
2000 for still images, MPEG-1, MPEG-2 and MPEG-4 for moving video. In Chapter 5 we
introduce the ITU-T H.261, H.263 and H.26L standards.

4.2 THE INTERNATIONAL STANDARDS BODIES

It was recognised in the 1980s that video coding and transmission could become a comm-
ercially important application area. The development of video coding technology since then
has been bound up with a series of international standards for image and video coding. Each
of these standards supports a particular application of video coding (or a set of applications),
such as video conferencing and digital television. The aim of an image or video coding
standard is to support a particular class of application and to encourage interoperability
between equipment and systems from different manufacturers. Each standard describes a
syntax or method of representation for compressed images or video. The developers of each
standard have attempted to incorporate the best developments in video coding technology (in
terms of coding efficiency and ease of practical implementation).

Fach of the international standards takes a similar approach to meeting these goals. A
video coding standard describes syntax for representing compressed video data and the
procedure for decoding this data as well as (possibly) a ‘reference’ decoder and methods of
proving conformance with the standard.
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In order to provide the maximum flexibility and scope for innovation, the standards do not
define a video or image encoder: this is left to the designer’s discretion. However, in practice
the syntax elements and reference decoder limit the scope for alternative designs that still
meet the requirements of the standard.

4.2.1 The Expert Groups

The most important developments in video coding standards have been due to two
international standards bodies: the ITU (formerly the CCITT)! and the ISO.” The ITU has
concentrated on standards to support real-time, two-way video communications. The group
responsible for developing these standards is known as VCEG (Video Coding Experts
Group) and has issued:

e H.261 (1990): Video telephony over constant bit-rate channels, primarily aimed at ISDN
channels of p x 64 kbps.

o H.263 (1995): Video telephony over circuit- and packet-switched networks, supporting a
range of channels from low bit rates (20-30 kbps) to high bit rates (several Mbps).

o H.263+ (1998), H.263++ (2001): Extensions to H.263 to support a wider range of
transmission scenarios and improved compression performance.

e H.26L (under development): Video communications over channels ranging from very low
(under 20 kbps) to high bit rates.

The H.26x series of standards will be described in Chapter 5. In parallel with the ITU’s
activities, the ISO has issned standards to support storage and distribution applications. The
two relevant groups are JPEG (Joint Photographic Experts Group) and MPEG (Moving
Picture Experts Group) and they have been responsible for:

e JPEG (1992)% Compression of still images for storage purposes.

e MPEG-1 (1993)*: Compression of video and audio for storage and real-time play back on
CD-ROM (at a bit rate of 1.4 Mbps).

e MPEG-2 (1995)°: Compression and transmission of video and audio programmes for
storage and broadcast applications (at typical bit rates of 3-5 Mbps and above).

¢ MPEG-4 (1998)%: Video and audio compression and transport for multimedia terminals
(supporting a wide range of bit rates from around 20-30 kbps to high bit rates).

e JPEG-2000 (2000)": Compression of still images (featuring better compression petfor-
mance than the original JPEG standard).

Since releasing Version 1 of MPEG-4, the MPEG commiitee has concentrated on ‘frame-
work’ standards that are not primarily concerned with video coding:

e MPEG-7% Multimedia Content Description Interface. This is a standard for describing
multimedia content data, with the aim of providing a standardised system for content-based



THE INTERNATIONAL STANDARDS BODIES 49

indexing and retrieval of multimedia information. MPEG-7 is concerned with access to
multimedia data rather than the mechanisms for coding and compression. MPEG-7 is
scheduled to become an international standard in late 2001.

e MPEG-21": Multimedia Framework. The MPEG-21 initiative looks beyond coding and
indexing to the complete multimedia content ‘delivery chain’, from creation through
production and delivery to ‘consumption’ (e.g. viewing the content). MPEG-21 will
define key elements of this delivery framework, including content description and
identification, content handling, intellectual property management, terminal and network
interoperation and content representation. The motivation behind MPEG-21 is to enco-
urage integration and interoperation between the diverse technologies that are required to
create, deliver and decode multimedia data. Work on the proposed standard started in
June 2000.

Figure 4.1 shows the relationship between the standards bodies, the expert groups and the
video coding standards. The expert groups have addressed different application areas (still
images, video conferencing, entertainment and multimedia), but in practice there are many
overlaps between the applications of the standards. For example, a version of JPEG, Motion
JPEG, is widely used for video conferencing and video surveillance; MPEG-1 and MPEG-2
have been used for video conferencing applications; and the core algorithms of MPEG-4 and
H.263 are identical.

In recognition of these natural overlaps, the expert groups have cooperated at several
stages and the result of this cooperation has led to outcomes such as the ratification of
MPEG-2 (Video) as ITU standard H.262 and the incorporation of ‘baseline’ H.263 into
MPEG-4 (Video), There is also interworking between the VCEG and MPEG committees and

International Standards
Organisation

International
Telecommunications Union

JPEG
JPEG-2000

Figure 4.1 International standards bodies
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other related bodies such as the Intemnet Engineering Task Force (IETF), industry groups

(such as the Digital Audio Visual Interoperability Council, DAVIC) and other groups within
ITU and ISO.

4.2.2 The Standardisation Process

The development of an international standard for image or video coding is typically an
involved process:

1. The scope and aims of the standard are defined. For example, the emerging H.26L
standard is designed with real-time video communications applications in mind and aims
to improve performance over the preceding H.263 standard.

2. Potential technologies for meeting these aims are evaluated, typically by competitive
testing. The test scenario and criteria are defined and interested parties are encouraged to
participate and demonstrate the performance of their proposed solutions. The ‘best’
technology is chosen based on criteria such as coding performance and implementation
complexity.

3. The chosen technology is implemented as a fest model. This is usually a software
implementation that is made available to members of the expert group for experimenta-
tion, together with a fest model document that describes its operation.

4. The test model is developed further: improvements and features are proposed and
demonstrated by members of the expert group and the best of these developments are
integrated into the test model.

5. At a certain point (depending on the timescales of the standardisation effort and on
whether the aims of the standard have been sufficiently met by the test model), the model
is “frozen’ and the test model document forms the basis of a draft standard.

6. The draft standard is reviewed and after approval becomes a published international
standard.

Officially, the standard is not available in the public domain until the final stage of approval
and publication. However, because of the fast-moving nature of the video communications
industry, draft documents and test models can be very useful for developers and manufac-
turers. Many of the ITU VCEG documents and models are available via public FTP.'® Most
of the MPEG working documents are restricted to members of MPEG itself, but a number of
overview documents are available at the MPEG website.'! Information and links about JPEG
and MPEG are available.'*'* Keeping in touch with the latest developments and gaining
access to draft standards are powerful reasons for companies and organisations to become
‘involved with the MPEG, JPEG and VCEG committees.

4.2.3 Understanding and Using the Standards

Published ITU and ISO standards may be purchased from the relevant standards body."? For
developers of standards-compliant video coding systems, the published standard is an
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essential point of reference as it defines the syntax and capabilities that a video CODEC
must conform to in order to successfully interwork with other systems. However, the
standards themselves are not an ideal introduction to the concepts and techniques of video
coding: the aim of the standard is to define the syntax as explicitly and unambiguously as
possible and this does not make for easy reading.

Furthermore, the standards do not necessarily indicate practical constraints that a designer
must take into account. Practical issues and good design techniques are deliberately left to
the discretion of manufacturers in order to encourage innovation and competition, and so
other sources are a much better guide to practical design issues. This book aims to collect
together information and guidelines for designers and integrators; other texts that may be
useful for developers are listed in the bibliography.

The test models produced by the expert groups are designed to facilitate experimentation
and comparison of alternative techniques, and the test model (a software model with an
accompanying document) can provide a valuable insight into the implementation of the
standard. Further documents such as implementation guides (e.g. H.263 Appendix III'*) are
produced by the expert groups to assist with the interpretation of the standards for practical
applications.

In recent years the standards bodies have recognised the need to direct developers towards
certain subsets of the tools and options available within the standard. For example, H.263
now has a total of 19 optional modes and it is unlikely that any particular application would
need to implement all of these modes. This has led to the concept of profiles and levels. A
‘profile’ describes a subset of functionalities that may be suitable for a particular application
and a ‘level’ describes a subset of operating resolutions (such as frame resolution and frame
rates) for certain applications.

43 JPEG (JOINT PHOTOGRAPHIC EXPERTS GROUP)

431 JPEG

International standard ISO 10918 is popularly known by the acronym of the group that
developed i, the Joint Photographic Experts Group. Released in 1992, it provides a method
and syntax for compressing continuous-tone still images (such as photographs). Its main
application is storage and transmission of still images in a compressed form, and it is widely
used in digital imaging, digital cameras, embedding images in web pages, and many more
applications. Whilst aimed at still image compression, JPEG has found some popularity as a
simple and effective method of compressing moving images (in the form of Motion JPEG).

The JPEG standard defines a syntax and decoding process for a baseline CODEC and this
includes a set of features that are designed to suit a wide range of applications. Further
optional modes are defined that extend the capabilities of the baseline CODEC.

The baseline CODEC

A baseline JPEG CODEC is shown in block diagram form in Figure 4.2. Image data is
processed one 8 x 8 block at a time. Colour components or planes (e.g. R, G, B or Y, Cr, Cb)
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Image —»| Lovel | Ly . | BC Entropy
compac?nent shift FDCT Quant Zigzag Prediction| | encode {m

j buffer
Markers

Figure 42 JPEG baseline CODEC block diagram

may be processed separately (one complete component at a time) or in interleaved order (e.g.
a block from each of three colour components in succession). Each block is coded using the
following steps.

Level shift Input data is shifted so that it is distributed about zero: e.g. an 8-bit input
sample in the range 0:255 is shifted to the range — 128:127 by subtracting 128.

Forward DCT An 8 x 8 block transform, described in Chapter 7.

Quantiser Fach of the 64 DCT coefficients Cj; is quantised by integer division:

C:
Cq;, = round (——”—)

Qy is a quantisation parameter and Cqy is the quantised coefficient. A larger value of Oy
gives higher compression (because more coefficients are set to zero after guantisation) at the
expense of increased distortion in the decoded image. The 64 parameters Qy; (one for each
coefficient position ij) are stored in a quantisation ‘map’. The map is not specified by the
standard but can be perceptually weighted so that lower-frequency coefficients (DC and low-
frequency AC coefficients) are quantised less than higher-frequency coefficients. Figare 4.3

Low frequencies

16111 110 | 16| 24

12 | 12

14 | 13

14 {17 |

18 |

o R

S '.L‘ ok G
. .

High frequencies  Figure 4.3 JPEG quantisation map
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gives an example of a quantisation map: the weighting means that the visually important
lower frequencies (to the top left of the map) are preserved and the less important higher
frequencies (to the bottom right) are more highly compressed.

Zigzag reordering The 8 x 8 block of quantised coefficients is rearranged in a zigzag
order so that the low frequencies are grouped together at the start of the rearranged atray.

DC differential prediction Because there is often a high correlation between the DC
coefficients of neighbouring image blocks, a prediction of the DC coefficient is formed from
the DC coefficient of the preceding block:

DCpred - DCcur - DCprcv

The prediction DCpreq is coded and transmitted, rather than the actual coefficient DCeur.

Entropy encoding The differential DC coefficienis and AC coefficients are encoded as
follows. The number of bits required to represent the DC coefficient, SS§SS, is encoded using
a variable-length code. For example, SSSS=0 indicates that the DC coefficient is zero;
S8SS=1 indicates that the DC coefficient is +/—1 (i.e. it can be represented with 1 bit);
SSSS =2 indicates that the coefficient is +3, 42, —2 or —3 (which can be represented with
2 bits). The actual value of the coefficient, an SSSS-bit number, is appended to the variable-
length code (except when SSSS=0).

Each AC coefficient is coded as a variable-length code RRRRSSSS, where RRRR
indicates the number of preceding zero coefficients and SS8S8S indicates the number of bits
required io represent the coefficient (S888 =0 is not required). The actual value is appended
to the variable-length code as described above.

Example
A run of six zeros followed by the value +5 would be coded as:
[RRRR =6] [S88S =3] [Value=+75]

Marker insertion Marker codes are inserted into the entropy-coded data sequence.
Examples of markers include the frame header (describing the parameters of the frame
such as width, height and nomber of colour components), scan headers (see below) and

restart interval markers (enabling a decoder to resynchronise with the coded sequence if an
EITOr OCCUrs).

The result of the encoding process is a compressed sequence of bits, representing the image
data, that may be transmitted or stored. In order to view the image, it must be decoded by
reversing the above steps, starting with marker detection and entropy decoding and ending
with an inverse DCT. Because quantisation is not a reversible process (as discussed in
Chapter 3), the decoded image is not identical to the original image.
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Lossless JPEG

JPEG also defines a lossless encoding/decoding algorithm that uses DPCM (described in
Chapter 3). Each pixel is predicted from up to three neighbouring pixels and the predicted
value is entropy coded and transmitted. Lossless JPEG guarantees image fidelity at the
expense of relatively poor compression performance.

Optional modes

Progressive encoding involves encoding the image in a series of progressive ‘scans’. The
first scan may be decoded to provide a ‘coarse’ representation of the image; decoding each
subsequent scan progressively improves the quality of the image until the final quality is
reached. This can be useful when, for example, a compressed image takes a long time to
transmit: the decoder can quickly recreate an approximate image which is then further
refined in a series of passes. Two versions of progressive encoding are supported: spectral
selection, where each scan consists of a subset of the DCT coefficients of every block (e.g.
(a) DC only; (b) low-frequency AC: (¢) high-frequency AC coefficients) and successive
approximation, where the first scan contains N most significant bits of each coefficient and
later scans contain the less significant bits. Figure 4.4 shows an image encoded and decoded
using progressive spectral selection. The first image contains the DC coefficients of each
block, the second image contains the DC and two lowest AC coefficients and the third
contains all 64 coefficients in each block.

Figure 4.4 Progressive encoding example (spectral selection): (a) DC only; (b) DC + two AC; (¢) all
coefficients
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(b)

Figure 4.4 (Contined)

Hierarchical encoding compresses an image as a series of components at different spatial
resolutions. For example, the first component may be a subsampled image at a low spatial
resolution, followed by further components at successively higher resolutions. Hach
successive component is encoded differentially from previous components, i.¢. only the
differences are encoded. A decoder may choose to decode only a subset of the full resolution
image; alternatively, the successive components may be used to progressively refine the
resolution in a similar way to progressive encoding.
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The two progressive encoding modes and the hierarchical encoding mode can be thought
of as scalable coding modes. Scalable coding will be discussed further in the section on
MPEG-2.

4.3.2 Motion JPEG

A ‘Motion JPEG’ or MIPEG CODEC codes a video sequence as a series of JPEG images,
each corresponding to one frame of video (i.e. a series of intra-coded frames). Originally,
the JPEG standard was not intended to be used in this way: however, MIPEG has
become popular and is used in a number of video communications and storage applica-
tions. No attempt is made to exploit the inherent temporal redundancy in a moving video
sequence and so compression performance is poor compared with inter-frame CODECs (see
Chapter 5, ‘Performance Comparison’). However, MJIPEG has a number of practical
advantages:

e Low complexity: algorithmic complexity, and requirements for hardware, processing and
storage are very low compared with even a basic inter-frame CODEC (e.g. H.261).

e Error tolerance: intra-frame coding limits the effect of an error to a single decoded frame
and so is inherently resilient to transmission errors. Until recent developments in error
resilience (see Chapter 11), MIPEG outperformed inter-frame CODECs in noisy
environments.

& Market awareness: JPEG is perhaps the most widely known and used of the compression
standards and so potential users are already familiar with the technology of Motion JPEG.

Because of its poor compression performance, MJPEG is only suitable for high-bandwidth
communications {e.g. over dedicated networks). Perversely, this means that users generally
have a good experience of MIPEG because installations do not tend to suffer from the
bandwidth and delay problems encountered by inter-frame CODECs used over ‘best effort’
networks (such as the Internet) or low bit-rate channels. An MJPEG coding integrated
circuit(IC), the Zoran ZR36060, is described in Chapter 12.

433 JPEG-2000

The original JPEG standard has gained widespread acceptance and is now ubiquitous
throughout computing applications: it is the main format for photographic images on the
world wide web and it is widely used for image storage. However, the block-based DCT
algorithm has a number of disadvantages, perhaps the most important of which is the
‘blockiness’ of highly compressed JPEG images (see Chapter 9). Since its release, many
alternative coding schemes have been shown to outperform baseline JPEG. The need for
better performance at high compression ratios led to the development of the JPEG-2000
standard.”'>
The features that JPEG-2000 aims to support are as follows:

e Good compression performance, particularly at high compression ratios.
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e Efficient compression of continuous-tone, bi-level and compound images (e.g. photo-
graphic images with overlaid text: the original JPEG does not handle this type of image
well).

o Lossless and lossy compression (within the same compression framework).

s Progressive transmission (JPEG-2000 supports SNR scalability, a similar concept to
JPEG’s successive approximation mode, and spatial scalability, similar to JPEG’s
hierarchical mode).

e Region-of-interest (ROI) coding. This feature allows an encoder to specify an arbitrary
region within the image that should be treated differently during encoding: e.g. by
encoding the region with a higher quality or by allowing independent decoding of the
ROL

# FError resilience tools including data partitioning (see the description of MPEG-2 below),
error detection and concealment (see Chapter 11 for more details).

¢ Open architecture. The JPEG-2000 standard provides an open ‘framework’ which should
miake it velatively easy to add further coding features either as part of the standard or as a
proprietary ‘add-on’ to the standard.

The architecture of a JPEG-2000 encoder is shown in Figure 4.5. This is superficially similar
to the JPEG architecture but one important difference is that the same architecture may be
used for lossy or lossless coding.

The basic coding unit of JPEG-2000 is a ‘tile’. This is normally a 2" x 2" region of the
image, and the image is ‘covered’ by non-overlapping identically sized tiles. Each tile is
encoded as follows:

e Transform: A wavelet transform is carried out on each tile to decompose it into a series of
sub-bands (see Sections 3.3.1 and 7.3}. The transform may be reversible (for lossless
coding applications) or irreversible {suitable for lossy coding applications).

s Quantisation: The coefficients of the wavelet transform are quantised (as described in
Chapter 3) according to the ‘importance’ of each sub-band to the final image appearance.
There is an option to leave the coefficients unquantised (lossless coding).

& Entropy coding: JPEG-2000 uses a form of arithmetic coding {0 encode the quantised
coefficients prior to storage or transmission. Arithmetic coding can provide better
compression efficiency than variable-length coding and is described in Chapter 8.

The result is a compression standard that can give significantly better image compression
performance than JPEG. For the same image quality, JPEG-2000 can usually compress
images by at least twice as much as JPEG. At high compression ratios, the quality of images

Image data ——#] Wavelet » Quantiser e Arithmetic |, Output
transform encoder buffer

L

Figure 4.5 Auxchitecture of JPEG-2000 encoder
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degrades gracefully, with the decoded image showing a gradual “blurting” effect rather than
the more obvious blocking effect associated with the DCT. These performance gains
are achieved at the expense of increased complexity and storage requirements during
encoding and decoding. One effect of this is that images take longer to store and display
using JPEG-2000 (though this should be less of an issue as processors continue to get faster).

4.4 MPEG (MOVING PICTURE EXPERTS GROUP)

44.1 MPEG-1

The first standard produced by the Moving Picture Experts Group, popularly known as
MPEG-1, was designed to provide video and audio compression for storage and playback on
CD-ROMs. A CD-ROM played at ‘single speed’ has a transfer rate of 1.4 Mbps. MPEG-1
aims to compress video and audio to a bit rate of 1.4 Mbps with a quality that is comparable
to VHS videotape. The target market was the “video CDY’, a standard CD containing up to
70 minutes of stored video and audio. The video CD was never a commercial success: the
quality improvement over VHS tape was not sufficient to tempt consumers to replace their
video casseite recorders and the maximum length of 70 minutes created an irritating break in
a feature-length movie. However, MPEG-1 is important for two reasons: it has gained
widespread use in other video storage and transmission applications {including CD-ROM
storage as part of interactive applications and video playback over the Internet), and its
functionality is used and extended in the popular MPEG-2 standard.

The MPEG-1 standard consists of three parts. Part 1'® deals with system issues (including
the multiplexing of coded video and audio), Part 2* deals with compressed video and Part 317
with compressed audio. Part 2 (video) was developed with aim of supporting efficient coding
of video for CD playback applications and achieving video guality comparable to, or better
than, VHS videotape at CD bit rates (around 1.2 Mbps for video). There was a requirement
to minimise decoding complexity since most consumer applications were envisaged to
involve decoding and playback only, not encoding. Hence MPEG-1 decoding is considerably
simpler than encoding (unlike JPEG, where the encoder and decoder have similar levels of
complexity).

MPEG-1 features

The input video signal to an MPEG-1 video encoder is 4:2:0 Y : Cr: Cb format (see Chapter 2)
with a typical spatial resolution of 352 x 288 or 352 x 240 pixels. Each frame of video is
processed in units of a macroblock, corresponding to a 16 x 16 pixel area in the displayed
frame. This area is made up of 16 x 16 luminance samples, 8 x 8 Cr samples and 8 x 8 Cb
samples (because Cr and Cb have half the horizontal and vestical resolution of the luminance
component). A macroblock consists of six 8 x 8 blocks: four luminance (Y) blocks, one Cr
block and one Cb block (Figure 4.6).

Each frame of video is encoded to produce a coded picture. There are three main
types: I-pictures, P-pictures and B-pictures. (The standard specifies a fourth picture type,
D-pictures, but these are seldom used in practical applications.)
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I-pictures are intra-coded without any motion-compensated prediction (in a similar way
to a baseline JPEG image). An I-picture is used as a reference for further predicted pictures

(P- and B-pictures, described below).

P-pictures are inter-coded using motion-compensated prediction from a reference picture
(the P-picture or I-picture preceding the current P-picture). Hence a P-picture is predicted
using forward prediction and a P-picture may itself be used as a reference for further

predicted pictures (P~ and B-pictures).

B-pictures are inter-coded using motion-compensated prediction from two reference
pictures, the P- and/or I-pictures before and after the current B-picture. Two motion vectors
are generated for each macroblock in a B-picture (Figure 4.7): one pointing to a matching
area in the previous reference picture (a forward vector) and one pointing to a matching area

B-picture
Current macroblock
Forward
Backward reference
vecior Forward area
. ] : vector

Backward

reference

area

Figure 4.7 Prediction of B-picture macroblock using forward and backward vectors
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Figure 4.8 MPEG-1 group of pictures (IBBPBBPBB): display order

in the foture reference picture (a backward vecior). A motion-compensated prediction
macroblock can be formed in three ways: forward prediction using the forward vecior,
backwards prediction using the backward vector or bidirectional prediction (where
the prediction reference is formed by averaging the forward and backward prediction
references). Typically, an encoder chooses the prediction mode (forward, backward or
bidirectional) that gives the lowest energy in the difference macroblock. B-pictures are not
themselves used as prediction references for any further predicted frames.

Figure 4.8 shows a typical series of I-, B- and P-pictures. In order to encode a B-picture,
two neighbouring I- or P-pictures (‘anchor’ pictures or ‘key’ pictures) must be processed and
stored in the prediction memory, introducing a delay of several frames into the encoding
procedure. Before frame B, in Figure 4.8 can be encoded, its two ‘anchor’ frames [} and Py
must be processed and stored, i.e. frames 1-4 must be processed before frames 2 and 3 can
be coded. In this example, there is a delay of at least three frames during encoding (frames 2,
3 and 4 must be stored before B, can be coded) and this delay will be larger if more B-
pictures are used.

In order to limit the delay at the decoder, encoded pictures are reordered before
transmission, such that all the anchor pictures required to decode a B-picture are placed
before the B-picture. Figure 4.9 shows the same series of frames, reordered prior to
transmission. P, is now placed before B, and B;. Decoding proceeds as shown in Table
4.1: Py is decoded immediately after I, and is stored by the decoder. B, and B3 can now be
decoded and displayed (because their prediction references, I; and P4, are both available),
after which P, is displayed. There is at most one frame delay between decoding and display
and the decoder only needs to store two decoded frames. This is one example of
‘asymmetry’ between encoder and decoder: the delay and storage in the decoder are
significantly lower than in the encoder.

Figure 4.9 MPEG-1 group of pictares: transmission order
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Table 4.1 MPEG-1 decoding and display order

Decode Display

Il 11

| —

B, B2

B B,

— P,

Py —

B5 BS
...oete. ... etc.

L-pictures are useful resynchronisation points in the coded bit stream: because it is coded
without prediction, an I-picture may be decoded independently of any other coded pictures.
This supports random access by a decoder (a decoder may start decoding the bit stream at any
I-picture position) and error resilience (discussed in Chapter 11). However, an I-picture has
poor compression efficiency because no temporal prediction is used. P-pictures provide
better compression efficiency due to motion-compensated prediction and can be used as
prediction references. B-pictures have the highest compression efficiency of each of the three
picture types.

The MPEG-1 standard does not actually define the design of an encoder: instead, the
standard describes the coded syntax and a hypothetical ‘reference’ decoder. In practice, the
syntax and functionality described by the standard mean that a compliant encoder has to
contain certain functions. The basic CODEC is similar to Figure 3.18. A ‘front end’ carries
out motion estimation and compensation based on one reference frame (P-pictures) or two
reference frames (B-pictures). The motion-compensated residual (or the original picture data
in the case of an L-picture) is encoded using DCT, quantisation, run-level coding and
variable-length coding. In an I- or P-picture, quantised transform coefficients are rescaled
and ftransformed with the inverse DCT to produce a stored reference frame for further
predicted P- or B-pictures. In the decoder, the coded data is entropy decoded, rescaled,
inverse transformed and motion compensated. The most complex part of the CODEC is
often the motion estimator because bidirectional motion estimation is computationally
intensive. Motion estimation is only required in the encoder and this is another example
of asymmetry between the encoder and decoder.

MPEG-1 syntax

The syntax of an MPEG-1 coded video sequence forms a hierarchy as shown in Figure 4.10.
The levels or layers of the hierarchy are as follows.

Seguence layer This may correspond to a complete encoded video programme. The
sequence starts with a sequence header that describes certain key information about the
coded sequence including picture resolution and frame rate. The sequence consists of a
series of groups of pictures (GOPs), the next layer of the hierarchy.
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Sequence
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—

Group of Pictures
Picture
Slice
Magcroblock
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Block | { Block || Block {] Block Blockl Block

Figure 4.10 MPEG-1 synatx hierarchy

GOP Jayer A GOP is one I-picture followed by a series of P- and B-pictures (e.g. Figure
4.8). In Figure 4.8, the GOP contains nine pictures (one I, two P and six B) but many other
GOP structures are possible, for example:

(2) All GOPs contain just one I-picture, i.e. no motion compensated prediction is used: this
is similar to Motion JIPEG.

{b) GOPs contain only I- and P-pictures, i.e. no bidirectional prediction is used: compres-
sion efficiency is relatively poor but complexity is low (since B-pictures are more
complex to generate).

(c) Large GOPs: the proportion of I-pictures in the coded stream is low and hence
compression efficiency is high. However, there are few synchronisation points which
may not be ideal for random access and for error resilience.

(dy Small GOPs: there is a high proportion of I-pictures and so compression efficiency is
low, however there are frequent opportunities for resynchronisation.

An encoder need not keep a consistent GOP structure within a sequence. It may be useful to
vary the structure occasionally, for example by starting a new GOP when a scene change or
cut occurs in the video sequence.
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Picture layer A picture defines a single coded frame. The picture header describes the
type of coded picture (I, P, B) and a temporal reference that defines when the picture should
be displayed in relation fo the other pictures in the sequence.

Slice layer A picture is made up of a number of slices, each of which contains an
integral number of macroblocks. In MPEG-1 there is no restriction on the size or
arrangement of slices in a pictare, except that slices should cover the picture in raster order.
Figure 4.11 shows one possible arrangement: each shaded region in this figure is a single
slice.

A slice starts with a slice header that defines its position. Each slice may be decoded
independently of other slices within the picture and this helps the decoder to recover from
transmission errors: if an error occurs within a slice, the decoder can always restart decoding
from the next slice header.

Macroblock layer A slice is made up of an integral number of macroblocks, each of
which consists of six blocks (Figure 4.6). The macroblock header describes the type of
macroblock, motion vector(s) and defines which 8 x 8 blocks actually contain coded
transform data. The picture type (I, P or B) defines the ‘default’ prediction mode for each
macroblock, but individual macroblocks within P- or B-pictures may be intra-coded if
required (i.e. coded without any motion-compensated prediction). This can be useful if no
good match can be found within the search area in the reference frames since it may be more
efficient to code the macroblock without any prediction.

Block layer A block contains variable-length code(s) that represent the quantised trans-
form coefficients in an 8 X 8 block. Each DC coefficient (DCT coefficient [0, 0]) is coded
differentially from the DC coefficient of the previous coded block, to exploit the fact that
neighbouring blocks tend to have very similar DC (average) values. AC coefficients (all
other coefficients) are coded as a (run, level) pair, where ‘run’ indicates the number of
preceding zero coefficients and ‘level’ the value of a non-zero coefficient.
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44.2 MPEG-2

The next important entertainment application for coded video (after CD-ROM storage) was
digital television. In order to provide an improved alternative to analogue television, several
key features were required of the video coding algorithm. It had to efficiently support larger
frame sizes (typically 720 x 576 or 720 x 480 pixels for ITU-R 601 resolution) and coding
of interlaced video. MPEG-1 was primarily designed to support progressive video, where
each frame is scanned as a single umit in raster order. At television-quality resolutions,
interlaced video (where a frame is made up of two interlaced ‘fields’ as described in
Chapter 2) gives a smoother video image. Because the two fields are captured at separate
time intervals (typically 1/50 or 1/60 of a second apart), better performance may be achieved
by coding the fields separately.

MPEG-2 consists of three main sections: Video (described below), Audio'® (based on
MPEG-1 audio coding) and Syst&:mslLJ (defining, in more detail than MPEG-1 Systems,
multiplexing and transmission of the coded audio/visual stream). MPEG-2 Video is (almost)
a superset of MPEG-1 Video, i.e. most MPEG-1 video sequences should be decodeable by
an MPEG-2 decoder, The main enhancements added by the MPEG-2 standard are as follows:

Efficient coding of television-quality video

The most important application of MPEG-2 is broadcast digital television. The ‘core’
functions of MPEG-2 (described as ‘main profile/main level’) are optimised for efficient
coding of television resolutions at a bit rate of around 3—5 Mbps.

Support for coding of interlaced video

MPEG-2 video has several features that support flexible coding of interlaced video. The two
fields that make up a complete interlaced frame can be encoded as separate pictures (field
pictures), each of which is coded as an I-, P- or B-picture. P- and B- field pictures may be
predicted from a field in another frame or from the other field in the current frame.

Alternatively, the two fields may be handled as a single picture (a frame picture) with the
luminance samples in each macroblock of a frame picture arranged in one of two ways.
Frame DCT coding is similar to the MPEG-1 structure, where each of the four luminance
blocks contains alternate lines from both fields. With field DCT coding, the top two
luminance blocks contain only samples from the top field, and the bottom two luminance
blocks contain samples from the bottom field. Figure 4.12 illustrates the two coding
structures.

In a field picture, the upper and lower 16 x 8 sample regions of a macroblock may be
motion-compensated independently: hence each of the two regions has its own vector (or
two vectors in the case of a B-picture). This adds an overhead to the macroblock because of
the extra vector(s) that must be transmitted. However, this 16 x 8 motion compensation
mode can improve performance because a field picture has half the vertical resolution of a
frame picture and so there are more likely to be significant differences in motion between the
top and bottom halves of each macroblock.
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Figure 4.12  (2) Prame and (b) field DCT coding

In dual-prime motion compensation mode, the current field (within a field or frame
picture) is predicted from the two fields of the reference frame using a single vector together
with a transmitied correction factor. The correction factor modifies the motion vector to
compensate for the small displacement between the two fields in the reference frame.

Scalability

The progressive modes of JPEG described sarlier are forms of scalable coding. A scalable
coded bit stream consists of a number of layers, a base layer and one or more enhancement
layers. The base layer can be decoded to provide a recognisable video sequence that has a
limited visual quality, and a higher-quality sequence may be produced by decoding the base
layer plus enhancement layer(s), with each extra enhancement layer improving the quality of
the decoded sequence, MPEG-2 video supports four scalable modes.

Spatial scalability This is analogous to hierarchical encoding in the JPEG standard. The
base layer is coded at a low spatial resolution and each enhancement layer, when added to
the base layer, gives a progressively higher spatial resolution.

Temporal scalability The base layer is encoded at a low temporal resolution (frame rate)
and the enhancement layer (s) are coded to provide higher frame rate(s) (Figure 4.13). One
application of this mode is stereoscopic video coding: the base layer provides a monoscopic
‘view’ and an enhancement layer provides a stereoscopic offset ‘view’. By combining the
two layers, a full stereoscopic image may be decoded.

SNR scalability In a similar way to the successive approximation mode of JPEG, the base

layer is encoded at a ‘coarse’ visual quality (with high compression). Each enhancement
layer, when added to the base layer, improves the video quality.
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Data partitioning The coded sequence is partitioned into two layers. The base layer
contains the most ‘critical’ components of the coded sequence such as header information,
motion vectors and (optionally) low-frequency transform coefficients. The enhancement
layer contains all remaining coded data (usually less critical to successful decoding).

These scalable modes may be used in a number of ways. A decoder may decode the current
programme at standard ITU-R 601 resolution (720 x 576 pixels, 25 or 30 frames per second)
by decoding just the base layer, whereas a ‘high definition’ decoder may decode one or more
enhancement layer (s} to increase the temporal and/or spatial resolation. The multiple layers
can support simultaneous decoding by ‘basic’ and ‘advanced’ decoders. Transmission of the
base and enhancement layers is usually more efficient than encoding and sending separate bit
streams at the lower and higher resolutions.

The base layer is the most ‘important’ to provide a visually acceptable decoded picture.
Transmission errors in the base layer can have a catastrophic effect on picture quality,
whereas errors in enhancement layer (s) are likely to have a relatively minor impact on
quality. By protecting the base layer (for example using a separate transmission channel with
a low error rate or by adding error correction coding), high visual quality can be maintained
even when transmission errors occur (see Chapter 11).

Profiles and levels

Most applications require only a limited subset of the wide range of functions supported by
MPEG-2. In order to encourage interoperability for certain ‘key’ applications (such as digital
TV), the standard includes a set of recommended profiles and levels that each define a certain
subset of the MPEG-2 functionalities. Each profile defines a set of capabilities and the
important ones are as follows:

o Simple: 4:2:0 sampling, only I- and P-pictures are allowed. Complexity is kept low at
the expense of poor compression performance.

e Main: This includes all of the core MPEG-2 capabilities including B-pictures and
support for interlaced video. 4:2:0 sampling is used.

e 4:2:2: As the name suggests, 4:2:2 subsampling is used, ie. the Cr and Cb
components have full vertical resolution and half horizontal resolution. Each macroblock
contains eight blocks: four luminance, two Cr and two Cb.
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®» SNR: As ‘main’ profile, except that an enhancement layer is added to provide higher
visual quality.

e Spatial: As ‘SNR’ profile, except that spatial scalability may also be used to provide
higher-quality enhancement layers.

e High: As ‘Spatial’ profile, with the addition of support for 4:2:2 sampling.
Each level defines spatial and temporal resolutions:

e Low: Up to 352 x 288 frame resolution and up to 30 frames per second.
e Main: Up to 720 » 576 frame resolution and up to 30 frames per second.
o High-1440: Up to 1440 x 1152 {frame resolution and up to 60 frames per second.

e High: Up to 1920 x 1152 frame resolution and up to 60 frames per second.

The MPEG-2 standard defines certain recommended combinations of profiles and levels,
Main profile ! low level {using only frame encoding) is essentially MPEG-1. Main profile/
main level is suitable for broadcast digital television and this is the most widely used profile/
level combination. Main profile / high level is suitable for high-definition television (HDTV).
(Originally, the MPEG working group intended to release a further standard, MPEG-3, to
support coding for HDTV applications. However, once it became clear that the MPEG-2
syatax could deal with this application adequately, work on this standard was dropped and so
there is no MPEG-3 standard.)

In addition to the main features described above, there are some further changes from the
MPEG-1 standard. Slices in an MPEG-2 picture are constrained such that they may not
overlap from one row of macroblocks to the next (unlike MPEG-1 where a slice may occupy
multiple rows of macroblocks). D-pictures in MPEG-1 were felt to be of limited benefit and
are not supported in MPEG-2.

44.3 MPEG-4

The MPEG-1 and MPEG-2 standards deal with complete video frames, each coded as a
single unit. The MPEG-4 standard® was developed with the aim of extending the capabilities
of the earlier standards in a number of ways.

Support for low bit-rate applications MPEG-1 and MPEG-2 are reasonably efficient for
coded bit rates above around 1 Mbps. However, many emerging applications (particularly
Internet-based applications} require a much lower transmission bit rate and MPEG-1 and 2
do not support efficient compression at low bit rates (tens of kbps or less).

Support for object-based coding Perhaps the most fundamental shift in the MPEG-4
standard has been towards object-based or content-based coding, where a video scene can be
handled as a set of foreground and background objects rather than just as a series of
rectangular frames. This type of coding opens up a wide range of possibilities, such as
independent coding of different objects in a scene, reuse of scene components, compositing
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Figare 4.14 Video scene
showing multiple video objects

(where objects from a number of sources are combined into a scene) and a high degree of
mteractivity. The basic concept used in MPEG-4 Visual is that of the video object (VQ). A
video scene (VS) (a sequence of video frames) is made up of a nurmber of VOs. For example,
the VS shown in Figure 4.14 consists of a background VO and two foreground VOs, MPEG-4
provides fools that enable each VO to be coded independently, opening up a range of new
possibilities. The equivalent of a ‘frame’ in VO terms, i.¢. a ‘snapshot’ of a VO at a single
instant in time, is a video object plane (VOP). The entire scene may be coded as a single,
rectangular VOP and this is equivalent to a picture in MPEG-1 and MPEG-2 terms.

Toolkit-based coding MPEG-1 has a very limited degree of flexibility; MPEG-2 intro-
duced the concept of a “twolkit’ of profiles and levels that conld be combined in different
ways for various applications. MPEG-4 extends this towards a highly flexible set of coding
tools that enable a range of applications as well as a standardised framework that allows new
tools to be added to the ‘toolkit’.

The MPEG-4 standard is organised so that new coding tools and functionalities may be
added incrementally as new versions of the standard are developed, and so the list of tools
continues to grow. However, the main tools for coding of video images can be summarised
as follows.

MPEG-4 Visual: very low bit-rate video core

The video coding algorithms that form the ‘very low bit-rate video (VLBV) core’ of MPEG-
4 Visual are almost identical to the baseline H.263 video coding standard (Chapter 5). If the
short header mode is selected, frame coding is completely identical to baseline H.263. A
video sequence is coded as a series of rectangular frames (i.e. a single VOP occupying the
whole frame).

Input format Video data is expected to be pre-processed and converted to one of the
pictore sizes listed in Table 4.2, at a frame rate of up to 30 frames per second and in 4:2:0
Y:Cr:Cb format (i.c. the chrominance components have half the horizontal and vertical
resolution of the luminance component).

Picture types Each frame is caded as an I- or P-frame. An I-{rame contains only intra-
coded macroblocks, whereas a P-frame can contain either intra- or inter-coded macroblocks.
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Table 4.2 MPEG4 VLBV/H.263 picture sizes

Format Picture size (luminance)
SubQCIF 128 x 96

QCIF 176 x 144

CIF 352 % 288

4ACTF 704 x 576

16CIF 1408 x 1152

Motion estimation and compensation This is carried out on 16 x 16 macroblocks or
(optionally) on 8 x 8 macroblocks. Motion vectors can have half-pixel resolution.

Transform coding The motion-compensated residual is coded with DCT, quantisation,
zigzag scanning and run—level coding.

Variable-length coding The run-level coded transform coefficients, together with header
information and motion vectors, are coded using variable-length codes. Each non-zero
transform coefficient is coded as a combination of run, level, last (where ‘last’ is a flag to
indicate whether this is the last non-zero coefficient in the block) (see Chapter 8).

Syntax
The syntax of an MPEG-4 (VLBYV) coded bit stream is illustrated in Figure 4.15.

Picture layer The highest layer of the syntax contains a complete coded picture. The picture
header indicates the picture resolution, the type of coded picture (inter or intra) and includes
atemporal reference field. This indicates the correct display time for the decoder (relative to other
coded pictures) and can help to ensure that a picture is not displayed too early or too late.

Picturs O Picture 1

T

Group of Blocks

N

Macroblock

/ T

Block | | Biock | | Block || Block | | Block | | Block

Figure 415 MPEG-4/H.263 layered syntax
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GOB 0 (22 macroblocks)
GOB 1
GOB 2
GOB 0 (11 macroblocks)
GOB 1
GOB 2
GOB 3
GOB 4
GOB 5
GOB 8
vee GOB 7
GOB 17 GOB 8
(a) CIF (b) QCIF

Figure 4.16 GOBs: (a) CIF and (b) QCIF pictures

Group of blocks layer A group of blocks (GOB) consists of one complete row of macro-
blocks in SQCIF, QCIF and CIF pictures (two rows in a 4CIF picture and four rows in a 16CIF
picture). GOBs are similar to slices in MPEG-1 and MPEG-2 in that, if an optional GOB
header is inserted in the bit stream, the decoder can resynchronise to the start of the next
GOB if an error occurs. However, the size and layout of each GOB are fixed by the standard
(unlike slices). The arrangement of GOBs in a QCIF and CIF picture is shown in Figure 4.16.

Macroblock layer A macroblock consists of four luminance blocks and two chrominance
blocks. The macroblock header includes information about the type of macroblock, ‘coded
block pattern’ (indicating which of the six blocks actually conlain transform coefficients)
and coded horizontal and vertical motion vectors (for inter-coded macroblocks).

Block layer A block consists of run—level coded coefficients corresponding to an 8 x 8
block of samples.

The core CODEC (based on H.263) was designed for efficient coding at low bit rates. The
use of 8 x § block motion compensation and the design of the variable-length coding tables
make the VLBV MPEG-4 CODEC more efficient than MPEG-1 or MPEG-2 (see Chapter 5
for a comparison of coding efficiency).

Other visual coding tools

The features that make MPEG-4 (Visual) unique among the coding standards are the range
of further coding tools available to the designer.

Shape coding  Shape coding is required to specify the boundaries of each non-rectangular VOP
in a scene. Shape information may be binary (i.c. identifying the pixels that are internal to the
VOP, described as ‘opaque’, or external to the VOP, described as ‘transparent”) or grey scale
(where each pixel position within a VOP is allocated an 8-bit ‘grey scale’ number that iden-
tifies the transparency of the pixel). Grey scale information is more complex and requires
more bits to code: however, it introduces the possibility of overlapping, semi-transparent VOPs
(similat to the concept of ‘alpha planes’ in computer graphics). Binary information is simpler
to code because each pixel has only two possible states, opaque or transparent. Figure 4.17
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VO1

(a)

:

(b)
Figure 4.17 (a) Opaque and (b) semi-transparent VOPs

illustrates the concept of opaque and semi-transparent YOPs: in image (a), VOP2 (fore-
ground) is opaque and completely obscures VOP1 (background), whereas in image (b)
VOP2 is partly transparent.

Binary shape information is coded in 16 x 16 blocks (binary alpha blocks, BABs). There
are three possibilities for each block:

1. All pixels are transparent, i.c. the block is ‘outside’ the VOP. No shape (or texture)
information is coded,

2. All pixels are opaque, i.e. the block is fully ‘inside’ the VOP. No shape information is
coded: the pixel values of the block (‘texture’) are coded as described in the next section.
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3. Some pixels are opaque and some are transparent, i.e. the block crosses a boundary of the
VOP. The binary shape values of each pixel (1 or 0) are coded using a form of DPCM and
the texture information of the opaque pixels is coded as described below.

Grey scale shape information produces values in the range O (transparent) to 255 (opaque)
that are compressed using block-based DCT and motion compensation.

Moetion compensation Similar options exist to the I-, P- and B-pictures in MPEG-1 and
MPEG-2:

1. I-VOP: VOP is encoded without any motion compensation.
2. P-VOP: VOP is predicted using motion-compensated prediction from a past {- or P-VOP.

3. B-VOP: VOP is predicted using motion-compensated prediction from a past and a future
I~ or P-picture (with forward, backward or bidirectional prediciion).

Figure 4.18 shows mode (3), prediction of a B-VOP from a previous I-VOP and future
P-VOP. For macroblocks (or 8 x 8 blocks) that are fully contained within the current and
reference VOPs, block-based motion compensation is used in a similar way to MPEG-1 and
MPEG-2. The motion compensation process is modified for blocks or macroblocks along the
boundary of the VOP. In the reference VOP, pixels in the 16 x 16 (or 8 x 8) search area
are padded based on the pixels along the edge of the VOP. The macroblock (or block) in the
current VOP is matched with this search area using block matching: however, the difference
value (mean absolute error or sum of absolute errors) is only computed for those pixel
positions that lie within the VOP.

Texture coding Pixels (or motion-compensated residual values) within a VOP are coded
as ‘texture’. The basic tools are similar to MPEG-1 and MPEG-2: transform using the DCT,
quantisation of the DCT coefficients followed by reordering and variable-length coding. To
further improve compression efficiency, quantised DCT coefficients may be predicred from
previously transmitted blocks (similar to the differential prediction of DC coefficients used
in JPEG, MPEG-1 and MPEG-2).

Figure 4.18 B-VOP motion-compensated prediction
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A macroblock that covers a boundary of the VOP will contain both opaque and transparent
pixels. In order to apply a regular 8 x 8 DCT, it is necessary to use ‘padding’ to fill up the
transparent pixel positions. In an inter-coded VOP, where the texture information is motion-
compensated residual data, the transparent positions are simply filled with zeros. In an intra-
coded VOP, where the texture is ‘original’ pixel data, the transparent positions are filled by
extrapolating the pixel values along the boundary of the VOP.

Error resilience MPEG-4 incorporates a number of mechanisms that can provide
improved performance in the presence of transmission errors (such as bit errors or lost
packets). The main tools are:

1. Synchronisation markers: similar to MPEG-1 and MPEG-2 slice start codes, except that
these may optionally be positioned so that each resynchronisation interval contains an
approximately equal number of encoded bits (rather than a constant number of macro-
blocks). This means that errors are likely to be evenly distributed among the resynchro-
nisation intervals. Each resynchronisation interval may be transmitted in a separate video
packet.

2. Data partitioning: similar to the data partitioning mode of MPEG-2.

3. Header extengion: redundant copies of header information are inserted at intervals in the
bit stream so that if an important header (e.g. a picture header) is lost due to an error, the
redundant header may be used to partially recover the coded scene.

4. Reversible VLCs: these variable length codes limit the propagation (‘spread’) of an
errored region in a decoded frame or VOP and are described further in Chapter 8,

Scalability MPEG-4 supports spatial and temporal scalability. Spatial scalability applies to
rectangular VOPs in a similar way to MPEG-2: the base layer gives a low spatial resolution
and an enhancement layer may be decoded together with the base layer to give a higher
resolution. Temporal scalability is extended beyond the MPEG-2 approach in that it may be
applied to individual VOPs. For example, a background VOP may be encoded without
scalability, whilst a foreground VOP may be encoded with several layers of temporal
scalability. This introduces the possibility of decoding a foreground object at a higher frame
rate and more static, background objects at a lower frame rate,

Sprite coding A ‘sprite’ is a VOP that is present for the entire duration of a video sequence
(VS). A sprite may be encoded and transmitted once at the start of the sequence, giving a
potentially large benefit in compression performance. A good example is a background
sprite: the background image to a scene is encoded as a sprite at the start of the VS, For the
remainder of the VS, only the foreground VOPs need to be coded and transmitted since the
decoder can ‘render’ the background from the original sprite. If there is camera movement
(e.g. panning), then a sprite that is larger than the visible scene is required (Figure 4.19). In
order to compensate for more complex camera movements (e.g. zoom or rotation), it may be

necessary for the decoder to ‘warp’ the sprite. A sprite is encoded as an [-VOF as described
earlier.

Static texture An alternative set of tools to the DCT may be used to code ‘static’ texture,
i.e. texture data that does not change rapidly. The main application for this is to code texture
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Figure 419 Example of background sprite and foreground VOPs

that is mapped onto a 2-D or 3-D surface (described below). Static image texture is
coded efficiently using a wavelet transform. The transform coefficients are quantised and
coded with a zero-tree algorithm followed by arithmetic coding. Wavelet coding is described
further in Chapter 7 and arithmetic coding in Chapter §.

Mesh and 3-D medel coding MPEG-4 supports more advanced object-based coding
techniques including:

& 2-D mesh coding, where an object is coded as a mesh of triangular patches in a 2-D plane.
Static texture (coded as described above) can be mapped onto the mesh. A moving object
can be represented by deforming the mesh and warping the texture as the mesh moves,

e 3-D mesh coding, where an object is described as a mesh in 3-D space. This is more
complex than a 2-D mesh representation but gives a higher degree of flexibility in terms
of representing objects within a scene.

e Face and body mode! coding, where a human face or body is rendered at the decoder
according to a face or body model. The model is controlled (moved) by changing
‘animation parameters’. In this way a ‘head-and-shoulders’ video scene may be coded by
sending only the animation parameters required to ‘move’ the model at the decoder. Static
texture is mapped onto the model surface.

These threc tools offer the potential for fundamental improvements in video coding
performance and flexibility: however, their application is currently limited because of the
high processing resources required to analyse and render even a very simple scene.

MPEG-4 visual profiles and levels

In cominion with MPEG-2, a number of recommended ‘profiles’ (sets of MPEG-4 tools} and
‘Jevels’ (constraints on bit stream parameters such as frame size and rate) are defined in the
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MPEG-4 standard. Each profile is defined in terms of one or more ‘object types’, where an
object type is a subset of the MPEG-4 tools. Table 4.3 lists the main MPEG-4 object types
that make up the profiles. The ‘Simple’ object type contains tools for coding of basic I- and
P-rectangular VOPs (complete frames) together with error resilience tools and the ‘short
header’ option (for compatibility with H.263). The ‘Core’ type adds B-VOPs and basic shape
coding (using a binary shape mask only). The main profile adds grey scale shape coding and
sprite coding.

MPEG-4 (Visual) is gaining popularity in a number of application areas such as Internet-
based video. However, to date the majority of applications use only the simple object type
and there has been limited take-up of the content-based features of the standard. This is
partly because of technical complexities (for example, it is difficult to accurately segment a
video scene into foreground and background objects. e.g. Figure 4.14, using an automatic
algorithm) and partly because useful applications for content-based video coding and
manipulation have yet to emerge. At the time of writing, the great majority of video coding
applications continue to work with complete rectangular frames. However, researchers
continue to improve algorithms for segmenting and manipulating video objects.**> The
content-based tools have a number of interesting possibilities: for example, they make it

Table 4.3 MPEG-4 video object types

Video object types

Basic Still
Simple Animated animated scalable Simple
Visual tools Simple Core Main scalable 2-D mesh texture fexiure face

Basic (I-VOP, P-VOP, v v v v v
coefficient prediction,
16 x 16 and 8 x 8
motion vectors)
Error resilience 4
Short header v
B-VOP
P-VOFP with overlapped
block matching
Alternative quantisation v
P-VOP based temporal v
scalability
Binary shape v
Grey shape
Interlaced video coding
Sprite
Rectangular temporal v
scalability
Rectangular spatial v
scalability
Scalable still texture v v v
2-D mesh v v
Facial animation parameters v

SNENEN
SNENEN
SSENEN

NN

SSENENEN
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possible to develop ‘hybrid’ applications with a mixture of ‘real’ video objects (possibly from
a number of different sources) and computer-generated graphics. So-called synthetic natural
hybrid coding has the potential to enable a new generation of video applications.

4.5 SUMMARY

The ISO has issued a number of image and video coding standards that have heavily
influenced the development of the technology and market for video coding applications. The
original JPEG still image compression standard is now a ubiquitous method for storing and
transmitting still images and has gained some popularity as a simple and robust algorithin for
video compression. The improved subjective and objective performance of its successor,
JPEG-Z000, may lead to the gradual replacement of the original JPEG algorithm.

The first MPEG standard, MPEG-1, was never a marke! success in its target application
(video CDs) but is widely used for PC and internet video applications and formed the basis
for the MPEG-2 standard. MPEG-2 has enabled a worldwide shift towards digital television
and is probably the most successful of the video coding standards in terms of market
penetration. The MPEG-4 standard offers a plethora of video coding tools which may in time
enable many new applications: however, at the present time the most popular element of
MPEG-4 (Visual) is the ‘core’ low bit rate CODEC that is based on the ITU-T H.263
standard, In the next chapter we will examine the H.26x series of coding standards, H.261,
H.263 and the emerging H.26L.
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Video Coding Standards:
H.261, H.263 and H.26L

5.1 INTRODUCTION

The ISO MPEG video coding standards are aimed at storage and distribution of video for
entertainment and have tried to meet the needs of providers and consumers in the ‘media
industries’. The ITU has (historically) been more concerned about the telecommunications
industry, and its video coding standards (H.261, H.263, H.26L) have consequently been
targeted at real-time, point-to-point or multi-point communications.

The first [TU-T video coding standard to have a significant impact, H.261, was developed
during the late 1980s/early 1990s with a particular application and transmission channel in
mind. The application was video conferencing (two-way communications via a video ‘link’)
and the channe] was N-ISDN. ISDN provides a constant bit rate of p x 64 kbps, where p is an
integer in the range 1-30: it was felt at the time that ISDN would be the medium of choice
for video communications because of its guaranteed bandwidth and low delay. Modem
channels over the analogue POTS/PSTN (at speeds of less than 9600 bps at the time) were
considered to be too slow for visual communications and packet-based transmission was not
considered to be reliable enough,

H.261 was quite successful and continues to be used in many legacy video conferencing
applications. Improvements in processor performance, video coding techniques and the
emergence of analogue Modems and Internet Protocol (IP) networks as viable channels led
to the development of its successor, H.263, in the mid-1990s. By making a number of
improvements to H.261, H.263 provided significantly better compression performance as
well as greater flexibility. The original H.263 standard (Version 1) had four optional modes
which could be switched on to improve performance (at the expense of greater complexity).
These modes were considered to be useful and Version 2 (‘H.2634-") added 12 further
optional modes. The latest (and probably the last) version (v3) will contain a total of 19
modes, each offering improved coding performance, error resilience and/or flexibility.

Version 3 of H.263 has become a rather unwieldy standard because of the large number of
options and the need to continue to support the basic (‘baseline’) CODEC functions. The
latest initiative of the ITU-T experts group VCEQG is the H.26L standard (where ‘L’ stands
for “long term’). This is a new standard that makes use of some of the best features of H.263
and aims to improve compression performance by around 50% at lower bit rates. Early
indications are that H.26L will outperform H.263+ (but possibly not by 50%).
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52 H.261

Typical operating bit rates for H.261 applications are between 64 and 384 kbps. At the time
of development, packet-based transmission over the Internet was not expected to be a
significant requirement, and the limited video compression performance achievable at the
time was not considered to be sufficient to support bit rates below 64 kbps.

A typical H.261 CODEC is very similar to the ‘generic’ motion-compensated DCT-based
CODEC described in Chapter 3. Video data is processed in 4:2:0 Y:Cr:Cb format. The
basic unit is the ‘macroblock’, containing four luminance blocks and two chrominance
blocks (each 8 x 8 samples) (see Figure 4.6). At the input to the encoder, 16 x 16 macroblocks
may be (optionally) motion compensated using integer motion vectors. The motion-
compensated residual data is coded with an 8§ x 8 DCT followed by quantisation and zigzag
reordering. The reordered transform coefficients are run-level coded and compressed with
an entropy encoder (see Chapter 8).

Motion compensation performance is improved by use of an optional loop filter, a 2-D
spatial filter that operates on each 8 x 8 block in a macroblock prior to motion compensation
(if the filter is switched on). The filter has the effect of ‘smoothing’ the reference picture
which can help to provide a better prediction reference. Chapter 9 discusses loop filters in
more detail (see for example Figures 9.11 and 9.12).

In addition, a forward error correcting code is defined in the standard that should be
inserted into the transmitted bit stream. In practice, this code is often omitted from practical
implementations of H.261: the error rate of an ISDN channel is low enough that error
correction is not normally required, and the code specified in the standard is not suitable for
other channels (such as a noisy wireless channel or packet-based transmission).

Each macroblock may be coded in ‘intra’ mode (no motion-compensated prediction) or
‘intet” mode (with motion-compensated prediction). Only two frame sizes are supported,
CIF (352 x 288 pixels) and QCIF (176 x 144 pixels).

H.261 was developed at a time when hardware and software processing performance was
limited and therefore has the advantage of low complexity. However, its disadvantages
include poor compression performance (with poor video quality at bit rates of under about
100kbps) and lack of flexibility. It has been superseded by H.263, which has higher
compression efficiency and greater flexibility, but is still widely used in installed video
conferencing systems,

53 H.263°

In developing the H.263 standard, VCEG aimed to improve upon H.261 in a number of areas.
By taking advantage of developments in video coding algorithms and improvements in pro-
cessing performance, it provides better compression. H.263 provides greater flexibility than
H.261: for example, a wider range of frame sizes is supported (listed in Table 4.2). The first
version of H.263 introduced four optional modes, each described in an annex to the standard, and
further optional modes were introduced in Version 2 of the standard (‘H.263+"). The target
application of H.263 is low-bit-rate, low-delay two-way video communications. H.263 can
support video communications at bit rates below 20kbps (at a very limited visual quality)
and is now widely used both in ‘established’ applications such as video telephony and video
conferencing and an increasing number of new applications (such as Internet-based video).
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5.3.1 Features

The baseline H.263 CODEC is functionally identical to the MPEG-4 ‘short header” CODEC
described in Section 4.4.3. Input frames in 4 : 2 : 0 format are motion compensated (with half-pixel
resolution motion vectors), transformed with an 8 x 8§ DCT, quantised, reordered and entropy
coded. The main factors that contribute to the improved coding performance over H.261 are the use
of half-pixel motion vectors (providing better motion compensation) and redesigned variable-
length code (VL.C) tables (described further in Chapter 8). Features such as I- and P-pictures,
more frame sizes and optional coding modes give the designer greater flexibility to deal with
different application requirements and transmission scenarios.

54 THE H.263 OPTIONAL MODES/H.263 +

The original H.263 standard (Version 1) included four optional coding modes (Anuexes D,
E, F and G). Version 2 of the standard added 12 further modes (Annexes I to T) and a new
release is scheduled with yet more coding modes (Annexes U, V and W). CODECs that
implement some of the optional modes are sometimes described as ‘H.263+" or ‘H.263++"
CODECs depending on which modes are implemented.

Each mode adds to or modifies the functionality of H.263, usually at the expense of
increased complexity. An H.263-compliant CODEC must support the ‘baseline’ syntax
described above: the use of optional modes may be negotiated between an encoder and a
decoder prior to starting a video communications session. The optional modes have a
number of potential benefits: some of the modes improve compression performance, others
improve error resilience or provide tools that are useful for particular transmission
environments such as packet-based transmission.

Anmex D, Unrestricted motion vectors The optional mode described in Annex D of
H.263 allows motion vectors to point outside the boundaries of the picture. This can provide
a coding performance gain, particularly if objects are moving into or out of the picture. The
pixels at the edges of the picture are extrapolated to form a ‘border’ outside the picture that
vectors may point to (Figure 5.1). In addition, the motion vector range is extended so that

Figure 5.1 Unrestricted motion vectors
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16

Figure 5.2 One or four motion vectors per macroblock

longer vectors are allowed. Finally, Annex D contains an optional alternative set of VLCs for
encoding motion vector data. These VLCs are reversible, making it easier to recover from
transmission errors (see Chapter 11).

Annex E, Syntax-based arithmetic coding Arithmetic coding is used instead of variable-~
Iength coding. Each of the VLCs defined in the standard is replaced with a probability value
that is used by an arithmetic coder (see Chapter 8).

Annex K, Advanced prediction The efficiency of motion estimation and compensation is
improved by allowing the use of four vectors per macroblock (a separate motion vector for
each 8 x 8 luminance block, Figure 5.2). Overlapped block motion compensation (described
in Chapter 6) is used to improve motion compensation and reduce ‘blockiness’ in the
decoded image. Annex F requires the CODEC to support unrestricted motion vectors
{(Annex D).

Amnex G, PB-frames A PB-frame is a pair of frames coded as a combined unit. The first
frame is coded as a ‘B-picture’ and the second as a P-picture. The P-picture is forward
predicted from the previous I- or P-picture and the B-picture is bidirectionally predicted
from the previous and current I- or P-pictures. Unlike MPEG-1 (where a B-picture is coded
as a separate unit), each macroblock of the PB-frame contains data from both the P-picture
and the B-picture (Figure 5.3). PB-frames can give an improvement in compression
efficiency.

Anpex I, Advanced intra-coding This mode exploits the correlation between DCT
coefficients in neighbouring intra-coded blocks in an image. The DC coefficient and the
first row or column of AC coefficients may be predicted from the coefficients of
neighbouring blocks (Figure 5.4). The zigzag scan, quantisation procedure and variable-
length code tables are modified and the result is an improvement in compression efficiency
for intra-coded macroblocks.

Annex J, Deblocking filter The edges of each 8 x 8 block are “smoothed’ using a spatial
filter (described in Chapter 9). This reduces ‘blockiness’ in the decoded picture and also
improves motion compensation performance. When the deblocking filter is switched on, four
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B-picture P-picture

P macroblock data B macroblock data

YO | Y1 YO | Yt

Y2 1Y3] Cr | Cb Y2 | Y3 | Cr | Cb

Figure 5.3 Macroblock in PB-frame

motion vectors per macroblock and unrestricted motion vectors are also enabled (Annexes D
and F).

Annex K, Slice structured mode This mode provides support for resynchronisation
intervals that are similar to MPEG-1 ‘slices’. A slice is a series of coded macroblocks

Prediction from above
BHLLHY A

Prediction from left Y Y VYT YV Y
GHUHLHY

eYvTTYITYV

Current block

Figure 5.4 Prediction of intra-coefficients, H.263 Annex I
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(2) Raster order (b} Arbitrary rectangular slices

Figure 5.5 H.263 Annex K: slice options

starting with a slice header. Slices may contain macroblocks in raster order, or in any
rectangular region of the picture (Figure 5.5). Slices may optionally be sent in an arbitrary
order. Each slice may be decoded independently of any other slice in the picture and so slices
can be useful for error resilience (see Chapter 11) since an error in one slice will not affect
the decoding of any other slice.

Annex L, Supplemental enhancement information This annex contains a number of
supplementary codes that may be sent by an encoder to a decoder. These codes indicate
display-related information about the video sequence, such as picture freeze and timing
information.

Annex M, Improved PB-frames As the name suggests, this is an improved version of the
original PB-frames mode (Annex G). Annex M adds the options of forward or backward
prediction for the B-frame part of each macroblock (as well as the bidirectional prediction
defined in Annex G), resulting in improved compression efficiency.

Annex N, Reference picture selection This mode enables an encoder to choose from a
number of previously coded pictures for predicting the current picture. The use of this mode
to limit error propagation in a noisy transmission environment is discussed in Chapter 11. At
the start of each GOB or slice, the encoder may choose the preferred reference picture for
prediction of macroblocks in that GOB or slice.

Annex O, Scalability Temporal, spatial and SNR scalability are supported by this optional
mode. In a similar way to the MPEG-2 optional scalability modes, spatial scalability in-
creases frame resolution, SNR scalability increases picture quality and temporal scalability
increases frame rate. In each case, a ‘base layer’ provides basic performance and the
increased performance is obtained by decoding the base layer together with an ‘enhancement
layer’, Temporal scalability is particularly useful because it supports B-pictures: these are
similar to the “true’ B-pictures in the MPEG standards (where a B-picture is a separate coded
unit) and are more flexible than the combined PB-frames described in Annexes G and M.
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Annex P, Reference picture resampling The prediction reference frame used by the
encoder and decoder may be resampled prior to motion compensation. This has several
possible applications. For example, an encoder can change the frame resolution ‘on the fly’
whilst continuing to use motion-compensated prediction. The prediction reference frame is
resampled to match the new resolution and the current frame can then be predicted from the
resampled reference. This mode may also be used to support warping, i.e. the reference
picture is warped (deformed) prior to prediction, perhaps to compensate for nonlinear
camera movements such as zoom or rotation.

Annex @, Reduced resolution update An encoder may choose to update selected
macroblocks at a lower resolution than the normal spatial resolution of the frame. This
may be useful, for example, to enable a CODEC to refresh moving parts of a frame at a low
resolution using a small number of coded bits whilst keeping the static parts of the frame at
the original higher resolution.

Annex R, Independent segment decoding This annex extends the concept of the inde-
pendently decodeable slices (Annex K) or GOBs. Segments of the picture (where a segment
is one slice or an integral number of GOBs) may be decoded completely independently of
any other segment. In the slice structured mode (Annex K), motion vectors can point to areas
of the reference picture that are outside the current slice; with independent segment
decoding, motion vectors and other predictions can only reference areas within the current
segment in the reference picture (Figure 5.6), A segment can be decoded (over a series of
frames) independently of the rest of the frame.

Annex S, Alternative inter-VLC  The encoder may use an alternative variable-length code
table for transform coefficients in inter-coded blocks. The alternative VLCs (actually the
same VLCs used for intra-coded blocks in Annex I) can provide better coding efficiency
when there are a large number of high-valued quantised DCT coefficients (e.g. if the coded
bit raie is high and/or there is a lot of variation in the video scene).

Annex T, Modified quantisation This mode introduces some changes to the way the
quantiser and rescaling operations are carried out. Annex T allows the encoder to change the

Reference frame Current frame
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0
Mia thin this Segmef\t
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Figure 5.6 Independent segments
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quantiser scale factor in a more flexible way during encoding, making it possible to control
the encoder output bit rate more accurately.

Annex U, Enhanced reference picture selection Annex U modifies the reference picture
selection mode of Annex N to provide improved error resilience and coding efficiency. There
are a number of changes, including a mechanism to reduce the memory requirements for
storing previously coded pictures and the ability to select a reference picture for motion
compensation on a macroblock-by-macroblock basis. This means that the ‘best” match for
each macroblock may be selected from any of a number of stored previous pictures (also
known as long-term memory prediction).

Annex V, Data partitioned slice Modified from Annex K, this mode improves the
resilience of slice structured data 1o transmission errors. Within each slice, the macroblock
data is rearranged so that all of the macroblock headers are transmitted first, followed by all
of the motion vectors and finally by all of the transform coefficient data. An error occurring
in header or motion vector data usually has a more serious effect on the decoded picture than
an error in transform coefficient data: by rearranging the data in this way, an error occurring
part-way through a slice should only affect the less-sensitive transform coefficient data.

Annex W, Additional supplemental enhancement information Two extra enhancement
information items are defined (in addition to those defined in Annex L). The ‘fixed-point
IDCT" function indicates that an approximate inverse DCT (IDCT) may be used rather than
the ‘exact’ definition of the IDCT given in the standard: this can be useful for low-complexity
fixed-point implementations of the standard. The ‘picture message’ function allows the
insertion of a user-definable message into the coded bit stream,

5.4.1 H.263 Profiles

It is very unlikely that all 19 optional modes will be required for any one application.
Instead, certain combinations of modes may be useful for particular transmission scenarios.
In common with MPEG-2 and MPEG-4, H.263 defines a set of recommended profiles (where
a profile is a subset of the optional tools) and levels (where a level sets a maximum value on
certain coding parameters such as frame resolution, frame rate and bit rate). Profiles and
levels are defined in the final annex of H.263, Annex X. There are a total of nine profiles, as
follows.

Profile 0, Baseline This is simply the baseline H.263 functionality, without any optional
modes.

Profile 1, Coding efficiency (Version 2) This profile provides efficient coding using only
tools available in Versions 1 and 2 of the standard (i.e. up to Annex T). The selected optional
modes are Annex I (Advanced Intra-coding), Annex J (De-blocking Filter), Annex L
(Supplemental Information: only the full picture freeze function is supported) and
Anmnex T (Modified Quantisation). Annexes I, J and T provide improved coding efficiency
compared with the baseline mode. Annex J incorporates the ‘best’ features of the first
version of the standard, four motion vectors per macroblock and unrestricted motion vectors.
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Profile 2, Coding efficiency (Version 1) Only tools available in Version 1 of the standard
are used in this profile and in fact only Annex F (Advanced Prediction) is included. The
other three annexes (D, E, G) from the original standard are not (with hindsight) considered
to offer sufficient coding gains to warrant their nse.

Profiles 3 and 4, Interactive and streaming wireless These profiles incorporate efficient
coding tools (Anpexes I, J and T) together with the slice structured mode (Annex K) and, in
the case of Profile 4, the data partitioned slice mode {(Annex V). These slice modes can
support increased error resilience which is important for ‘noisy’ wireless transmission
environments.

Profiles 5, 6, 7, Conversational These three profiles support low-delay, high-compression
‘conversational’ applications (such as video telephony). Profile 5 includes tools that provide
efficient coding; Profile 6 adds the slice structured mode (Annex K) for Internet conferen-
cing; Profile 7 adds support for interlaced camera sources (part of Annex W).

Profile 8, High latency For applications that can tolerate a higher latency (delay), such as
streaming video, Profile 8 adds further efficient coding tools such as B-pictures (Annex Q)
and reference picture resampling (Annex P). B-pictures increase coding efficiency at the
expense of a greater delay.

The remaining tools within the 19 annexes are not included in any profile, either because
they are considered to be too complex for anything other than special-purpose applications,
or because more efficient tools have superseded them.

55 H.26L°

The 19 optional modes of H.263 improved coding efficiency and transmission capabilities:
however, development of H.263 standard is constrained by the requirement to continue to
support the original ‘baseline’ syntax. The latest standardisation effort by the Video Coding
Experts Group is to develop a new coding syntax that offers significant benefits over the
older H.261 and H.263 standards. This new standard is currently described as ‘H.26L’, where
the L stands for ‘long term’ and refers to the fact that this standard was planned as a long-
term solution beyond the ‘near-term’ additions to H.263 (Versions 2 and 3).

The aim of H.26L is to provide a ‘next generation’ solution for video coding applications
offering significantly improved coding efficiency whilst reducing the ‘clutter’ of the many
optional modes in H.263. The new standard also aims to take account of the changing
nature of video coding applications. Early applications of H.261 used dedicated CODEC
hardware over the low-delay, low-error-rate ISDN. The recent trend is towards software-only
or mixed software/hardware CODECs (where computational resources are limited, but
greater fiexibility is possible than with a dedicated hardware CODEC) and more challenging
transmission scenarios (such as wireless links with high error rates and packet-based
transmission over the Internet).

H.26L is currently at the test model developruent stage and may continue to evolve before
standardisation. The main features can be summarised as follows.
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Figure 5.7 H.26L blocks in a macroblock

Processing units The basic unit is the macroblock, as with the previous standards.
However, the subunit is now a 4 x 4 block (rather than an 8 x 8 block). A macroblock
contains 26 blocks in total (Figure 5.7): 16 blocks for the luminance (each 4 x 4), four 4 x 4
blocks each for the chrominance components and two 2 x 2 ‘sub-blocks’ which hold the DC
coefficients of each of the eight chrominance blocks. It is more efficient to code these DC
coefficients together because they are likely to be highly correlated.

Intra-prediction Before coding 2 4 x 4 block within an intra-macreblock, each pixel in
the block is predicted from previously coded pixels. This prediction reduces the amount of
data coded in low-detail areas of the picture.

Prediction reference for inter-coding In a similar way to Annexes N and U of H.263, the
reference frame for predicting the current inter-coded macroblock may be selected from a
range of previously coded frames. This can improve coding efficiency and error resilience at
the expense of increased complexity and storage.

Sub-pixel motion vectors H.26L supports motion vectors with % pixel and (optionally)
+ pixel accuracy; 4+-pixel vectors can give an appreciable improvement in coding efficiency
over Lpixel vectors (e.g. H.263, MPEG-4) and }-pixel vectors can give a small further
improvement {(at the expense of increased complexity).

Motion vector options H.26L offers seven different options for allocating motion vectors
within a macroblock, ranging from one vector per macroblock (Mode 1 in Figure 5.8) to an
individual vector for each of the 16 luminance blocks (Mode 7 in Figure 5.8). This makes it
possible to model the motion of irregular-shaped objects with reasonable accuracy. More
motion vectors require extra bits to encode and transmit and so the encoder must balance the
choice of motion vectors against coding efficiency.

De-blocking filter The de-blocking filter defined in Anmex J of H.263 significantly
improves motion compensation efficiency because it improves the ‘smoothness’ of the
reference frame used for motion compensation. H.26L includes an integral de-blocking filter
that operates across the edges of the 4 x 4 blocks within each macroblock.
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Figure 5.8 H.26L motion vector modes

4 x 4 Block transform  After motion compensation, the residual data within each block is
transformed using a 4 x 4 block transform. This is based on a 4 x4 DCT but is an integer
transform (rather than the floating-point “true’ DCT). An integer transform avoids problems
caused by mismatches between different implementations of the DCT and is well suited to

implementation in fixed-point arithmetic units (such as low-power embedded processors,
Chapter 13).

Universal variable-length code The VLC tables in H.263 are replaced with a single
‘universal’ VLC. A transmitted code is created by building up a regular VLC from the ‘vniversal’
codeword. These codes have two advantages: they can be implemented efficiently in
software without the need for storage of large tables and they are reversible, making it

easier to recover from transmission errors (see Chapters 8 and 11 for further discussion of
VLCs and error resilience).

Content-based adaptive binary arithmetic coding This alternative entropy encoder uses
arithmetic coding (described in Chapter 8) to give higher compression efficiency than variable-
length coding. In addition, the encoder can adapt to local image statistics, i.e. it can generate
and use accurate probability statistics rather than using predefined probability tables.

B-pictures These are recognised to be a very useful coding tool, particularly for applicat-
ions that are not very sensitive to transmission delays, H.26L supports B-pictures in a similar
way to MPEG-1 and MPEG-2, i.e. there is no restriction on the number of B-pictures that
may be transmitted between pairs of I- and/or P-pictures.

At the time of writing it remains to be seen whether H.26L will supersede the popular
H.261 and H.263 standards. Early indications are that it offers a reasonably impressive
performance gain over H.263 (see the next section): whether these gains are sufficient to
merit a ‘switch’ to the new standard is not yet clear.
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5.6 PERFORMANCE OF THE VIDEO CODING STANDARDS

Each of the image and video coding standards described in Chapters 4 and 5 was designed
for a different purpose and includes different features. This makes it difficult to compare
them directly. Figure 5.9 compares the PSNR performance of each of the video coding
standards for one particular test video sequence, ‘Foreman’, encoded at QCIF resolution and
a frame rate of 10 frames per second. The results shown in the figure should be interpreted
with cauntion, since different performance will be measured depending on the video
sequence, frame rate and so on. However, the trend in performance is clear. MIPEG
performs poorly (i.e. it requires a relatively high data rate to support a given picture
‘quality”) because it does not use any inter-frame compression. H.261 achieves a substantial
gain over MIPEG, due to the use of integer-pixel motion compensation. MPEG-2 (with half-
pixel motion compensation) is next, followed by H.263/MPEG-4 (which achieve a further
gain by using four motion vectors per macroblock). The emerging H.26L test model achieves
the best performance of all. (Note that MPEG-1 achieves the same performance as MPEG-2
in this test because the video sequence is not interlaced.)

This comparison is not the complete picture because it does not take into account the
special features of particular standards (for example, the content-based tools of MPEG-4 or
the interlaced video tools of MPEG-2). Table 5.1 compares the standards in terms of coding
performance and features. At the present time, MPEG-2, H.263 and MPEG-4 are each viable

Video coding performance: "Foreman', QCIF, 10 frames/sec
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Figure 5.9 Coding performance comparison
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Table 5,1  Comparison of the video coding standards

Target Coding

Standard application performance Features

MIPEG Image coding 1 (worst) Scalable and lossless coding modes

H.261 Video conferencing 2 Integer-pixel motion compensation

MPEG-1 Video-CD 3 (equal) 1, P, B-pictures, haif-pixel
compensation

MPEG-2 Digital TV 3 (equal) As above; field coding, scalable
coding

H.263 Video conferencing 4 (equaly Optimised for low bit rates; many
optional modes

MPEG-4 Multimedia coding 4 (equal) Many options including content-
based tools

H.26L Video conferencing 5 (best) Full feature set not yet defined

alternatives for designers of video communication systems. MPEG-2 is a relatively mature
technology for the mass-market digital television applications; H.263 offers good coding
performance and options to support a range of transmission scenarios; MPEG-4 provides a
large toolkit with the potential for new and innovative content-based applications. The
emerging H.26L standard promises to outperform the H.263 and MPEG-4 standards in terms
of video compression efficiency” but is not yet finalised.

5.7 SUMMARY

The ITU-T Video Coding Experts Group developed the H.261 standard for video conferen-
cing applications which offered reasonable compression performance with relatively low
complexity. This was superseded by the popular H.263 standard, offering better performance
through features such as half-pixel motion compensation and improved variable-length
coding. Two further versions of H.263 have been released, each offering additional optional
coding modes to support better compression efficiency and greater flexibility. The latest
version (Version 3) includes 19 optional modes, but is constrained by the requirement to
support the original, ‘baseline’ H.263 CODEC. The H.26L standard, under development
at the time of writing, incorporates a number of new coding tools such as a 4x4
block transform and flexible motion vector options and promises to outperform ecarlier
standards.

Comparing the performance of the various coding standards is difficult because a direct
‘rate-distortion’ comparison does not take into account other factors such as features,
flexibility and market penctration. It seems clear that the H.263, MPEG-2 and MPEG-4
standards each have their advantages for designers of video communication systems. Each of
these standards makes use of common coding technologies: motion estimation and
compensation, block transformation ard entropy coding. In the next section of this book
we will examine these core technologies in detail.
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