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Abstract. The design of efficient unicast Internet video playback appli-
cations requires proper integration of encoding techniques with transport
mechanisms. Because of the mutual dependency between the encoding
technique and the transport mechanism, design of such applications has
proven to be a challenging problem. This paper presents an architec-
ture which allows the joint design of a transport-aware video encoder
with an encoding-aware transport. We argue that layered encoding pro-
vides maximum flexibility for efficient transport of video streams over
the Internet. We describe how off-line layered encoding techniques can
achieve robustness against imprecise knowledge about channel behavior
(i.e., bandwidth and loss rate) while maximizing efficiency for a given
transport mechanism. Then, we present our prototyped client-server ar-
chitecture, and describe key components of the transport mechanism and
their design issues. Finally, we describe how encoding-specific informa-
tion is utilized by transport mechanisms for efficient delivery of stored
layered video despite variations in channel behavior.

1 Introduction

The design of efficient unicast Internet video playback applications requires
proper integration of encoding techniques with transport mechanisms. Because
of the mutual dependency between the encoding technique and the transport
mechanism, design of such applications has proven to be a challenging problem.

Encoding techniques typically assume specific channel behavior (i.e., loss
rate and bandwidth) and then the encoder is designed to maximize compression
efficiency for expected channel bandwidth while including a sufficient amount
of redundancy to cope with the expected loss rate. If channel behavior diverges
from expected behavior, quality of delivered stream would be lower than ex-
pected. The shared nature of Internet resources implies that behavior of Internet
connections could substantially vary with unpredictable changes in co-existing
traffic during the course of a session. This requires all Internet transport mech-
anisms to incorporate some type of congestion control mechanism (e.g., [1], [2]).
Thus to pipeline a pre-encoded stream through a congestion controlled connec-
tion, video playback applications should be able to efficiently operate over the
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434 R. Rejaie and A. Reibman

expected range of connection behaviors. This means that video playback ap-
plications should be both quality adaptive to cope with long-term variations in
bandwidth and loss resilient to be robust against range of potential loss rates.

In this paper, we argue that layered encoding is the most promising ap-
proach to Internet video playback. Layered encoders structure video data into
layers based on importance, such that lower layers are more important than
higher layers. This structured representation allows transport mechanisms to
accommodate variations in both available bandwidth and anticipated loss rate,
thus enabling simpler joint designs of encoder and transport mechanisms. First,
transport mechanisms can easily match the compressed rate with the average
available bandwidth by adjusting delivered quality. Second, transport mecha-
nisms can repair missing pieces of different layers in a prioritized fashion over
different time scales. Over short timescales (e.g., a few round trip times (RTT)),
lost packets from one layer can be recovered before any lost packet of higher
layers. This allows transport mechanisms to control the observed loss rate for
each layer. This is crucial because neither total channel loss rate nor its distri-
bution across layers are known a priori and can be expected to change during
transmission. Over long timescales (e.g., minutes), the server can patch quality
of the delivered stream by transmitting pieces of a layer that were not deliv-
ered during the initial transmission. Over even longer timescales, the server can
send extra layers, to improve quality of a previously-transmitted stream without
being constrained by the available bandwidth between client and server. This
allows adjustment of quality for a cached stream at a proxy[3].

We have prototyped a client-server architecture (Figure 1) for playback of
layered video over the Internet. The congestion control (CC) module determines
available bandwidth (BW) based on the network feedback (e.g., client’s ac-
knowledgment). The Loss recovery (LR) module utilizes a portion of available
bandwidth (BW,.) to repair some recent packet losses such that the observed loss
rate remains below the tolerable rate for the given encoding scheme. The server
only observes the remaining losses that have not been repaired, and uses the
remaining portion of bandwidth (BWy,) to perform Quality adaptation (QA)[4]
by adjusting delivered quality (i.e., number of transmitting layers). The QA
and LR mechanisms each depend on parameters of the specific encoding and
are tightly coupled. The collective performance of the QA and LR mechanisms
determine the perceived quality of the video playback. A key component of the
architecture is a Bandwidth Allocator (BA) that divides total available band-
width between the QA and LR modules using information that depends on the
specific encoding and on client status.

This paper describes our ongoing work to integrate transport-aware encod-
ing with encoding-aware transport for Internet video playback. We consider a
coupled design, in which the encoder and transport are each designed given
knowledge of the expected behavior of the other. For transport-aware encod-
ing, we present the main design choices and trade-offs for layered encoding, and
describe how the encoding schemes can be customized based on available knowl-
edge regarding employed transport mechanism and regarding expected channel
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Fig. 1. Client-server Architecture

rate and loss rate. For the design of encoding-aware transport mechanisms, we
focus on design strategies for the BA, QA and LR modules that are directly
affected by details of the deployed layered encoding scheme.

The rest of this paper is organized as follows. In section 2, we review some of
the related work. Because of the natural ordering between encoding and trans-
port, we consider transport-aware encoding using a layered video encoder in
section 3. Then in section 4, we address various components of an encoding-
aware transport mechanism and examine their design tradeoff. This includes
Bandwidth allocation (section 4.1), Loss Recovery (section 4.2) and Quality
adaptation (section 4.3). Section 5 concludes the paper and addresses some of
our future plans.

2 Related Work

Traditionally, video encoders have been designed for transport over fixed-rate
channels (with fixed and known channel bandwidth) with few if any losses. This
creates a bit stream that will have poor quality if transported over a network with
different bandwidth or loss rate. Either a higher loss rate or a lower bandwidth
would produce potentially significant visual artifacts that propagate with time.
For transport over networks, the encoder design should change to be cognizant
of the fact that the bit stream may have to deal with varying channel band-
width and non-zero loss rate. Over the years, several classes of solutions have
been proposed for encoding and transmitting video streams over the network as
follows:

— One-layer Encoding: In one-layer video encodings (e.g., MPEG-1 and MPEG-
2 Main Profile), the trade-off between compression and resilience to errors
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is achieved by judiciously including Intra-blocks, which do not use tempo-
ral prediction. The choice of which blocks to code as I-blocks for a given
sequence can be optimized if channel loss rate is known a priori [5].
Transport mechanisms can not gracefully adjust quality of a one-layer pre-
encoded stream to available channel bandwidth. A common solution is to
deploy an Encoding-specific packet dropping algorithm [6]. In these algo-
rithms, the server discards packets that contain lower-priority information
(e.g., drops B frames of MPEG streams) to match transmission rate with
channel bandwidth. The range of channel rates over which these algorithms
are useful is usually limited, and the delivered quality may be noticeably
degraded. Both these effects are content and encoding specific.

— Multiple description coders: Another approach is to use a multiple description
(MD) video encoder [7]. MD coders are typically more robust to uncertainties
in the channel loss rate at the time of encoding. However, they still require
similar network support to adapt to varying channel bandwidth.

— Multiple Encodings: One alternative to cope with variations in channel be-
havior is to maintain a few versions of each stream, each encoded for different
network conditions. Then the server can switch between different encodings
in response to changes in network conditions. Limitations of this approach
are the inability to improve quality of an already-transmitted portion of
the stream, and the inability of such a system to quickly respond to sharp
decreases in available bandwidth.

— Layered Encodings: Hierarchical encoding organizes compressed media in a
layered fashion based on its importance i.e., layer i is more important than
all higher layers and less important than all lower layers. If the lower more
important layers are received, a base quality video can be displayed, and if
the higher less important layers are also received, better quality video can
be displayed. The layered structure of encoded stream allows the server to
effectively cope with uncertain channel behavior.

In summary, layered encoding has three advantages: First, layered video al-
lows easy and effective rate-matching. The server can match the bandwidth of
delivered stream with the available network bandwidth by changing the number
of layers that are transmitted. This relaxes the need for knowing exact chan-
nel bandwidth at the time of encoding, thus it helps to decouple transport and
encoding design.

Second, layered video allows unequal error protection to be applied during
transport, with stronger error correction applied to the more important layers.
This can be used effectively even if the expected loss rate is not known at the time
of compression. Thus, even though one-layer video and the most important layer
of layered video are equally susceptible to losses, discrepancies between the actual
loss rate and the one assumed at the time of encoding can be accommodated by
the transport mechanism.

Third, layered encoding allows the server to improve quality of an already-
transmitted portion of the stream. We call this quality patching. In essence,
layered structure allows the server to deliver different portions of various layers
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in any arbitrary order, i.e., reshape the stream for delivery through uncertain
channel. Thus quality of the delivered stream can be smoothed out over various
timescales. Figure 2 illustrates the flexibilities of layered encoding to reshape the
stream for transmission through the network. The server adjusts the number of
layers when there are long-term changes in available bandwidth. Total loss rate is
randomly distributed across the active layers. However, the server can prioritize
loss recovery by retransmitting losses of layer ¢ before layer j for any ¢ < j.
When extra bandwidth becomes available at time t3, the server can either add
the fourth layer or alternatively transmit five missing segments of the layer 2
(between t; and t2). This shows how a layered encoded stream can be reshaped
for delivery through the network.

Available Bandwidth
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Fig. 2. Flexibility of Layered Encoding

3 Transport-Aware Layered Encoding

In this section, we consider how best to create a video bit stream to be stored
at the media server in Figure 1. We argued earlier that a layered (or in this
paper, equivalently a scalable) encoder will produce a better bit stream than
a one-layer encoder if the values of channel bandwidth and loss rate are not
known at the time of encoding. Despite these advantages inherent in layered
video, good system performance requires careful design. We begin with some
background on layered video encoders, and then show how incorporating at the
time of encoding as much information as possible about the channel bandwidth
and loss rate can generate the best bit stream for storage. We also discuss the
information that needs to be shared between encoder and transport to improve
quality of delivered video.

3.1 Layered Coding Background

There are two basic methods to create a layered video bit stream: 3-dimensional
wavelets [8,9] and adding layering to a traditional DCT-based video coder with
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inter-frame temporal prediction [10,11]. The former has drawbacks of poor com-
pression performance in sequences with complex motions, and poor video quality
when temporal sub-bands are lost due to motion blurring. For these reasons, we
focus on the family of layered DCT-based temporally-predictive video coders in
this paper.

Among this family of coders, there has been much research and several stan-
dardized coders. In these coders, P-frames are predicted from previous frames
and the DCT coefficients are coded in a layered fashion. Several important as-
pects of these coders are the following:

— how the DCT coefficients are partitioned between each of the layers (i.e., is
partitioning done in the frequency domain, the spatial domain, or the quality
or SNR domain),

— whether enhancement-layer information uses temporal prediction at all, and
if so whether lower-layer base information is used to predict the higher-layer
enhancement information,

— how much bandwidth is allocated for each layer,

— how much of that bandwidth is redundancy in each layer,

— and how many layers are created.

These decisions all affect the compression efficiency of the layered coder, and
also affect the robustness against packet loss. Thus, knowledge of the expected
bandwidth and loss rates at the time of transport can have a large impact on
the best choice of codec design.

While most standardized layered encoders produce two or at most a few layers
[11,10], recent interest in having many layers has lead to a standard for MPEG-
4 Finely Granular Scalability (FGS) [12]. The bit stream structure of MPEG-4
FGS makes it highly robust and flexible to changes in available bandwidth.
However, such robustness comes with a significant penalty to the efficiency of
the compression and hence to the video quality as the rate increases. More
recent, not yet standardized approaches to layered encoding markedly improve
the compression efficiency without too much sacrifice to the robustness [13].

The design of a layered encoder is based on underlying assumptions regarding
the nature of the transport and channel. Specifically, a layered coder assumes
that the transport mechanism will initially attempt to send the more important
information in the available bandwidth, and that the loss recovery will be ap-
plied to the more important parts before the less important parts. This implicitly
requires buffering at the client and in the transport. However, the exact band-
width and loss rate experienced at the time of transport is typically not known
at the time of encoding, and further assumptions must be made. In general,
these assumptions have been implicit in the design of the layered video encoder.
Here we make them explicit. We consider first the bandwidth, then consider the
loss rate.

3.2 Incorporating Bandwidth Knowledge

The more knowledge available at the time of encoding regarding the expected
range of operating bandwidths, the better. We focus on how knowledge of the
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available bandwidth impacts the prediction strategy of the encoder. If the avail-
able bandwidth is known to vary between R,,;», and R, .., three different predic-
tion strategies are useful depending on the expected behavior of the bandwidth
within this range.

First, consider the case where the bandwidth is nearly always close to R,,qz-
Then the best design would be to rely heavily on prediction for the enhancement
layers so as to improve compression efficiency. (This is essentially the strategy of
a one-layer encoder.) Such a design will suffer small degradation when bandwidth
dips slightly below R4, but in such an environment the probability of larger
degradations is small.

Second, consider the case where the bandwidth is usually near R,,;, although
we’d like better quality when the rate is higher. Then the best design would be
to use temporal prediction only for the base layer with rate R,,;,, and to use no
temporal prediction for the higher layers. (This is the strategy used by MPEG-4
FGS.) Such a design is very robust to variations in bandwidth in [Ryin, Rmaz],
but is also not very efficient at rates near R,,q:.

Third, suppose we have little knowledge of the bandwidth other than it lies
in the range [Riin, Rmaz)- In this case, the best algorithm is to judiciously
choose the prediction strategy for each macro block in the video, so as to balance
both compression efficiency (at rates near Ry,q.) and robustness (at rates near
Rnin)- Figure 3 illustrates these concepts for the sequence Hall monitor using the
scalable video coder in [13]. This coder has the flexibility of using three different
methods of prediction for the different layers, which allows it to mimic both a
one-layer video coder and the MPEG-4 FGS video coder through an appropriate
restriction of the prediction methods. The results in Figure 3 are obtained by
creating a single bit stream for each illustrated curve, and successively discarding
enhancement-layer bit-planes and decoding the remainder. The x-axis shows
the decoded bit-rate, and the y-axis shows the PSNR of the resulting decoder
reconstruction as bit-planes are discarded. Also shown is the performance of the
one-loop encoder with no loss (top dotted line). This provides an upper bound
on the performance of the scalable coders.

In this figure, the curve labeled “FGS” uses the prediction strategy of the
MPEG-4 FGS coder which is optimal if the available bandwidth is usually near
R,.in. The curve labeled “one-layer with loss” uses a one-layer prediction strat-
egy, which is optimal if the available bandwidth is usually near R,,,,,. The curve
labeled “drift-controlled” is our coder [13] optimized to provide good perfor-
mance across the range of rates.

The FGS coder performs poorly at the higher rates. The one-layer decoder
with drift suffers a 2.6-4.3 dB degradation at the lowest bit-rate, compared to the
drift-free FGS decoder. Relative to the FGS coder, our proposed coder suffers
about 1.3-1.4 dB performance degradation at the lowest bit-rate, but significantly
outperforms it elsewhere. Our coder loses some efficiency at the highest rates
compared to the one-layer coder, but has noticeably less drift as bit-planes are
discarded.
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Table 1 shows the PSNR averaged across different channel rates, assuming a
uniform distribution of rates between the smallest and the largest rate of the one-
loop encoder. The coder optimized for the range of channel rates outperforms
the other coders by 0.8-2.1 dB when there is only one I-frame.

Table 1. PSNR assuming uniform distribution.

seq. |One-loop|Proposed| FGS|upper
Hall 33.14 35.25|33.11| 36.77
Fore 33.33 34.13|33.09| 35.03

3.3 Incorporating Loss Rate Knowledge

Next, we consider the effect of incorporating knowledge of the expected loss rate
into the video encoder design. We distinguish loss rate from lowered bandwidth
because losses will randomly affect the entire frame for a given layer, while
lowered bandwidth can be targeted specifically toward less important parts of
the bit stream within a frame for a given layer.

In the Figure 3, we showed how the choice of prediction structure used by the
layered encoder is influenced by the expected bandwidth. Similarly, the expected
loss rate affects the best prediction structure. Figure 4 shows the performance
of a two-layer H.263 encoder under random losses in each layer. Two different
prediction strategies are used for the enhancement layer. The base layer is com-
pressed with 64 Kbps, and each enhancement layer is compressed with 128 Kbps.
The curve labeled “Enh 128” corresponds to an enhancement layer which is pre-
dicted only from the base layer, while the curve labeled “Enh 128p” corresponds
to an enhancement layer that also uses prediction from previous enhancement-
layer pictures. Performance for “Enh 128” and “Enh 128p” assume the base layer
is completely received.
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For the base layer, performance degrades gradually as the loss rate increases
from 0.1% to 1%, but as the loss rate continues to increase, the performance
degrades significantly. Thus it will be important for the transport mechanism to
keep the residual losses (after loss recovery) below 1% for the base layer.

The more aggressive prediction strategy of “Enh 128p” has visually better
performance for low loss rates, but for loss rates greater than about 5%, performs
significantly worse than the less efficient prediction strategy of “Enh 128”. In
both cases, performance with 100% loss of enhancement layer is identical to the
base-only performance. If the more aggressive prediction strategy is used, then
it will be important for the transport to keep the loss rate for the enhancement
layer below 10%, while if the less efficient prediction strategy is used, the loss

rate for the enhancement layer is less critical. However, performance will be
significantly degraded in the case of few losses, or if additional layers are added

beyond this first enhancement layer.

3.4 Information Provided to Transport

To enable the best design of an encoding-aware transport, the encoder should
provide some meta-information to the transport mechanism. This meta-informat-

ion includes two pieces of information:

1. The bandwidth-quality trade-off (e.g., Figure 3). More specifically, the en-
coder conveys the bandwidth (or consumption rate) of each layer (i.e., Cp,
Cy, ..., Cn), and the improvement in quality caused by each layer (i.e., @1,

QQ; ceey QN)

2. The loss rate and quality trade-off (e.g., Figure 4). In some situation (such
as for the base-layer or the more aggressive enhancement-layer prediction

strategy in Figure 4) the loss rate vs. quality meta-information can be re-
duced to simple thresholds regarding the maximum tolerable loss rate for

each layer (i.e., Limaz0, Lmaz1s --s LmazN)-

33
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Fig. 4. Effect of Loss on PSNR
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In general, this meta-information will be encoding and even content specific.
Ideally, it should also include temporal variations, indicating the trade-offs for
different scenes within a sequence, or for each frame in a sequence. However, in
practice, it might be necessary to use static information (for the entire sequence)
or generic information (for a class of sequences, like “head-and-shoulders”).

The interface between the transport and the encoder is completely character-
ized by the loss rate and the bandwidth dedicated to video information. There-
fore, the above information will be sufficient to design effective encoding-aware
transport mechanisms.

4 Encoding-Aware Transport

In this section, we illustrate how a transport mechanism for layered encoded
streams can leverage encoding-specific information to improve quality of deliv-
ered stream. First, we present our client-server architecture to identify the main
components of the architecture and their associated design issues. Then, we ex-
plore the design space of the main components to show how encoding-specific
information can be used to customized the design. Our goal is to clarify key
tradeoffs in the design of a transport mechanism for layered video and demon-
strate how they can use information about encoded streams to improve delivered
quality over the best-effort Internet.

Figure 5 depicts our client-server architecture for delivery of Internet video
playback (Figure 1) with more details. As we mentioned earlier, the architecture
has four key components: 1) Congestion Control (CC) is a network-specific mech-
anism that determines available bandwidth (BW) and loss rate (L) of the net-
work connection. Available bandwidth and loss rate are periodically reported to
the Bandwidth Allocation (BA) module. The BA module uses encoding-specific
information to properly allocate the available bandwidth between the Loss Re-
covery (LR) and the Quality Adaptation (QA) modules. The LR module utilizes
allocated portion of available bandwidth (BW},.) to retransmit the required ratio
of recent losses. The remaining portion of available bandwidth (BW,,) is used
by the QA module to properly determine the quality of delivered stream (i.e.,
number of transmitting layers).

All the streams are layered encoded and stored. Thus, different layers can be
sent with different rates (bwg, bwy, ..., bw,). The server multiplexes all active
layers along with retransmitted packets into a single congestion controlled flow.
The client demultiplexes different layers and rebuilds individual layers in virtu-
ally separate buffers. Each layer’s buffer is drained by the decoder with a rate
equal to its consumption rate (i.e., Cy, Cy, ..., Cy,). The client reports its playout
time in each ACK packet. This allows the server to estimate the client’s buffer
state, i.e., the amount of buffered data for each layer. Client buffering is used
to absorb short-term variations in bandwidth without changing the delivered
quality.

The main goal of the transport mechanism is to map the actual connection
bandwidth and loss rate into the range of acceptable channel behavior expected

Webgroup CZ a.s. Ex. 1017, Page 16 of 25



Design Issues for Layered Quality-Adaptive Internet Video Playback 443

Bandwith

Allocation Client Buffer State
Mechanism
L| [BW
Sk
— B ] bul —
Storage & | i W’L_ - B
i - - T} c)
buy, i o .
| SRR
g ! 213
: l y {3
S bu, ! |5 [, AR
n Pe % —»:-__, ?n;
3 ‘BW, BW) < C2 ,.8 §
= bué qa) N . 5 2
3 2 + @ < ., 3
Jmrd e g S| B
3 S L (OARS)
3 buy, S g
5 3 by
: g Egmim
g 5 g C
= bw4 5§ & 8
S
- _~1 = °© Client
T Buffer
- Quality
Adaptation - —
Observed Observed
Channel Connection

Fig. 5. Client-Server Architecture for Streaming of Layered Video

by the encoding mechanism. Layered encoding provides two levels of freedom for
the transport mechanism to achieve this goal: 1) by changing number of layers,
the transport mechanism can adjust the required channel bandwidth for delivery
of the stream, and 2) by allocating a portion of available channel bandwidth to
loss repair, the transport mechanism can reduce the observed loss rate. Therefore,
there are three key issues in design of a transport mechanism for layered encoded
streams that can be tailored for a given encoded stream to improve delivered
quality:

— Banduwidth Allocation strategy: How should the transport mechanism allocate
total connection bandwidth between LR and QA modules?

— Loss Repair strategy: How should the loss repair bandwidth (BW;,.) be shared
among transmitting layers?

— Quality Adaptation strategy: How should the server adjust the quality of
delivered stream (i.e., the number of layers) as available channel bandwidth
(BWyq) changes?

Since congestion control is a network-specific mechanism, its design should not be
substantially affected by application requirements. Therefore, we do not discuss
design issues of the CC mechanism. The main challenge is that the behavior of a
network connection (BW and L) is not known a priori, and even worse it could
substantially change during the course of a connection. Thus, the server should
adaptively change its behavior as the connection behavior varies.
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For the rest of this section, we provide insight in each one of the above three
strategies in design of transport mechanism for layered encoded stream and
demonstrate how the transport mechanism can benefit from encoding-specific
information. We assume that the encoding-specific meta-data (described in sec-
tion 3.4) are available for each layered encoded stream.

4.1 Bandwidth Allocation

The BA module shifts the connection loss rate (L) into the range of acceptable
loss rate by allocating the required amount of connection bandwidth for loss
repair. Therefore, the application will observe a channel with a lower loss rate
(Lga) at the cost of lower channel bandwidth. We need to drive a function that
presents the tradeoff between the channel bandwidth (BW,,) and the channel
loss rate (Lgq). Given the connection bandwidth (BW) and the connection loss

rate (L), the total rate of delivered bits is equal to BW (1 — L). Therefore, the
BW(1-L)

ratio of delivered bits for the channel is BW,.

. Thus, we can calculate the
channel loss rate as follows:

Lyo =1- 25— (1),  where BW,, < BW and BW,, > BW(1 - L)

Equation (1) presents Ly, as a function of BW,, for a given connection (i.e.,
BW, L). Figure 6 depicts this function for different set of BW and L values.
Each line in Figure 6 represents possible channel behaviors for a given network
connection as the BA module trades BWy, with Ly,. For example, point A
represents a connection with 1000 Kbps bandwidth and 40% loss rate. To re-
duce the channel loss rate down to 33% (i.e., shifting point A to point B), the
BA module should allocate 100 Kbps of connection bandwidth for loss repair,
whereas reducing the loss rate down to 14% (i.e., shifting point A to point C)
requires the BA module to allocate 300 Kbps of the connection bandwidth for
loss repair.

Figure 6 clearly demonstrates how the BA strategy can be customized for
a given encoded streams using the information provided by the encoder. Given
the bandwidth of various layers (i.e., Cy, C1, ...) and the per-layer maximum
tolerable loss rates (i.e., Lmaz0s Lmaz1, ---), to find the maximum number of
layers (n) that can be delivered through a network connection (BW, L), the
following two conditions should be satisfied:

"o
E% 2 Lga (2), E?:o Ci < BWsa  (3)
The first condition ensures that the average loss rate for n active layers is less
than the channel loss rate, whereas the second condition ensures that channel
bandwidth is sufficient for delivery of n layers. Given the values of BW, L and
n = N (where N is maximum number of layers), the BA module should use
equation (1) to search for a channel loss rate that satisfies equation (2). If such a
channel loss rate can be accommodated while the corresponding channel band-
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width satisfies equation (3), then n layers can be delivered and total required
bandwidth for loss repair is (BW,,, = BW - BW,,). Otherwise, the BA module
decreases n by one and repeats this process.

The BA module continuously monitors the connection behavior to determine
the required bandwidth for loss repair such that the channel behavior always
satisfies the conditions (equation 2 and 3) for the number of active layers. If
the connection loss rate increases or the connection bandwidth decreases such
that these conditions can no longer be satisfied, the BA module signals the QA
module to drop the top layer. This decreases n which in turn presents a new set
of conditions to the transport mechanism.

Trading Channel Bandwidth with Channel Loss Rate

1000 o1 - T T
A L= 10%, BW=1000bps
L= 20%, BW=1000bps -------
e X L= 40%, BW=1000bps --------
- ~ B L= 60%, BW=1000bps
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800 | i ]
2 c )
S /
< L . / ]
= 600 ]
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2
© -
[is} - -
2 400 | ]
€ -
©
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0 . . . .
0 20 40 60 80 100

Channel Loss Rate

Fig. 6. Trading the channel bandwidth with the channel loss rate

In summary, the BA module determines the bandwidth share for the QA
and LR modules. This allows us to separate the design of the Loss recovery
mechanism from the Quality adaptation mechanism in spite the fact that their
collective performance determines delivered quality.

4.2 Loss Recovery

The loss repair module should micro-manage the total allocated bandwidth for
loss repair (BW;,.) among the active layers such that the loss rate observed by
each layer remains below its maximum tolerable threshold (i.e., Lyaz0, Limaz1,
woes Limazn)- Since all layers are multiplexed into a single unicast session at the
server, the distribution of total loss rate across active layers is seemingly random
and could change in time. Thus, the bandwidth requirement for loss recovery of
various layers can randomly change in time even if the total loss rate remains
constant. We assume a retransmission-based loss recovery since 1) retransmission
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Fig. 7. Sliding Window approach to prioritized Retransmission

is feasible for playback applications with sufficient client buffering, 2) retransmis-
sion is more efficient (i.e., requires less bandwidth) than other repair schemes
such as FEC, and 3) retransmission allows fine-grained bandwidth allocation
among active layers 1.

Since the importance of a layer monotonically decreases with its layer num-
ber, loss repair should be performed in a prioritized fashion, i.e., losses of layer j
should be repaired before losses of higher layers and after losses of lower layers.
However, a prioritized approach to loss repair should ensure that the total repair
bandwidth is properly shared among active layers and that each retransmitted
packet is delivered before its playout time. To achieve this, we deploy a sliding-
window approach to loss repair as shown in Figure 7. At any point of time, the
server examines a recent window of transmitted packets across all layers. Losses
of active layers are retransmitted in the order of their importance such that the
loss rate observed by each layer remains below its maximum tolerable loss rate
(i-e., Lyazi). Figure 7 shows the order of retransmission within a window for
each layer and across all layers.

The repair window should always be a few round-trip-times (RTT) ahead
of the playout time to provide sufficient time for retransmission. Therefore, the
repair window slides with playout time. If the BA module properly estimates
the required bandwidth for loss repair, all losses can be repaired. However, if the
allocated bandwidth for loss repair is not sufficient to recover all the losses within
a window, this approach repairs the maximum number of more important losses.
The length of the repair window should be chosen properly. A short window
cannot cope with a sudden decrease in bandwidth, whereas a long window could
result in the late arrival of retransmitted packets for higher layers. In summary,
the sliding window approach to prioritized loss repair 1) uses maximum per-
layer tolerable loss rates for an encoded stream to improve its performance, and
2) adaptively changes the distribution of total repair bandwidth among active
layers.

! Although we only discuss retransmission-based loss repair, the basic idea can be
applied to other post-encoding loss repair mechanisms such as unequal FEC.
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4.3 Quality Adaptation

The QA mechanism is a strategy that adds and drops layers to match the qual-
ity of the delivered stream (i.e., number of transmitting layers) to the channel
bandwidth (BWy,). When the channel bandwidth is higher than the consump-
tion rate for active layers, the server can use the extra bandwidth and send
active layers with a higher rate (i.e., bw; > C;) to fill up the client buffer. The
buffered data at the client can be used to absorb a short-term decrease in band-
width without dropping any layers. Figure 8 illustrates the filling and draining
phases of the client buffers where three layers are delivered. If the total amount
of buffered data during a draining phase is not sufficient to absorb the decrease
in bandwidth, the QA module is forced to drop a layer. Consequently, the more
data that is buffered at the client during a filling phase, the bigger the reduc-
tions that can be absorbed. The amount of buffered data at the client side is
determined by the strategy of adding layers.

Figure 9 compares two adding strategies. During a filling phase, the QA
strategy adds a new layer after a specific amount of data is buffered. If the
required amount of buffered data is small, the QA mechanism aggressively adds
a new layer whenever the channel bandwidth slightly increases. In this case, any
small decrease in bandwidth could result in dropping the top layer because of the
small amount of buffering. Alternatively, the QA mechanism can conservatively
add a new layer only after a large amount of data is buffered.

Filling Phase Draining Phase

Bandwidth

Cz( | .
S N
C{ 1
o !
|

o

Fig. 8. Filling and Draining phases for Quality adaptation

More buffered data allows the server to maintain the newly added layer for
a longer period of time despite major drops in bandwidth. Figure 10 shows
an aggressive and a conservative adding strategies in action[4]. The congestion-
controlled bandwidth is shown with a saw tooth line in both graphs. This experi-
ment clearly illustrates the coupling between the adding and dropping strategies.
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Fig. 9. Effect of adding strategy on quality changes

The more conservative the adding strategy, the longer a new layer can be kept,
resulting in fewer quality changes, and vice versa.
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Fig. 10. Aggressive vs Conservative QA Strategies

The QA mechanism should be customized for the particular layered stream
being transmitted. To explain this, we need to examine two basic tradeoffs in
the design of an add and drop strategy.

— How much data should be buffered before adding a new layer?
This should be chosen such that normal oscillation in channel bandwidth in
the steady state does not trigger either adding or dropping a layer. Figure 8
clearly shows that the required amount of buffered data to survive a drop in

Webgroup CZ a.s. Ex. 1017, Page 22 of 25



Design Issues for Layered Quality-Adaptive Internet Video Playback 449

bandwidth directly depends on the total consumption rate of active n layers
(i.e., Yoi o Ci).
— How should the buffered data be distributed among active layers?

Since the streams are layered encoded, buffered data should be properly
distributed across all active layers in order to effectively absorb variations
in bandwidth. During a draining phase, buffered data for layer ¢ cannot
be drained faster than its consumption rate (C;). Therefore, buffered data
for layer ¢ can not compensate more than C; bps. Figure 11 illustrates this
restriction. To avoid dropping a layer, the total draining rate of buffering
layers (e.g., Co + C7) should always be higher than the deficit in channel
bandwidth (BWyey). More specifically, during a draining phase the following
conditions must be satisfied:

BWdef = Z?:O CZ - Ban’ BWdef < ZiEBquayers CZ

EEE Amount of Drained Data from Layer i
Amount of Drained Data from Layer j
[=2] Amount of Drained Data from Layer k

Draining Phase

Bandwidth

Total Consumption Rate

=
g
(]

Fig. 11. Sample distribution of buffered data among buffering layers

5 Conclusion and Future Work

In this paper, we presented a joint design of encoder and transport mecha-
nisms for playback of layered quality-adaptive video over the Internet. The main
challenge is that the Internet does not support QoS. At the time of encoding,
the channel bandwidth and loss rate are not known and they could significantly
change during the course of a session. Therefore, traditional encoding approaches
that assume static channel behavior will result in poor quality.

We argued that layered video is the most flexible solution because 1) it can
be efficiently delivered over a range of channel behavior, and 2) it provides suf-
ficient flexibility for the transport mechanism to effectively reshape the stream
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for delivery through the variable channel. However, to maximize quality of de-
livered video, the encoding should become transport-aware and the transport
mechanism should become encoding-aware. Toward this end, we described sev-
eral issues in the design of layered encoding mechanisms and explained how
the expected range of channel bandwidth and loss rate information can be in-
corporated into the encoding mechanism. Furthermore, the encoding mechanism
provides encoding-specific meta-information. The transport mechanism uses this
information to bridge the gap between the expected range of channel behavior
by the encoder and the actual connection behavior. More specifically, we pro-
vided insight on how the main components of the transport mechanism, partic-
ularly Bandwidth Allocation, Loss Repair and Quality Adaptation, can leverage
encoding-specific meta-information to improve the delivered quality of layered
video despite unpredictable changes in channel behavior.

Finally, we plan to conduct extensive experiments over the Internet to eval-
uate the overall performance of our client-server architecture. This will allow us
to identify those scenarios in which our architecture can not properly cope with
changes in connection behavior. Some of these problems can be addressed by the
encoding mechanism through appropriate provisioning, whereas others require
further tuning or modification of the transport mechanism. Our experiments
should provide deeper insight about channel behavior that may suggest refine-
ment of the layered encoding mechanism. We also plan to examine interactions
among three key components of the transport mechanism, as well as implications
of congestion control algorithm on other components of transport mechanism.
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