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Customizing User 
Interaction in Smart 
Phones

S mart phones combine mobile phone 
capabilities with a versatile comput-
ing platform that accepts third-party 
software. As with the PC, the smart 
phone’s emergence has led to a rap-

idly increasing number of available applications, 
along with new input sources for application 
interaction. Among the input sources are vari-
ous sensors and readers for visual and radio fre-

quency identifi cation (RFID) 
tags that are wirelessly con-
nected to or embedded in the 
smart phones. Such devices 
facilitate novel and multimodal 
interaction methods, including 
pointing, free-form gestures, 
and implicit, context-based 
control. In addition to control-
ling the mobile applications, 
a smart phone can act as a 
central controller for interact-
ing with external appliances 
through Bluetooth, messaging, 
and Internet Protocol (IP) net-

working, for example. Interaction convergence 
has already begun; most people will soon use 
a single device, with various modalities, for an 
increasing number of control tasks.

The problem here is that individuals vary 
widely in how they use mobile applications in 
different situations, and a person’s preferences 
about such things can change over time. So, it’s 
diffi cult to program mobile devices in the design 
stage to meet different user demands in various 

usage situations. To contend with this, we need a 
tool that lets end users easily and effi ciently cus-
tomize their mobile devices. Existing research 
in this area typically takes an infrastructure-
centric (or smart space) perspective, relying on 
the environment to monitor the context and 
control the device.

In contrast, we’ve developed a context-aware 
solution for existing mobile devices and their 
applications that people can use independent of 
external infrastructure. The solution is hence 
applicable in general mobile usage rather than 
being restricted to a specifi c room or space. 
Our primary goal is to offer a device-centric 
approach with a broad scope of customizable 
functionality, while maintaining the low learn-
ing costs that end-user development advocates.1 
To that end, our solution uses new input modali-
ties, including real-time pattern recognition of 
acceleration-based gestures, a visual tag reader, 
and an RFID tag read/write accessory. Users 
can customize the modalities to activate any 
available mobile device functions.

Framework overview
We had fi ve general usability requirements for 

our tool: it had to be easy to learn, effective, 
effi cient, and satisfying, and give users direct 
control when defi ning device functionality. To 
help meet these goals, we approached custom-
ization from a context-aware viewpoint. We 
defi ne interaction inputs as contexts that users 
can connect to application actions by defi ning 
context-action rules. Supporting generic man-

Given individual variations in mobile application use, preprogramming 
devices to meet user demands is diffi cult. A context-based, device-centric 
tool prototype lets users easily customize smart phones, offering low 
learning costs and high usability.

Panu Korpipää, Esko-Juhani 
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agement of interaction inputs and sys-
tematic rule-based mobile application 
control requires an enabling software 
framework.

Jani Mäntyjärvi and his colleagues 
originally introduced the Context Studio 
concept as a tool for customizing con-
text-aware applications.2 We modifi ed 
and further developed the concept into a 
tool for small-screen mobile devices and 
introduced a vocabulary model to auto-
matically generate GUI views.3 How-
ever, the tool and GUI are not enough 
for complete operation. To enable real, 
online use of customized features in a 
smart phone, we utilize the blackboard-
based context framework.4

Customization tool GUI
Our principal idea is that, instead 

of implementing rigid context-aware 
features at design time, we give users 
a set of available contexts and actions 
and let them decide whether and how to 
use them. Users customize their phones 
through a GUI by specifying context-
action rules. Rule conditions are called 
triggers, which can be any event or state. 
An action is any application, function, 
or event that the phone activates when 
a set of triggers are fulfi lled. Actions 
can also belong to external devices. We 
adopted Context Exchange Protocol 
(CEP) syntax5,6 to formally represent 
the rules that the tool generates.

As fi gure 1 shows, the tool gener-
ates user interface views based on the 
rule model and the context and action 
vocabularies.3 This example shows 
the vocabulary on a Symbian Series 60 
user interface, but it can be generalized 
to other platforms. The user interface 
represents context and action types as 

directories, and values correspond to 
fi les. This enables straightforward user 
interface updates when new actions and 
contexts become available.

As the fi gure shows, selecting rule 
elements resembles navigating a direc-
tory tree hierarchy. In fi gure 1a, the 
user selects an action for a new rule by 
navigating through the Application\Profi les 
action type, and selects the Silent action 

value. In fi gure 1b, the user selects a 
context trigger for the rule by navigat-
ing through the Gesture context type, 
and selects the Circle context value. The 
Rule Details screen (fi gure 1b) shows the 
complete rule, and the rule name is 
generated accordingly. Once the user 
selects Done, Context Studio shows the 
new active rule name in the rule list and 
generates the rule CEP script.

Figure 1. Rule creation on a Symbian 
Series 60 user interface. (a) The user 
chooses a new rule from the main view 
and selects an action element, (b) then 
selects a context trigger element for the 
rule. Navigation proceeds from left to 
right and ends at the main view, with the 
new rule highlighted in the rule list.

(a)

(b)
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THE SMART PHONE

Context framework
for customization

The blackboard-based context 
framework4 enables the actual use of 
customized smart phone features. From 
the context-management viewpoint, 
Context Studio acts as a graphical edi-
tor for generating and reading rules. 
Rules can be created by the primary 
user, exchanged among users, or pro-
vided by third parties. Once a user 
has created the desired context-action 
functionality, the context framework 
controls applications accordingly, on 
the basis of context events.

To perform the customized applica-
tion control inference, we extended the 
framework with an application con-
troller (see fi gure 2). So, the framework 
completely separates context man-
agement from the application code, 
enabling context-based features with-
out changing existing applications.

As figure 2 shows, the application 
controller consists of two parts: the 
rule script engine5,6 and the activa-
tor. The rule-based approach for 
ap plication control inference doesn’t 
incorporate mechanisms for handling 
uncertainty. To eliminate uncertainty, 
the framework uses producer-layer 
components—the context sources and 

context abstractors (see fi gure 2). This 
prevents sensor signal uncertainty from 
being transmitted up to the application 
controller (and thus to the user).

For example, the user can train a 
phone in free-form gestures by repeat-
ing the gestures two to three times. This 
is possible because the context abstrac-
tor can learn hidden Markov models 
from the accelerometers’ noisy gesture 
signals. If the user doesn’t repeat the 
gestures similarly enough when train-
ing them, however, the learned HMMs 
might be incomplete. When the user 
subsequently makes such a gesture, the 
producer layer components must reduce 
the effects of signal noise and gesture 
model incompleteness and produce a 
discrete classifi cation result. The appli-
cation controller then uses the result 
to make a discrete application action, 
such as opening a browser bookmark. 
In accelerometer-based, free-form ges-
ture control, the HMM recognition 
accuracy is excellent and researchers 
have used it successfully for such things 
as design environment control.7

Finally, the context framework lets 
users define multimodal control of 
their smart phones. The framework 
does this by simultaneously managing 
both implicit and explicit input events 

as contexts. Although the framework 
also lets users customize individual 
context sources, that functionality is 
beyond this discussion’s scope.

Prototype
To evaluate our rule-based, end-user 

customization approach, we developed 
a prototype consisting of the Context 
Studio (fi gure 1), the context frame-
work (fi gure 2), accelerometers, and the 
RFID tag reader/writer accessory (see 
fi gure 3b). We implemented the proto-
type for Symbian Series 60 devices and 
successfully tested it on fi ve different 
smart phone models.

To provide real context triggers 
for the interaction customization, we 
implemented several context sources. 
These provide context information such 
as accelerometer-based, freely trainable 
gestures and other movement abstrac-
tions, including orientation and activity 
level, pointing with RFID tags, cellular-
network-based location, time, Bluetooth 
devices, and several device platform 
events. These events include keyboard 
and display inputs; battery and network 
strength; charger status; profi le setting; 
foreground application activity; and 
keypad lock. Users can select from mul-
tiple values for each context type pro-
vided by the context sources.

We also implemented several appli-
cation action plug-ins to the activator. 
Among the application actions and sys-
tem events are functions such as call, 
messaging, camera, profi les, browser, 
display functions, keypad, and joystick. 
External device actions include the 
Nokia observation camera functions. 
We described context triggers and appli-
cation actions according to the vocabu-

Application layer
Server layer

Context
manager

Context source

Application 
or action

Customizer
(Context Studio)

Context
abstractor

Producer layer

Change
detector

Activator
Rule script

engine

Application controller

Figure 2. An overview of the extended 
context framework. Although 
applications can use the context 
manager directly, the application 
controller and customizer components 
let users add context awareness 
to existing applications without 
programming.
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lary model. In all, we implemented and 
made available for customization more 
than 100 triggers and actions.

Framework operation example
We’ll illustrate prototype functions 

using the following example. Let’s say 
that a user, Mary, uses Context Studio 
to create the simple active rule in fi gure 
1b: “If Gesture is Circle, then Application\Profi les 
should be Silent.” When the user presses 
Done in the user interface, Context Stu-
dio generates a CEP rule script and 
informs the activator of a new active 
rule (figure 2). Activator stores the 
new script and adds (subscribes) it to 
the rule script engine, making the rule 
functional.

When the user makes the Circle ges-
ture, the corresponding context source 
reads data from accelerometers and 
executes a recognition using the HMM 
representation of previously trained 
free-form gestures. Context source 
represents the recognition result as a 
context vocabulary instance. The con-
text source encodes that instance as a 
context object and adds it to the con-
text manager blackboard.

After the rule script engine receives 
the rule, it subscribes to the context 
manager so that it will be informed 
about rule-related gesture events. 
When the context manager sends a 
new gesture event, the rule script engine 
evaluates the rule. If the incoming event 
value matches the rule condition—in 
this case, Circle—the rule script engine 
indicates the activator, which changes 
Application\Profi les to Silent.

Rule-processing issues
We tested the prototype with about 

30 different rules. Even when mul-

tiple rules function simultaneously, we 
noticed no delays in the framework’s 
operation. When we defi ned multiple 
actions for the same trigger, rules exe-
cuted in the order of creation. If two 
rules confl icted—that is, used the same 
trigger to activate two or more contra-
dictory actions—actions were executed 
on the basis of rule creation order.

Although we considered automated 
confl ict prevention, this would decrease 
system fl exibility and increase com-
plexity because it requires defi ning all 
possible confl icting actions for each 
action. Another option is to let users 
select from a list of actions defi ned for 
the same trigger. This is infeasible for 
our purposes, however, because actions 
must be automatic once users defi ne the 
rules; system interruptions would dis-
turb the interaction. Finally, we could 
let users prioritize their rules. However, 
users would still have the responsibil-
ity to defi ne nonconfl icting rules and 
their execution order. We avoid possi-
ble deadlock situations by not allowing 
actions to function as triggers.

External-device control
When we built the prototype, our 

main goal was to study how users 
might customize emerging interaction 

modalities for smart phone applica-
tions. We also showed that the same 
approach can be applied in relation to 
external devices, demonstrating con-
trol of an observation camera with an 
short-message-service message com-
mand interface.

Typically, for the camera to take an 
image and return it to the phone, users 
must write an SMS message containing 
a command and send it to the camera. 
With our prototype, users can custom-
ize an RFID-tag-based action ExternalDe-
vice\ObservationCamera TakePicture. Then, when 
the user touches a trigger RFID tag with 
the tag reader, the activator sends a cor-
responding SMS message command to 
the camera. This streamlines the user 
interaction for controlling the observa-
tion camera.

For more general external-device 
control settings, smart phones can use 
the universal-plug-and-play (www.
upnp.org) framework to control devices 
such as home appliances. To enable this, 
users connect their home appliances 
as UPnP devices to the smart phone, 
which can then

• act as a UPnP control point and per-
form a service search for appropriate 
home appliance functions,

(a) (b) (c)

Figure 3. Pointing input. (a) After 
creating the rule, the device owner uses 
(b) a tag reader/writer to touch the RFID 
tag (the green chip) and call (c) the 
pictured person. The tag reader uses 
Bluetooth to connect to the phone.
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• use the UPnP protocol to receive avail-
able actions from the home appliances 
and execute commands to them, and

• use Bluetooth to establish an IP con-
nection to the UPnP server.

Although we didn’t demonstrate a 
UPnP extension with this prototype, 
we can extrapolate on the functional-

ity. With our context framework, the 
activator would connect to the phone’s 
UPnP control point interface to perform 
actions triggered by context events. Users 
could, for example, turn on a TV set by 
making a gesture with the phone.

Using customizable 
input modalities

Emerging input modalities offer 
additional ways of interacting with 
smart phones—that is, the interac-
tion becomes increasingly multimodal. 
In addition to basic keyboard input, 
existing, widely adopted input modali-
ties include speech, joystick, or touch-
sensitive displays. With our prototype, 
we experimented with pointing, free-
form gestures, and implicit control.

Pointing
With pointing, the device identi-

fi es and selects different objects in the 
environment and retrieves information 
from those objects using RFID or visual 
tags.8 As fi gure 3 shows, we applied a 
separate RFID tag reader/writer acces-
sory box for our prototype.

Customizable multimodal interac-
tion facilitates personalized and pos-
sibly more effi cient device interaction. 

Among the new modalities are short-
cuts or “soft keys” that decrease the 
click distance—the number of user 
operations that a task requires. To 
call a person, for instance, the average 
click distance is fi ve or more, depend-
ing on the phone model, keypad lock 
state, and the target person’s position 
in the user’s phonebook. When users 

make calls by touching an RFID tag, 
the click distance is one (assuming the 
tag is available, of course). Such easy 
operability might be particularly sig-
nifi cant for elderly people, for example, 
who could quickly contact relatives by 
touching the customized device to a 
picture containing a tag. With the tag 
read/write accessory, users can write 
RFID tags for any context and con-
nect them through Context Studio 
to any available action. In the future, 
mobile phone manufacturers are likely 
to increasingly embed RFID tag read-
ers directly into phones. Already, visual 
tag reader hardware (cameras) exist in 
many phone models, ready for point-
ing-based applications.

Free-form gestures
Users can also employ gestures to 

decrease click distance. Here, gestures 
refer to user hand movements that the 
phone reads using acceleration sensors. 
Because we use HMMs to model the 
acceleration-based gestures, users can 
train and use gestures of any form. They 
can also exchange gestures with other 
users or acquire gestures from third 
parties. People might use gestures as 
shortcuts for opening applications such 

as messaging, camera, and calendar, as 
well as to open bookmarks in a browser, 
send messages, play games, and so on. 
Users can also use gestures to easily con-
trol profi les and keypad lock.

Implicit control
Implicit interaction refers to the con-

trol mode when the user isn’t directly 
giving commands. A simple example is 
a rule such as, “If device orientation is 
display up and device is active, turn dis-
play light on.” The smart phone’s accel-
erometers can detect the phone’s activ-
ity and orientation. Another example is 
a rule stating, “When location is home 
and device charger is charging, save new 
images into the image album through 
a Bluetooth connection.” In this case, 
the network ID context source detects 
coarse location from the cellular net-
work ID codes, and the charger context 
source relays changes in charger status 
to the context manager.

Evaluation
To evaluate the usability of our rule-

based customization approach, we 
arranged a user test for 10 participants 
(none of whom worked in the mobile 
phone industry). Four participants were 
males and six were females. They tested 
the implemented prototype on the Series 
60 smart phone. During development, 
we tested the tool’s user interface with 
two iterations of paper prototypes and 
improved it accordingly.3 To design the 
user interface, we applied Jakob Nielsen 
and Robert Mack’s usability heuristics9 
and the Nokia Series 60 style guide. This 
testing during development was highly 
valuable because it reduced the need for 
corrections after implementation.

Our usability study’s main goals were 
to verify the feasibility of both the rule-
based customization approach and the 
tool’s user interface, and to gain feed-
back on the new interaction modali-
ties. The test consisted of fi ve scenarios. 

Emerging input modalities offer additional ways 

of interacting with smart phones—that is, the 

interaction becomes increasingly multimodal.
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After briefl y introducing the tool, we 
gave all fi ve scenarios to participants 
and asked them to use the tool accord-
ingly. We offered no further advice. 
As with the applications we described 
earlier, the scenarios only implicitly 
referred to rule making. The frame-
work’s context and action vocabular-
ies, transformed into a directory hier-
archy, consisted of over 100 instances 
that participants navigated to select the 
rules’ elements. We recorded a video of 
the tests, using a screen camera. We also 
encouraged participants to think aloud 
during the test, and recorded their com-
ments. After completing the tasks, the 
participants completed a questionnaire 
charting their opinions.

Because all participants completed all 
given tasks, we consider our approach 
effective. We also rated our results 
according to three other criteria: ease of 
learning, effi ciency, and satisfaction.

Ease of learning
Nine participants understood the 

idea of constructing context-action 
rules at the start of the fi rst task. One 
participant needed guidance in how to 
construct a rule in that task; four asked 
for either confirmation or correc-
tion concerning their understanding 
of the trigger and action concepts. 
After the fi rst task, all 10 completed 
the tasks without further advice on 
rule construction.

Effi ciency
Participants completed the tasks with 

no errors. However, the context trigger 
and action directories contained over 
100 elements that were unknown to 
users beforehand. So, they initially had 
to perform searches to fi nd the desired 
elements, and they occasionally asked 
us questions related to the directory 
structure. The navigation efficiency 
was the worst in scenario 3, where nine 
participants initially looked for the 

required trigger in the wrong folder. 
By comparison, only three partici-
pants used the Back key at some point 
during scenario 2, and only one used 
it in scenario 4. Although we iterated 
the vocabulary according to the user 
feedback from our two paper proto-
type tests, our results indicate that the 
vocabulary requires further additional 
work because it’s crucial for user inter-
face navigation effi ciency.

Satisfaction
In the written feedback, eight par-

ticipants said that they would benefi t 
from using the tool. When we asked 
the participants to rate the tool’s gen-
eral usability on a scale from 1 (worst) 
to 5 (best), the average was 3.7, with a 
standard deviation of 0.9.

We also collected user feedback on 
the interaction modalities. In three 
scenarios, the participants performed 
real interaction with the prototype 
after they’d used the tool to specify the 
rules. We asked the participants which 
test feature they liked the most. All 
answered, and two participants named 
two preferred features, for a total of 
12. Five participants mentioned ges-
ture control, three mentioned implicit 
interaction based on sensed contexts, 
and four liked using a phone to control 
external devices. No one mentioned 
RFID-tag-based pointing, which might 
be either because it currently requires 
the separate tag reader or because of 
the diffi culty in quickly perceiving the 
possibilities of a completely unknown 
interaction concept. In this sense, ges-
tures are advantageous because they’re 
innately natural to human commu-
nication. As for implicit control, the 
users had different opinions about the 
subjective contexts, such as Environment\
Sound\Intensity Loud. This suggests that we 
should either let users defi ne the subjec-
tive contexts, omit those contexts, or at 
least make the description of the sub-

jective context value’s meaning readily 
accessible.

Discussion and further work
An important challenge in end-user 

customization systems is to give users 
an experience of control. In other 
words, the actual system functionality 
should exactly match the functionality 
that the users want to create as a result 
of the customization process.

Existing approaches
As the “Related Work in End-User 

Customization” sidebar describes, 
among the proposed approaches to 
context-based customization is that 
of Anind Dey and his colleagues, who 
propose modeling contexts on the basis 
of examples.10 This is feasible when an 
example contains a single, user-identi-
fi ed context type. When an example 
contains multiple context types, this 
programming-by-demonstrat ion 
approach can lead to unintended func-
tionality if users can’t control which 
contexts are relevant for their intended 
actions. Khai Truong, Elaine Huang, 
and Gregory Abowd propose to pro-
vide users with a set of words that they 
can arrange for a description, which 
the system then translates into func-
tionality.11 Because the system’s set of 
parameters is different from the words 
available to the user, however, the user-
created descriptions can be ambiguous 
and don’t always result in the intended 
functionality.

Rule-based modeling
In our rule-based approach, users 

defi ne each rule’s condition and action 
individually and explicitly using type-
value pairs. As our evaluation results 
show, this approach yields satisfactory 
usability and user control. The test 
participants understood well the idea 
of defi ning device functionality with 
rules, and they all were able to create 
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the correct scenario functionality. Our 
success here hinged on an earlier obser-
vation: users prefer very simple rules in 
customization.3 We therefore defi ned a 
minimal rule structure, incorporating 
only the logical operator AND. When 
users start making rules, they assume 
AND as the default operator, even though 
it isn’t explicitly shown. The logical 
operator OR is available by creating par-
allel rules.

However, even simple rules don’t 
guarantee complete user control if the 

user is totally unfamiliar with a cer-
tain trigger’s function. The tool should 
therefore provide a more detailed expla-
nation about each trigger’s exact mean-
ing—as a Help function, for example, 
or a visualization. Furthermore, users 
might want to defi ne and name their 
own context triggers, such as locations 
or social situations based on Bluetooth 
devices, temperature abstractions, light 
levels, and so on. We plan to provide a 
GUI for personalizing specifi c context 
sources and letting users update the 

vocabularies at runtime. In the current 
prototype, users can train and name the 
gesture-type triggers, and name RFID 
tags by physically writing tags with the 
RFID tag read/write accessory. They 
can also update the vocabularies using 
a simple text editor.

Cost of learning
In end-user development,1 the gen-

eral goal is to achieve low learning 
cost while still offering users a range of 
customizable functionality. Our evalu-

B ill Schilit, Norman Adams, and Roy Want used the loca-

tion context of wireless active badge devices to activate 

reminders or to show the nearest printer.1 The environment’s 

infrastructure triggered these actions and tracked the location 

of the badges, which users carried. Peter Brown, John Bovey, 

and Xian Chen introduced Stick-e notes—virtual reminder tags 

activated by context information, such as location, people, or 

a share price.2 Developers confi gured the activation conditions 

for displaying the note and its text using a textual, SGML-based 

language. Albrecht Schmidt and his colleagues presented a pro-

totype system for abstracting contexts using sensors for accelera-

tion, touch, light, and so on.3 Their prototype used the abstracted 

contexts to adjust a phone’s profi le.

This early research concentrated on specifi c applications; it 

didn’t address the general problem of context-based end-user 

customization for mobile devices, where a scalable, easy-to-use 

GUI can connect any event or state to any action.

Recent research focuses on customizing using a large screen 

(such as a laptop PC) in a smart environment. Timothy Sohn 

and Anind Dey discuss an informal pen-based prototype tool 

for confi guring, in a PC environment, input devices that collect 

context information and output devices that support response.4 

Developers can combine inputs and outputs into rules and test 

them with the tool. As a future research topic, Sohn and Dey 

identify the need to give both designers and end users the ability 

to create and modify context-aware applications. In other work, 

Dey and his colleagues present a programming-by-demonstra-

tion approach for prototyping context-aware applications.5 They 

experimented with a prototype PC-based tool that lets users train 

and label context models, which can then be mapped to actions. 

The researchers defi ned context models as examples.

Khai Truong, Elaine Huang, and Gregory Abowd introduce an 

end-user application-programming approach involving auto-

mated capture and playback of home activities.6 Their system is 

based on a magnetic-poetry metaphor. The system’s PC-based 

user interface contains a set of predefi ned, domain-specifi c words 

that users can arrange to defi ne system functionality. To function, 

each user-defi ned application must include context information 

for time, duration, frequency, location, and people.

Unlike other research, our approach is mobile-device-centric, 

not infrastructure-centric. Our software framework, customiza-

tion tool, and sensors are located in a smart phone that tracks the 

environment, rather than having the environment track the smart 

phone. This approach lets users customize the mobile device and 

use it anywhere, independent of external infrastructure. Finally, 

unlike existing research, our approach offers real-time pattern 

recognition of freely user-trainable acceleration-based gestures in 

a mobile device. It also features an RFID tag read/write accessory. 

Both modalities are customizable to activate any available mobile-

device functions.
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ation confi rmed the tool’s low learning 
cost. As for functionality scope, our 
rule-based customization approach 
applies best to actions that operate 
using a single discrete command. We 
demonstrated several such applica-
tions, and users had dozens of actions 
available for customization. However, 
our approach isn’t well suited to cus-
tomization tasks involving continuous 
control tasks (such as moving a cursor) 
or extensive keyboard use (such as text 
input). Users can realize task sequences 
by creating multiple rules for the same 
trigger. Ultimately, however, we had to 
trade off customization scope to achieve 
high tool usability.

B ecause developers can use the 
context framework and our 
customization tool as a gen-
eral platform for connecting 

any abstracted, sensor-based event to 
application control, the system facili-
tates rapid development and evaluation 
of new sensor-based input modalities. 
Such emerging modalities, which users 
can customize to their preferences, 
potentially increase the effi ciency of 
human-computer interaction with 
smart phones. As interaction conver-
gence on a single device increases, so 
too will the number of different exter-
nal devices that a smart phone can con-
trol.

Our future work will include develop-
ing new input and output modalities for 
smart phone interaction and evaluating 
them through realistic use cases. Also, 
once more hardware copies are avail-
able, we plan to test the prototype’s use 
in people’s daily lives. 
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