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Foreword

In 1903, the Wright brothers made the first powered flight into the third dimension.
After the fulfillment of this ancient dream, predictions of longer, faster, and safer
flights were easy to make. Fundamental, practical breakthroughs, such as this first
powered flight, are momentous when achieved. But even more striking are the
unforeseen achievements that these breakthroughs enable and inspire. Few would
have predicted that humans would leave footprints on the surface of the moon only
66 years after the Wright brothers’ first flight.

The semiconductor industry touches nearly all parts of our lives and quietly
scales precision manufacturing to volumes unimaginable with other methods.
Wafers of nonvolatile memory (NVM) routinely are fabricated with trillions of
individual cells. Although challenging, this density of components was predictable
from the early days of Gordon Moore’s observations that the number of compo-
nents on a 2D integrated circuit would double every year, and later every 2 years
(“Moore’s Law”1). Harder to predict, in 1965, were the inventions of the internet,
smart phones, and autonomous vehicles. These are economically possible largely
because of Moore’s Law.

The doubling of components is slowing to every 2.5 years.2 But we have also
arrived at an unprecedented inflection point for Moore’s Law. Component density
can continue to increase by building into the third dimension. Other technologies
have already added an “extra” dimension. These include pressure-sensitive touch-
screens, video gesture capture, autonomous vehicle navigation, 3D printing, and
drones that maneuver throughout the sky.

Traditional 2D semiconductor processing obviously includes the third dimen-
sion. Material thicknesses are varied; devices are formed by multiple layers of

1G. Moore, “Cramming more components onto integrated circuits”, Electronics Magazine 19
pp. 24–27, (1965); Additional information at: http://www.computerhistory.org/semiconductor/
timeline/1965-Moore.html.
2Recently, Intel has stated that since the 22 nm process node two and a half years is the pace of
doubling of components per integrated circuit: http://www.cnet.com/news/keeping-up-with-
moores-law-proves-difficult-for-intel/.
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materials and shapes; and interlayer interconnects enable complex routing.
Furthermore, “FinFET”3 3D transistors have been shipping in microprocessors for
several years. However, the processing that is currently utilized for 3D (or “verti-
cal”) NAND flash is fundamentally different. 2D processes fabricate devices that
can be fully enumerated by viewing the x–y plane of the wafer from above.
However, 3D flash also fabricates devices that are enumerated in the z direction,
perpendicular to the plane of the wafer. Just as in 1965 when Gordon Moore
published his projections for the future of semiconductor fabrication, we cannot
foresee all of the benefits that scaling in this additional dimension will provide.

It would be shortsighted to dismiss 3D semiconductor processing as just an
incremental step in the progression of micro/nano-electronic fabrication. This new
dimension multiplies the number of elements that can be created with the same
number of photolithographic steps. As experience in manufacturing is gained, this
multiplier grows from dozens, to hundreds, and possibly beyond. Fabricating
devices in the third dimension provides a new degree of freedom for creativity in
designs, architectures, and layouts. It offers challenges to create breakthroughs in
testing, integration, power density, heat dissipation, and systems-on-chip. 3D
semiconductors can become a profitable platform for experimenting with interac-
tions between these fields to yield new economies of scale that do not yet exist.

3D upon 3D systems are being imagined in which a stack of varied devices can
replace a computer, and eventually a portion of a data center. What is not yet seen is
the new field of view these advances will clear so that we can envision what is
beyond them. Becoming efficient at building 3D flash is likely to be a critical step
on the path to creating what has not yet been imagined. It is often said that what
used to take a roomful of electronics now easily fits in our pockets. 3D processing
may allow us to make the same statement about a roomful of today’s technology. It
may also allow us to say that what once took a pocketful of components now fits in
a blood cell.

To accelerate the implementation and adoption of 3D systems, clear, practical
information is needed. Rino Micheloni’s new book provides a wealth of
hard-to-find information that can help push the industry forward. It can expand the
number of people who confidently take the first step into new manufacturing
possibilities. Just as the practical skills needed for creating powered flight were
learned in a bicycle shop, the practical skills for creating the next breakthroughs of
nano-electrical systems are being learned in 3D flash fabs. This large industry will
serve as an invaluable incubator from which future jobs, employees, and inventors
will grow.

University professors are encouraged to build on the information in this book
and make 3D complexity clear and understandable for the next generations of
graduates. 3D processing and design will likely move from the “future topics”
section of classes to core fundamentals of the engineering curriculum. Students will

3C.H. Lee et al., “Novel body tied FinFET cell array transistor DRAM with negative word line
operation for sub 60 nm technology and beyond”, VLSI Technical Digest, pp. 130–131, (2004).
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learn how to efficiently transport charge at the 3D nanoscale and perhaps have
routine undergraduate lab exercises on the manipulation of electron spin from one
layer to the next.

The important lessons learned by fabricating 3D flash in high volume will
provide insights for forming nanoscale “vertical” structures that can act as scaf-
folding for future manufacturing techniques. These scaffolds might support and
direct self-assembling structures or even biological growth. Such structures and
know-how may revolutionize power efficiency, health care, and system
miniaturization.

As cost and power efficiencies are realized, products with tremendous process-
ing, sensing, and data densities can be expected. These products may make it
possible to automate and optimize tasks from the critical to the mundane to the
joyous. Affordable weather forecasts for your precise location may become avail-
able. Autonomous transport will free up many human hours lost while driving,
enabling an increase in personal productivity. Ever more capable personal assistants
will provide custom coaching for your athletic performance, artistic expression, or
even social interactions.

This high density of processing, sensing, and data will enable early-adopters to
differentiate their products and services in new ways, creating profitable market
opportunities. As 3D processing becomes more commonplace, its techniques may
be applied to existing products to improve their utility, cost, and power con-
sumption. Optimal design, across all electronics, might need to be redefined. We are
likely to see old industries disrupted and new ones created.

Thanks to Rino and his many authors, contributors, supporters, editors, and staff
for creating an accessible source of difficult-to-obtain knowledge on 3D memory.
I believe your work will serve as a catalyst for accelerating advances in 3D wafer
fabrication. This, in turn, will accelerate advances in the many fields that depend on
semiconductor technology.

Plano, TX, USA Charles H. Sobey
2016 Chief Scientist at ChannelScience
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Preface

It is difficult to understate the impact of NAND flash memory in the last decade.
Although flash memory has existed for a few decades, the most recent generations
of NAND memory have enabled wholesale change in many aspects of our daily
lives. The digital music player revolution was greatly accelerated with a conversion
from miniature Hard Disk Drives (HDDs) to NAND flash memory, providing the
ability for customers to carry more than just the initial ground-breaking (at the time)
“1000 songs in your pocket”. Now we’re carrying movie collections, video pod-
casts, albums, video games, and home videos in that same pocket, due in large part
to advances made in NAND flash technology. Who would have guessed that a
major feature for today’s smart phone buyer would be the amount of local storage
(i.e., NAND flash) maintained in the phone?

In addition to the huge advances enabled by NAND flash in consumer devices, a
similar dynamic is emerging in the systems that power the internet. The intro-
duction of NAND flash (and SSDs) to storage architectures has completely dis-
rupted the existing storage giants, causing many of them to acquire start-ups versus
building their own systems that can capitalize on the performance benefits of
NAND-based SSDs over traditional HDDs. Entire racks of HDDs are being
replaced by a single instance of an all-flash-array, and end customers are finding
themselves paying less in total cost of ownership. The presence of NAND flash, as
well as other next-generation nonvolatile memories, in future storage architectures
is also driving an entirely new cycle of innovation in software and hardware design,
creating a Storage Renaissance of sorts.

To put it simply, NAND flash continues to disrupt our world, and it doesn’t appear
to be slowing down. 3D NAND is the next enabler of continued advancement and
disruption, and this book provides an excellent foundation for anyone interested in the
technology, where the technology is heading next, and its impact on the industry.

Derek D. Dicker
Vice President and Performance

Storage BU Manager, Microsemi Corporation

xi
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Introduction

NAND Flash Memories: 3D or 5D?

Flash memory has been a disruptive technology from its industrial inception in the
early ’90s. Believe it or not, innovation is still ongoing after more than 25 years.

At the beginning it was NOR flash and Intel was the key player. NOR didn’t ask
for Error Correction Code (ECC), but programming parallelism was pretty low
because programming was based on Channel Hot Electron (CHE), which is known
to be extremely power consuming. Later Toshiba introduced a new type of flash,
called NAND, where cells are organized like n-MOS transistors in a NAND logic
gate. In the NOR architecture, two memory cells share a bitline contact; in a NAND
matrix there is only one bitline contact every NAND string, which is usually made
of 64 or 128 cells. Therefore, the NAND array is natively smaller than NOR and,
because of the lower number of contacts in the array, technology shrink is also
easier. Indeed, NAND has replaced DRAM in driving the process technology race
and today we are talking about feature sizes down to 14–15 nm.4 The other major
difference with respect to NOR is the usage of Fowler–Nordheim tunneling for
programming; because of its negligible power consumption, tunneling allows
programming 16, 32, or 64 kB at the same time. Think about the importance of
programming speed when you are taking a picture with your digital camera!

Thanks to its storage density, NAND has changed our lives. USB keys have
replaced floppy disks and flash cards (SD, eMMC) record our pictures and movies
instead of analog films.

In both applications, storage density is the enablement factor. Flash vendors
have spent billions and billions of dollars to shrink the technology in order to make
NAND a consumer product. In the first years of the twenty-first century, a third
NAND dimension was introduced to foster this memory density race even further:

4S. Lee et al., “A 128 Gb 2b/cell NAND Flash Memory in 14 nm Technology with tprog = 640 μs
and 800 Mb/s I/O Rate”, 2016 IEEE International Solid-State Circuits Conference (ISSCC), Dig.
Tech. Papers, pp. 138–139, San Francisco, USA, Feb. 2016.

xix
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multilevel storage. In practice, each single physical cell can contain more than one
bit of information. SLC is the acronym used for 1 bit per cell, MLC is used for
2 bits per cell, while TLC refers to cells able to store 3 digital bits. QLC, i.e., 4 bits
in the same cell, might also become a reality relatively soon.5

But again, this was not enough for a market increasingly hungry for storage
density. To be more specific, cellular phones, and later on smart phones, came into
the game with very severe space constraints; their unbelievable selling volumes
forced the market to find another storage dimension (the fourth one): multi-die
stacking. In other words, several pieces of silicon are stacked inside a single
physical package, one on top of each other. Nowadays, after years of development,
assembly technologies and design solutions allow mass production of 8-die stacks.
The combination of a 8-die stack with a sub-20 nm 128 Gb (MLC) puts 1 Tb of
NAND memory in a single 14 mm × 18 mm footprint. Not happy enough, most
of the flash vendors are also engineering a 16-die stacking, allowing 2 Tb NAND in
a single package!

NAND R&D and NAND fabs are extremely expensive and suppliers are always
looking for new applications. In the last 4–5 years Solid State Drives (SSDs) have
emerged as the new killer applications for flash: first in the consumer space (mainly
driven by Apple products) but now expanding to enterprise applications as well
(more details in Chap. 1). SSDs fueled a new wave of innovations. In 2013, at the
Flash Memory Summit conference in the Silicon Valley, Samsung announced the
first 3D-based commercial product, after 10 years of research and development.
What is 3D in this case? Basically, multiple layers (up to 48, as we speak6) of
memory cells are grown within the same piece of silicon. This is actually the fifth
storage dimension in the history of flash.

3D is a brand new technology, not only because of its multi-layer architecture,
but also because it is based on a new type of NAND memory cell. So far, NAND
has always been based on “floating gate”, where the information is stored by
injecting electrons in a piece of polysilicon completely surrounded by oxide (this is
why it is called floating gate). On the contrary, most of 3D memories are based on
“charge trap” cells. Actually, this is not a brand new type of cell: several memory
vendors developed this technology in the past, because they thought it could be
more scalable than floating gate, even with planar layout. History tells us that they
never succeeded because charge trap cells had poor reliability. Now, with 3D
NAND, charge trap has a new chance. Certainly, a lot of work has been done on the
materials side, but there are still a lot of uncertainties and question marks.

5S. Ohshima, “Advances in 3D Memory: High Density Storage for Hyperscale, Cloud
Applications, and Beyond”, Keynote 5, Flash Memory Summit, Santa Clara (CA), USA, Aug.
2015.
6D. Kang et al., “256 Gb 3b/cell V-NAND Flash Memory with 48 Stacked WL Layers”, 2016
IEEE International Solid-State Circuits Conference (ISSCC), Dig. Tech. Papers, pp. 130–131, San
Francisco, USA, Feb. 2016.
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Don’t rush. Floating gate is not dead. At least one flash supplier, Micron, is
working on it.7 At the end of the day, floating gate has been developed and
manufactured for decades; at least for the first few 3D generations, all the
know-how developed over time might be of help, especially considering that, ini-
tially, most of the effort needs to be spent on the vertical integration itself.

Chapter 2 covers both charge trap and floating gate technologies, including a
comparison between the two technologies in terms of both reliability and
scalability.

There is a plethora of different materials and vertical architectures out there. This
book walks the reader through this new 3D journey. New cells, new materials, new
vertical architectures; basically, each vendor has its own unique solution. Chapter 3
(3D Stacked NAND), Chap. 4 (BiCS and P-BiCS), Chap. 5 (3D Floating Gate),
Chap. 6 (3D VG NAND), and Chap. 7 (3D Advanced Architectures) offer a wide
overview of how 3D can materialize. Visualizing 3D structures can be a challenge
for the human brain. This is why all these chapters contain a lot of bird’s-eye views
and cross sections along the three axes.

During the opening keynote of the Intel Developer Forum (IDF) 2015 in San
Francisco, Intel announced that it will be soon shipping SSDs based on its new 3D
Xpoint memory, co-developed with Micron. Intel has claimed that 3D Xpoint is
much faster and more reliable than the existing flash storage. As we speak, there are
no public details about this memory cell, but Intel disclosed that it is based on a
crosspoint architecture. Chapter 8 presents an overview of Resistive Random
Access Memory (RRAM) crosspoint arrays, from memory cells to selectors, from
reliability to the challenges of 3D integration.

Not to forget, 3D can be combined with the other storage dimensions mentioned
in the first part of this introduction, i.e., multilevel storage and die stacking. Chapter
9 deals with all the most recent innovations in the packaging technology, including
Through Silicon Vias (TSV).

From the early days, NAND flash has strongly leveraged ECC techniques to
improve reliability. Starting from BCH, Chap. 10 describes the evolution towards
the most recent commercial solutions, which are based on Low Density Parity
Check (LDPC) codes. Indeed, among the codes that can be effectively integrated on
a small piece of silicon, LDPC is definitely the one that gets closer to the Shannon
limit.

Looking forward, the combination of TLC/QLC with several 3D layers might
require higher correction capabilities. Chapter 11 provides an insightful overview
on some of the most recent advancements in the field: asymmetric algebraic codes
and non-binary LDPC codes.

Last but not least, Chap. 12 is centered on the implications of 3D flash memories
from a system perspective. In this chapter, 3D NAND is combined with other

7T. Tanaka et al., “A 768 Gb 3b/cell 3D-Floating-Gate NAND Flash Memory”, 2016 IEEE
International Solid-State Circuits Conference (ISSCC), Dig. Tech. Papers, pp. 142–143, San
Francisco, USA, Feb. 2016.
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memories for next generation hybrid SSDs. In addition, workload optimized
techniques to improve SSD’s write performances are introduced.

Is 14 nm the last step for planar cells? How many generations of 3D are pos-
sible? Can 3D go down to cell’s feature sizes below 20 nm? Can 100 layers be
integrated within the same piece of silicon? Is QLC possible with 3D? Will 3D be
reliable enough for enterprise and datacenter applications? These are some of the
questions that this book tries to answer. Enjoy!

Rino Micheloni

xxii Introduction
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Chapter 1
The Business of NAND

Rahul N. Advani

1.1 Memory Industry Transformation

The evolution of the memory industry in the last decade has been nothing short of
transformational arguably some of the largest changes the industry has seen in its
entire history. Since the focus of this book is NAND Flash, we will examine the
dramatic changes in (1) the vendor landscape, (2) the fundamental technology used
to create the NAND memory cell, and (3) changes in usages in different segments
which have made SSDs the critical growth product in NAND. Let us examine all
these changes in a little more detail.

1.1.1 NAND and Memory Vendor Landscape Consolidation

There are many factors underlying the dramatic consolidation in the memory
vendor landscape. Let us first examine the extent of the change and some secular
patterns in that regard. Figure 1.1 shows that in a short span of seven years we went
from 95 % of the memory industry bits coming from nine vendors in 2008 to only
five vendors today. And the consolidation is likely to continue amongst NAND and
Hard Disk Drive (HDD) vendors who feel the pressure of declining markets to
collaborate and/or acquire NAND technology and supply. So, the question to be
asked is: what are the factors causing these significant changes in the industry?

1. The scale of memory fabrication facilities and the investment required in
equipment has now made the cost of entry in the several billions of US dollars
for a new state-of-the-art fabrication facility needed to compete in volume

R.N. Advani (&)
Performance Storage BU, Microsemi Corporation, Aliso Viejo, USA
e-mail: rahul.advani@microsemi.com

© Springer Science+Business Media Dordrecht 2016
R. Micheloni (ed.), 3D Flash Memories, DOI 10.1007/978-94-017-7512-0_1
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memories. Moreover, this investment would need to be repeated every gener-
ation to remain competitive. Thus, a limited number of vendors are capable of
this scale of continual investment to upgrade fabrication facilities and suc-
cessfully hire and retain the top memory technical and business experts.

2. Market dynamics of down cycles for a commodity memory market have also
played their part in the demise of large vendors like Qimonda, Elpida, Numonyx
and a number of smaller vendors. This is an almost unavoidable part of an
industry where investments in technology and fabrication facilities have to be
made three to four years before volumes are expected. This causes significant
challenges in predicting demand and supply correctly and thus ushers frequent
short-term excesses and shortages. In the downturns, the vendors without the
financial strength or the exposure to higher margin segments find it hard to sustain
profitability, and often end up selling their assets to larger well-funded players.

3. Supporting controller and firmware technology has increasingly become
required for a NAND vendor to be competitive. Thus, not only is leadership a
requirement for the raw NAND products, but also in controller and firmware
technology for today’s SSD’s with SATA, SAS, and PCIe interfaces, and in
mobile handsets and tablets with eMMC and eMMC-like products. Removable
cards and USB’s use comparatively simpler controllers and firmware and are
also becoming a smaller part of the overall NAND bits consumed.

4. Most industry experts now predict that hard drives will be increasingly replaced
by NAND-based products, as NAND costs drop every generation. One can see
examples of applications that inherently require moderate densities converting to
NAND, e.g. MP3 players with 8–64 GB which have almost completely

Fig. 1.1 Consolidation of the memory vendor industry. In a short 6 year span the memory vendor
landscape has consolidated to 5 large vendors who provide over 95 % of the memory bits. “Group
total” is defined as only those companies on the page, although others may exist. Micron includes
NAND sold to Intel from IM Flash and Elpida revenue prior to merger included. Samsung and
Toshiba include total memory revenue as reported. Source Micron, micron.com, 2014 winter
analyst conference

2 R.N. Advani
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transitioned to NAND (note that besides cost, NAND provides the added
benefits of increased reliability, ruggedness and battery life). Mobile handsets
have gone in the same direction and are entirely NAND based. Going forward,
applications requiring lower capacities (256 GB and lower in 2016, and
increasing at approximately 50 % every 18 months for the decade after) will be
likely replaced by NAND-based solutions. This recognition is going to cause the
hard drive and SSD industry players to collaborate and converge through
acquisitions, mergers, joint ventures and technology sharing agreements.
Relationships like this would, in principle, bring drive manufacturing and test
expertise from the HDD vendors and access to low cost/bit memory supply from
the NAND vendors. Thus, one can predict increasing collaborations and alli-
ances between hard drive and NAND industry in the near future.

1.1.2 NAND Technology Transitions

The significant memory technology transition of this decade can be argued to be the
pervasive movement in volume NAND from two dimensional (2D—scaling in x and
y dimension every node using advanced photolithography equipment) to three
dimensional (3D—scaling in the z dimension with the NAND cell becoming vertical
and numbers of layers being added with advanced etching equipment). The 3D
vertical memory requires the scaling of the layers from the 32 and 48 layers today to
64 layers and higher over the next few years. Process technology scaling in 2D was
already getting prohibitively expensive and technically challenging every successive
node. Yet, vendors continued to feel the pressure to provide further cost/bit reductions
to compete effectively with HDD’s and thus have transitioned to 3D NAND products
which helps them achieve lower cost structures longer term.

The ongoing transition to 3D NAND requires significant monetary investment in
large-scale fabrication facilities (fabs) with a different equipment set. Figure 1.2
shows the one time significant increase in capital expenditure (CapEx) for the first
generation of 3D, which is expected to be in the billions of dollars (note: the same
level of investment is not expected for future 3D NAND generations as some of the
equipment would be re-used, like it had been for years in the 2D scaling era).
Additionally, there is also the expected learning curve costs for NAND manufacturers
who will be working with this new technology in production volumes. This is likely
to depress yields initially and increase cost/bit for the first generation 3D NAND
products. Finally, initial transition costs will also be higher for downstream makers of
SSD’s, embedded products like eMMC, and other products, as new technical chal-
lenges, tradeoff’s and failure modes will have to be accommodated increasing
development costs. The promise of 3D NAND is though that these are one time
transition costs and that by the second generation of 3D NAND the cost/bit will be
lower than what 2D NAND could have provided. In terms of vendor dynamics,
Samsung has introduced production 3D NAND generations since 2014 and it can be

1 The Business of NAND 3

Micron Ex. 1008, p. 20 
Micron v. YMTC 
IPR2025-00119



expected to be slightly ahead in the learning curve than other NAND vendors cur-
rently introducing production 3D NAND products. This advantage will have a near
term impact, but is expected to be short lived.

1.1.3 NAND Usage Model Changes

The last element of the significant changes in the NAND ecosystem is in the
segments themselves that use NAND. The applications that have driven NAND bit
usage have been changing over time in terms of units and capacity/unit growth.
Figure 1.3 shows some of the market usage changes over the last few years.

NAND Cost of Transition
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Fig. 1.2 One time significant
increase in capital
expenditures for the first
generation of 3D NAND
which would require more
and complex etchers over the
leading photo-lithographic
equipment required for the 2D
NAND nodes. Source
Micron, micron.com, 2014
winter analyst conference

Fig. 1.3 The dramatic rise of SSD in the last few years as NAND costs decline. The change
though has strengthened the Intel based x86 ecosystem in driving NAND roadmap directions as
much as mobile handset/tablet ARM ecosystem had in the past (Intel eco-system as defined by
Intel, laptop and server vendors downstream using their processors, and the software vendors
aligning with x86 architecture)
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• Growth of Client SSD’s. The growth of SSD’s in laptop PC’s over the last few
years has been both in the percentage of laptops adopting SSD’s (attach rate)
and the higher capacity SSD’s used as the prices of NAND decline. The impact
of growth of client SSD’s is larger than just which application NAND is used in.
The controller makers, SSD makers and customer base using client SSD’s
(mostly Intel X-86 based) are often significantly different from the mobile
ecosystem players (ARM-based) whose influence on roadmaps has been
impacted. Some have argued that client SSD’s have now become the critical
outlet market for NAND in oversupply situations (rather than the raw NAND
market which used to play a similar role when smaller 3rd party card and USB
makers consumed a higher % of the NAND bits in comparison to a few years
ago).

• Growing Enterprise SSD’s. This is a complex space where a number of inter-
faces like SAS, SATA and PCIe are being used today. We will explore this
segment in detail in the next section due to its (1) technical and business
complexity and its (2) potential to be a leading user of NAND bits within the
next five years, and thus a critical driver for NAND component roadmaps.

• Decline of removable form factors like Flash cards and USB, in terms of the
percentage of industry NAND bits utilized. Improving network access, higher
capacities available in clients and the growth of cloud storage is further reducing
the need for memory cards and USB’s.

As segment specific as these changes seem, they have and will continue to have
profound impacts on NAND component strategy and roadmaps (capacities, segment
focus, and the organizations to support). At the product level, players with controller
and firmware competencies applicable to end products like SSD’s and eMMC will be
well positioned. The key change in usage models that impact NAND is SSD’s and
the complex Enterprise SSD space. Let us investigate that in more detail in Sect. 1.2.

1.2 Solid State Drives

1.2.1 Enterprise SSD’s

The Enterprise SSD market (Fig. 1.4) is one of the most interesting segments in the
NAND landscape for multiple reasons. The previous section showed that the tra-
ditional NAND markets in cards, USB, and mobile are only declining or growing
modestly, while the enterprise SSD and client SSD segment have grown rapidly and
are expected to continue to do so in the next few years. The reason for this is the
inherent growing need for storage and performance in enterprise applications and
storage, the reduction of cost/GB of SSD’s, and the increasing movement of client
data to the cloud. Secondly, from a NAND component perspective, enterprise SSD
capacity requirements are well aligned with the higher monolithic capacities of 3D
NAND, already at 256 Gb and growing every generation. This means that 4 TB and
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8 TB SSD’s will be possible and available soon in standard 2.5″ form factors.
Lastly, the enterprise SSD market drives requirements that have the most to gain
from the increased performance and features available in 3D NAND; for example,
3D NAND is capable of achieving 533 MT/s and above with greater than 8 die
stacks due to lower parasitic load capacitance, as opposed to 266 and 333 MT/s
being the norm for 8 high stacks with 2D NAND. Additional NAND features like
program suspend, higher endurance, multi-plane operation and others which are
suitable in enterprise SSD applications.

In enterprise, it is also important to understand the memory hierarchy tiers to see
how the use of SSD’s are better meeting the overall application requirements at the
lowest cost. Figure 1.5 shows a classic memory hierarchy where different tech-
nologies play today—volatile DRAM which is the fastest external memory is the
first tier after the processor, followed by the emergent persistent tier of NVRAM
and NVDIMM solutions (discussed in Sect. 1.4). The SSD tiers after that offer
performance and power advantages, over the lowest cost/bit hard drives.

For SSD’s, even with its higher initial purchase cost, adoption has grown rapidly
in enterprise for the last decade due to (1) higher performance of the order of 100–
1000× better than HDD’s, (2) significantly better reliability due to no moving parts
(HDD’s have been one of the highest failure rate elements in datacenter) and
(3) significantly lower power, which is a major component of operational costs in
datacenters. All these factors leading to SSD’s having a lower overall total cost of
ownership for a growing number of applications and explaining the high adoption
rates. Today, enterprise SSD usage has even reached a level of maturity where there
is active tiering of data between different types of SSD’s (the term ‘hot’ and ‘cold’
data is often used). The highest performance tier today is performance-optimized
PCIe SSD’s, followed by cost-optimized tiers using SAS and SATA SSD’s, and
finally followed by the ubiquitous and lowest cost/bit HDD’s for greater capacity.

Fig. 1.4 Enterprise SSD usually classified in terms of an endurance metric and application space
they target (RFPD—Random Fills Per Day for 3 or 5 years for cloud and enterprise usages is
typically warrantied). The traditional classification for enterprise SSD’s have yielded three distinct
SSD drive specifications: “Read Intensive” at 1–3 RFPD, “Mixed Workload” at 5–10 RFPD, and
“Write Intensive” at 20+ RFPD
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The balance today is towards greater spending for SSD’s at the expense of HDD’s.
This is not a strict distinction and can be most often seen in larger scale cloud
storage implementations with the resources to invest in data and software opti-
mizations, and enterprise by vertically optimizing hardware to specific application
software (e.g. database applications, server virtualization).

The next level in enterprise SSD’s worth noting is the changes in the segmen-
tation between the three most common storage interfaces—SAS, SATA, and PCIe.
The SAS interface has been the most established in enterprise with continued
support and strong adoption coming from the enterprise storage space and scale up
storage SAN implementations. SAS hard drives have enterprise features (e.g. dual
port, end-end data protection, scalability) as well as an established ecosystem of
host-based and interconnect technologies that are considered to have
enterprise-grade reliability, making the adoption of SAS SSD’s easier and thus
historically the interface of choice for larger storage implementations. PCIe SSD’s
are ramping the fastest due to the following reasons:

• They provide the highest performance and lowest latency;
• The growth of server based storage implementations where cloud vendors prefer

the direct connect PCIe interface already available in servers;
• Manufacturing efficiencies and lower costs by adopting client form factors like

2.5 in. drives or M.2 form factor;
• The growing PCIe enterprise ecosystem of technologies required for scale up

enterprise implementations.

DRAM
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(Next generation

memory)

Performance
Optimized SSD (PCIe)

Capacity Optimized SSDs
(SAS, SATA)

Capacity Optimized HDDs

Key Metrics

$/GB Read/Write Endurance

$3-6
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1e18
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NAND
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100μs/
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Fig. 1.5 Traditional memory hierarchy shows the multiple levels of memory being used between
DRAM and hard drives (HDD). Multiple tiers of SSD’s with persistent memory and NAND
technologies have changed datacenter architectures and economics
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SATA based SSD’s have most often been used because of cost and have been
leveraging the high volume and manufacturing efficiency of client SSD’s, some-
times at the expense of enterprise reliability features due to the use of client SSD
controllers and technologies. This space is expected to decline as shown in Fig. 1.6,
where lower end and client based PCIe offer the same cost advantages and higher
performance than SATA.

Cloud Storage With the advent of cloud storage, server based storage is
growing rapidly at the expense of traditional large centralized storage
implementations using SAN (Storage Area Network), NAS (Network Area
Storage) or DAS (Direct Attached external Storage) boxes. This trend is also
being adopted by enterprise IT and server attached storage is expected to
comprise greater than 80 % of all storage within a decade (Source: Wikibon
Server SAN Research Project 2015). With the architectural parallelism to
address reliability and the strong need for lower costs due to cloud business
models, cloud vendors initially led the ramp of lower cost SATA based SSD’s
inside cloud datacenters, and are now taking the lead in the growth of PCIe
SSD’s the same way (with quicker infrastructure aligned qualifications, high
volumes, and focus on cost effectiveness using standard form factors for
manufacturing efficiencies). The larger cloud based vendors are thus driving
not only datacenter architectures, but also component level products such as
SSD’s.

Fig. 1.6 Enterprise SSD growth by interface. One can see the dramatic rise in PCIe as the
interface of choice, over the next few years. Most of this would be initially enterprise server
attached and growing in enterprise storage applications as PCIe switches and enterprise features
mature. Source IDC, worldwide solid state drive forecast, 2015–2019, May 2015: IDC #256038
and SSD market perspectives, Sept 2015
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With that historical context of enterprise SSD’s and the cloud storage trend in
mind, one can now see the growing attractiveness of standards based NVM Express
(NVMe) PCIe SSD’s, which are available from multiple vendors ensuring second
sources for production systems. PCIe SSD’s are now widely deployed in servers
that leverage the PCIe bus which was originally a peripheral bus, but now is also
being used to provide direct storage connectivity. In fact, the SSD use case has
driven the evolution of the current NVMe protocol, which focused on optimizing
access to NAND while minimizing historical storage protocol overhead. There is
now strong support for NVMe PCIe SSD’s from Intel architecture, component
providers, established SSD providers, NAND vendors, and test equipment provi-
ders. The full benefits and attraction of PCIe based storage SSD’s can now be
realized, including:

• Highest performance and lowest latency over both SATA and SAS. High-end
PCIe SSD’s can provide greater than one million I/O’s per second read and
latencies in the *10’s μs.

• Leveraging client volume economics, since PCIe is popular for client SSD’s too.
This is reflected even in the form factor preference where enterprise is gravi-
tating towards the form factors used in client like 2.5 in. drives and M.2 for
manufacturing efficiencies.

• Growing ecosystem support for PCIe storage (i.e. components like PCIe
switches) and investments in NVMf (NVMe over fabric) and technologies
allowing larger-scale deployments.

The performance advantages of PCIe SSD’s combined with the trend of the
pendulum swinging towards server-based storage from traditional DAS, SAN and
NAS storage implementations, indicates the trend towards standards-based PCIe
NVMe emerging as the leading SSD interface in enterprise over the next few years.
The following Table 1.1 provides a real world performance comparison of SSD’s
with different interfaces used in enterprise.

Recent announcements from the Intel-Micron joint venture about a new material
based 3D crosspoint technology is worth a mention. It is a technology expected to
have higher performance and endurance than even a PCIe NAND-based SSD, and
capable of replacing part of DRAM usage too. But, with the very limited infor-
mation that has been publically divulged—the price points, usage models and long
term success of this technology is not clear. The reader can find more details about
crosspoint memory arrays in Chap. 8.

Table 1.1 Comparison of performance between different interfaces for enterprise SSD shows that
PCIe SSD’s significantly outperforms on both performance and latency

SATA SSD (6 GB/s) SAS SSD (12G) PCIe GEN3 (X8)

Sequential read (MB/s) *500 *1000 >4000

Random write (4k IOPS) 30–90k *100k 200–300k

Latency Good Good Best

Endurance Same (dictated by NAND choice and controller ECC)
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1.2.2 Build-Your-Own (BYO) and Custom SSD’s

As the title depicts, Build-Your-Own (BYO) SSD is a model where a large SSD
consumer decides to make the SSD versus buying an off the shelf standard SSD.
This model is relatively recent in the enterprise market, but is gaining popularity at
the largest consumers of SSD’s. While this model is emerging in enterprise, one can
see that it has existed in a different form for many years in the client segment where
multiple large (‘Tier 1’) PC laptop manufacturers used this model to optimize
SATA SSD’s. This resulted in the significant growth of client SSD manufacturers in
Taiwan and China in particular using firmware, NAND type, and form factor
differentiation. The motivations for creating one’s own BYO SSD are (Fig. 1.7):

• NAND cost advantages: leveraging the arbitrage between raw NAND and SSD
prices. This difference was larger in the past, and even with the narrowing of this
gap today to 30–50 %, there is yet a significant cost savings for BYO SSD’s.
This advantage can be further enhanced with tailoring over provisioning to the
application need, discussed in Sect. 1.2.2.1.

• Operational advantages: this is achieved by streamlining the SSD development
and deployment cycles to align more closely with other platform transitions and
deployments, and by optimizing the SSD’s feature set and behavior to what the
operator cares about the most. In addition, since the SSD operator is more
intimate with the implementation and architecture of the SSD, BYO gives them
an operational advantage when it comes to supporting and improving the pro-
duct post deployment.

• Time-To-Market (TTM) advantages: this is achieved in two ways. (1) Joint
qualifications can start earlier with the custom BYO SSD’s reducing the final

Build-Your-Own
(BYO) SSDs

Application
Optimization

SSD Usage
Models

(RFPD)

Cloud
Scale

EconomicsAligned
Power/Perf-
ormance

Power

Validation

Fig. 1.7 Pictorial summary
of the areas where
customizations and
optimizations are made in
BYO SSD’s to give it an
advantage over Standard
SSD’s
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qualification timeline and allowing a faster volume production ramp. (2) Accelerating
development and qualification by accepting a limited feature set acceptable. End user,
who is well aware of the workload needs and failure modes, are in a good position to
make the best tradeoff’s.

• Technical advantages: this is arguably one of the largest areas of advantages of
the BYO model. As seen in Fig. 1.8, there are many ‘platform knobs’ one can
tweak, like picking the power/performance envelope, leveraging low cost
NAND, optimizing DRAM density and host interface to get the lowest cost SSD
tuned to the specific application needs. Having granular control of the firmware
also allows for close integration with the higher levels of host software. For the
largest cloud implementations, one can also see the Flash Translation Layer
(FTL) migrating from the SSD to being integrated with the host itself
(Host-based FTL) to give the host and application granular control of the NAND
(including data wear leveling, the timing of garbage collection, etc.). One could
argue that BYO SSD’s are no different an approach than has been used for over
a decade by the largest cloud vendors for custom servers to reduce server costs
by architecting a minimum viable option from themselves, rather than buying a
full-featured branded server.

By using a flexible controller architecture and firmware modifications, vendors
can support disparate requirements spanning from the lowest cost/performance cold
storage to the high-performance SSD’s for database applications. Let us examine
these BYO modifications in the context of the three most common SSD metrics.

Fig. 1.8 Number of platform tradeoff’s (Knobs) that one can optimize to get SSD’s with different
characteristics leveraging the same controller. Examples of knobs are changes in firmware, power
envelope, DRAM density, flash density and configuration (greater number of die’s allows higher
parallel performance in principle), flash type (SLC, MLC, TLC), and host interface that aligns to
the architecture
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1.2.2.1 Endurance

The program-erase (PE) cycles is the main metric for endurance and varies between
different NAND types: industry norm is

• SLC (i.e. 1 bit/cell) at 10k Program/Erase (PE) cycles and higher;
• MLC (i.e. 2 bit/cell) at 3k PE cycles, and;
• TLC (i.e. 3 bit/cell) typically with less than 1K PE cycles.

For more details about SLC/MLC/TLC storage, please refer to Chap. 3.
Using these different types of NAND has thus been the basis of higher Random

Fills Per Day (RFPD) implementations of SSD’s, as was defined for enterprise in
Fig. 1.4. Many vendors today use the same controller and SLC NAND for
write-intensive SSD’s, enterprise-grade MLC NAND for mixed read/write work-
loads, and consumer-grade MLC or even TLC for read-intensive SSD’s. There is a
considerable gap between NAND types of SLC, MLC and TLC in pricing,
sometimes greater than 5× in cost/bit between SLC and TLC, which makes the
choice of NAND one of the key ones for an SSD in terms of cost, performance, and
endurance required.

Over-Provisioning (OP) is an extra portion of Flash storage added to the SSD
and made available to the Flash controller to perform various memory management
functions. In essence, OP helps during garbage collection and spreads out Flash
Program and Erase operations to different NAND blocks to increase SSD’s
endurance. The most common OP in the industry is 28 %+ in enterprise SSD’s and
7 % in client SSD’s which are less performance and endurance sensitive. The OP
numbers are designed to provide the required storage capacity to the user (e.g. in
enterprise applications, 1024 GB of NAND with 28 % over provisioning result in
800 GB of user data space, while in the client space 512 GB of NAND with 7 %
overprovisioning is equivalent to an SSD of 480 GB user data). Yet, the 28 and
7 % are arbitrary choices, and in a BYO implementation you can vary towards
greater or lower overprovisioning by knowing the workload needs, e.g. endurance,
sequential versus random performance, read to write ratios, etc.

1.2.2.2 Performance/Power Envelope

The characteristics of NAND performance vary significantly between SLC, MLC,
and TLC. Once the application performance level is determined, a BYO or
Custom SSD can arguably pick lower performance cost effective MLC or
TLC NAND, and compensate with a controller with a greater number of Flash
channels (please refer to Chap. 10 for more details) to obtain similar performance
levels. The tradeoff of greater Flash channels sometimes requires a larger controller
and thus increased power, which would then have to be managed to meet the
standard power envelopes of SSD’s (e.g. 9, 12, 25 W). Thus, an example of a
BYO SSD would use (1) a cheaper NAND (MLC instead of SLC, TLC instead of
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MLC), (2) greater number of channels for performance, (3) a strong ECC engine for
endurance extension and (4) the lowest OP to meet the application performance and
endurance requirements.

Power: total SSD power is dominated by the NAND itself, controller and
sometimes DRAM (if used extensively in high-performance enterprise SSD’s).
NAND power is a function of the speed of the NAND being used (say 333 MT/s
vs. 400 MT/s), how many Flash channels are used (1, 4, 8, 16, 32 channel con-
trollers are available today), type of NAND and its programming model, and how
many die are active at any time. Firmware is capable of automatically throttling in
times when the system or SSD temperature rises beyond system temperature
specifications, although this causes uneven performance/user experience and is thus
not preferred. The better approach is to understand the power/performance envelope
and system-level temperature constraints when designing a BYO SSD (optimized to
the application needs with NAND type, speed, die that are active, power islanding,
eliminating un-needed features, program and erase times, and use of controller and
NAND optimizations).

1.2.2.3 Cost of NAND Flash

Total cost of multi terabyte enterprise BYO or Custom SSD’s are yet dominated by
NAND costs (which can be 80 % or higher of the total SSD cost). Thus, one can
see that picking the right NAND is probably the most important decision from a
cost perspective (e.g. using MLC instead of SLC, or using TLC instead of MLC).
From the business perspective, having the right vendor relationships, supply chain
and manufacturing efficiencies is critical to the success of the BYO model. There is
an argument that supporting various NAND types from different vendors helps
create competition and reduce cost (similar to using multiple vendor sources when
buying any type of memory), and that involves additional development costs, but is
viable only when volumes are significant.

The last factor to consider is technology leadership in introducing new nodes
with lower cost structures. Amongst NAND vendors there are differences between
focus on introducing nodes early versus focus on the most aggressive die sizes,
even if introduced a quarter or two later. There are also differences in yield when
ramping a new NAND technology node which often are dependent on choices in
technology like using a floating gate or charge trap based Flash memory cell. Thus,
understanding the differences between the vendors in terms of technology prefer-
ences, historical ramp rates and motivations is key to aligning NAND vendors with
end customers.

The example of Fig. 1.9 assumes a 2 TB Enterprise SSD, controller with a
higher number of Flash channels and stronger ECC that allows the use of lower

1 The Business of NAND 13

Micron Ex. 1008, p. 30 
Micron v. YMTC 
IPR2025-00119



cost NAND. Savings can be as much as 25–40 % for just the initial hardware cost
(not including the additional operational and technical integration advantages).

1.2.3 Economics of SSD Controllers

Throughout the previous section, we have alluded to the importance of using
controllers with a flexible architecture to create customized BYO SSD’s or the
spectrum of read to write intensive SSD products (product lines) using the same
controller. Let us first examine the economics behind SSD controllers and firmware
stack.

1. Controller development costs in the latest PCI Gen 3 and SAS 12G generations
have risen substantially and are now typically in the range of several tens of
millions of dollars for the initial silicon development alone, after which several
revisions are often required to fix bugs adding cost, risk and schedule delays.
Schedule delays in this industry are very costly since a particular SSD product
line usually aligns with the lowest cost NAND available for a targeted time-
frame, and that in turn governs architectural choices like ECC strength, DRAM
interface, etc. Thus, if a controller has a revision, it would take an additional 6–
9 months and cause the SSD to perhaps be misaligned to the lowest cost NAND
node that lasts only 12–15 months. This exquisite and narrow planning win-
dows can be avoided with a flexible controller architecture capable of supporting
multiple NAND process technology nodes and DRAM interfaces.

2. The personnel skillset required for high-speed design and specific protocol
optimizations (PCIe, SAS or NVMe) are differentiated and not easy to hire and
retain. In fact, firmware is not just used for algorithms and to address bugs found

Standard SSD BYO SSD

MLC NAND TLC NAND

28%  over 

provisioning

15% over 

provisioning

8 Flash channel 

controller

16 Flash channel 

controller

Standard ECC 

(40-60 bit/1K)

Strong ECC  

(100b+/1K, LDPC)

Fig. 1.9 Practical example comparing a 2 TB BYO SSD with a standard SSD
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in the silicon, but increasingly to optimize solutions for different usage models
in the industry.

3. Firmware and configuration optimizations often cost a fraction of the silicon
development. Besides, there are often customer specific optimizations which
encourage architectural consistency in order to re-use the firmware work for
many products over multiple generations; in fact, if one writes customer specific
firmware to align to the higher management layers in a customer’s infrastruc-
ture, there is a natural proclivity to keep that consistent across the product line
and for new generations of SSD’s being developed.

4. Product validation costs can also be substantial and cycle times long for en-
terprise SSDs. Thus, time-to-market solutions prefer to leverage previous work
like test scripts which are often written and built upon over the years with a
certain architecture in mind. Thus, a consistent controller architecture and
firmware stack helps re-use test and manufacturing infrastructure reducing cost
and improving product introduction timelines.

The key flexible controller silicon (high level) design points include (1) number
of Flash channels, (2) DRAM interface, (3) enterprise features supported, (4) power
islanding to turn off features and parts not required for a specific implementation,
(5) strong ECC that allows to support multiple Flash generations, (6) flexibility in
supporting protocol and special commands in NAND. Besides the higher level
design points mentioned above, some granular examples of what SSD controller
designers have to comprehend in their designs.

• Protocol communication between Flash devices: not only does NAND from
different vendors differ (ONFI and Toggle protocols), but sometimes even
between products of an individual NAND vendors offerings. Examples are
changing from five to six bytes of addressing, or adding prefix commands to
normal commands. Having the architecture that allows the protocol to be done
by firmware allows the flexibility to adapt to these changes. Additionally,
having a firmware-defined protocol allows Flash vendors to design-in special
access and command abilities.

• Flash has different rules for order of programming and reading: a flexible
controller and firmware optimizations can adapt to variable rules and use dif-
ferent variations of newer Flash generations that might not have been available
while developing the controller silicon. Having both the low-level protocol
handling as well as control of the programming and reading in firmware, allows
for flexible solutions able to use many types of Flash.

• Fine-tuning algorithms/product differentiation: moving up to the higher level
algorithms, like garbage collection and wear leveling, there are many intricacies
in Flash. Being able to control a wide range of low level functions up to the
algorithms in firmware, allows for fine-tuning of higher level algorithms to work
best with the different types of Flash and application requirements. This takes
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advantage of the differences Flash vendors put into their product so they can be
best leveraged for diverse applications with a single set of controllers.

1.2.4 Client SSD’s

Client SSD’s have a different market dynamic, which is governed more by cost and
alignment with using the lowest cost NAND components. The controller technol-
ogy involved, while not trivial, is more readily and cost effectively available from
multiple vendors. The endurance and performance requirements being modest in
comparison to enterprise SSD’s, some of the key to success and differentiators in
the client SSD area are summarized below.

• NAND component technology cost effectiveness, especially with respect to the
use of the latest generation TLC, which is being increasingly adopted for client
SSD’s (and possibly QLC, i.e. 4 bit/cell in the future). Related to that is how
quickly a vendor can introduce qualified client SSD products based on the latest
NAND node, after the raw NAND components become available.

• Controllers and firmware, which have been one of the key factors governing the
success of vendors with significant market share. Although some client SSD
controller suppliers provide production worthy firmware along with the con-
troller (called the ‘turnkey firmware’ model), which allows SSD vendors to be
able to introduce products without investing in extensive firmware teams.

• Flexibility on features and hardware form factors, which is arguably the main
reason why smaller vendors, who do not manufacture NAND, have succeeded
in the market. Many of the tier 2 players in the industry offer this flexibility as a
value as tier 1’s often don’t like to fragment their offerings.

The client SSD space at this point is dominated by products from the NAND
vendors themselves since they have access to NAND at fabrication cost, and one
can expect that to continue with the 3D NAND transition using 3D NAND.

1.3 NAND Component Technology Evolution: The 3D
NAND Transition

With this context and background on memory vendors and growth of SSD’s, let us
now discuss the main topic of this book: 3D NAND Flash memories. The dis-
cussion about NAND component technology scaling can be understood in terms of
two important criteria, (1) the need to lower cost/bit to continue growing the NAND
percentage of total storage (often at the expense of HDD’s), and (2) limitations of
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2D technology in endurance and performance that led to the exploration of 3D
NAND as the future for this technology. Figure 1.10 shows the evolution of scaling
for various CMOS semiconductor technologies. It’s clear that after 30 nm, scaling
has slowed down due to the technical complexity of scaling, and the equipment sets
getting prohibitively expensive every generation. For NAND, in 2D NAND, we
were getting to the point that the sheer number of electrons that define a state (a ‘1’
or a ‘0’) had become in single digits, especially for TLC which needs 8 states. This
was impacting endurance, performance and increasing ECC requirements every
generation.

The other question that can reasonably be asked is regarding the pace of scaling
as a vendor: why not be satisfied with the slower pace of scaling and focus on
profitability? The reason lies in the reality that NAND is yet a small a percentage of
the storage bits worldwide, whereas HDD’s dominate the total number of bits
shipped every year (Fig. 1.11). There have been many articles written on the
demise of HDD’s with the coming of increasingly cost-effective NAND solutions.
The evidence shows the narrowing cost/bit difference between NAND and HDD’s
over the last few years, but is that enough? One could argue that this trend should
examined segment by segment.

Fig. 1.10 Long term semiconductor node shrinks have clearly slowed down below 30 nm (in
2008). Most industry experts believe that the 3D scaling approach will continue to allow NAND to
scale for the next decade and will be an approach increasingly used in other semiconductor
memories
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1. Client and consumer applications: increasingly have reached the tipping point
where the useful/typical capacities for the device are within reach of NAND-based
solutions having attractive comparative costs to existing HDD solutions.

a. MP3 players are the earliest example. Starting in 2007–2008, the MP3
segment switched almost entirely to NAND in a short period of time when
the typical capacities of 30–60 GB could be cost effectively served using
NAND (there are additional advantages of power, reliability, ruggedness,
size and weight which cause NAND to be preferred).

b. Digital still camera and other consumer applications using Flash cards. Here
the combination of the performance, replacement ease of cards to increase
capacity, size and weight have moved even the highest end professional
camera’s towards NAND based solutions.

c. PC’s (laptops and desktops). This is the largest part of the client market and have
traditionally used hard drives. SSD adoption in laptops has grown over the last few
years and consumer SSD’s today routinely use TLC NAND and are often sold for
less than $100. Current estimates show greater than 20 % of laptops already use
SSD’s and one can see that as NAND cost approaches $0.1/GB in 2018–19,
almost half of laptops will have SSD’s rather than HDD’s (as 512 GB SSD’s are
often sufficient within a laptop, with backup’s over the network or cloud). Some
would argue that the non-NANDBOM costs should be added to the cost of SSD’s
when comparing to HDD’s, but there are also aspects such as power, performance
and reliability which are pushing PC’s towards the adoption of SSD’s.

Fig. 1.11 Estimate of overall and enterprise SSD’s versus HDD’s. Graph shows the significant
room for growth for NAND. Source Mark Webb, MK Ventures, 2015
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2. Mobile handsets: is the largest segments in terms of NAND bits used. Typical
densities of 8–128 GB are easily met with NAND cost effectively. Size, weight,

1 The Business of NAND 19

Micron Ex. 1008, p. 36 
Micron v. YMTC 
IPR2025-00119



and battery life have also encouraged vendors towards NAND usage typically in
the form of eMMC and custom embedded products. Flash cards are sometimes
used in emerging markets to increase capacities. This segment is entirely NAND
based for storage already.

3. Enterprise and cloud datacenters: is where the largest growth rates of NAND
usage is predicted in the next few years. The memory hierarchy displayed in
Fig. 1.5 shows that SSD’s, which have come in at a performance tier in
enterprise applications, are now beginning to expand to the capacity tier. Hard
dives will continue be driven towards higher capacities as larger bulk storage.
As higher monolithic densities are introduced in successive 3D NAND gener-
ations, one can predict there will be a split in the requirements for NAND
component technologies for lower performance and higher capacity applications
(in comparison to typical NAND specs, even lower performance NAND will be
100’s of times faster than HDD’s in performance) versus lower density but
performance oriented applications. More on this in the next section.

While this author does not believe that HDD will be completely replaced, the
technical superiority of NAND-based solutions in power, performance, and relia-
bility will have significant impact on reducing the number of HDD’s in many
application segments and continue to force HDD’s towards higher capacities.

1.3.1 3D NAND Component Technology

The previous section showed scaling slowing for 2D NAND nodes and being unable
to meet the inexorable push for cost reductions required to grow the NAND market.
The promise of 3D scaling is that 32–48–64 layer (and beyond) products are expected
to continue scaling for several generations at the same rate as past 2D nodes did in
cost per bit. The other reason is technical specifications degradation in the final 2D
nodes had become significant enough to encourage the 3D NAND transition which
inherently starts with better endurance and performance characteristics.

3D cost and price positioning. In 3D NAND, the Gb/mm2 is significantly higher,
but the comparison is more complex than that. Since in 3D NAND the focus is on
scaling the NAND cell vertically, the vendors have rolled back the process tech-
nology node several generations to reduce the risk. The meaning of that, from a
specification (and price) perspective, is that vendors are positioning TLC in 3D
NAND as equal to MLC in 2D NAND. This is very fortuitous as it is almost
necessary to sell 3D TLC at 2D MLC prices, to overcome the lower yields expected
in the initial volume ramp of a new vertical 3D NAND based technology. There are
also likely differences between the cost of 32 layer floating gate (ONFI vendors)
and 48 layer charge trap (Toggle vendors) products announced by different vendors
in terms of initial manufacturing efficiency. An individual vendor’s pace of tran-
sition to 3D is dependent on the following aspects.
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• Comparison with the cost structure of the last 2D NAND products. If a vendor’s
die sizes and cost structures were higher than their competitors in the last 2D
node products, they would feel greater pressure to ramp their 3D products
quickly.

• How quickly the yield curve comes up for 3D NAND products versus the
mature yields of the previous 2D products (the yield curve norm in the industry
over the years has been 80–85 % yield for mass production parts). This means
that some vendors will have to wait for their 2nd generation 3D products to
achieve cost effective 3D products (see Fig. 1.12).

• The emerging 3D TLC being able to reach the technical specifications of the last
2D MLC nodes—thus achieving around 2–3k PE cycles for 3D TLC and 5–10k
PE cycles for the enterprise variant in high volume will be important.

• Wafer cost between the 32 Layer (ONFI vendors) and 48 Layer (Toggle ven-
dors) products announced. Manufacturing costs are expected to scale with
higher number of layers.

• Floating gate versus charge trap, some industry experts expect there will be
manufacturing yield differences initially between different 3D NAND products.

Technical specifications. There has been natural degradation of performance and
endurance specifications in 2D NAND over the generations due to smaller memory
cell geometries and fewer number of electrons that can be stored in those memory
cells. MLC nodes, which used to be capable of 10k PE (Program/Erase) cycles are
typically specified at 3k PE cycles or lower currently. Most recent 2D TLC products
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Fig. 1.12 The bars show the cost/bit declining in 2D NAND. Moving to 3D NAND the
expectation is a temporary increase in the first generation in cost/bit as vendors address the issues
of the new technology and get yields up to similar levels as 2D NAND. Variance between vendors
in cost/bit is in the 15–30 % range demonstrating differences between the leading and lagging
vendors (assuming constant yield)
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are specified at just a few hundred PE cycles. Thus the key metrics that declined
over the generations are:

• Reliability (PE cycles) decreasing;
• BER (bit error rate) increasing;
• ECC requirements increasing (discussed in greater depth in Chap. 10).

As pointed out earlier, for wafer cost/bit equivalency reasons, NAND vendors
have to make the characteristics of 3D TLC comparable to those of the last 2D
MLC (e.g. specifications like 3k program endurance cycles, higher speeds than
400 MT/s, program and erase times). While this may seem like a simple goal,
getting there with high yields, using new equipment sets, and an entirely new 3D
technology is likely to prove challenging. Thus, one can also expect uneven pro-
duction ramps between the different vendors taking multiple years to be consistent
across the industry.

Quad level cell (QLC, 4 bit/cell). If 3D TLC will be similar to 2D TLC, there is
the question of what replaces 2D TLC. After the initial hesitation, 2D TLC has
successfully created market acceptance for a few 100 PE cycles, especially in
mobile and client SSD products. There are multiple announced efforts in the
industry by NAND vendors to create QLC products (quad level cell, 4 bit/cell with
16 states) in 3D NAND. With 3D NAND TLC and QLC coming, it is not hard to
imagine monolithic die densities 4–8 times greater than the 128 Gb monolithic die
densities today. Additionally, one needs to keep in mind that SSD controllers have
strong built-in ECC, because of the stringent requirements from the last few gen-
erations of 2D NAND. State of the art controllers today support ECC levels of 40–
100 bit/1 kB (BCH) and LDPC (Low Density Parity Check), which has increas-
ingly been built into newer controllers. A number of these controllers will exist for a
long time and with the unknowns of failure modes to be expected in 3D NAND,
there is continued momentum towards keeping ECC in controllers strong. This will
help create a number of controllers with ECC capable to support 3D QLC products
and the power/performance to create products with cost structures that continue to
effectively compete with hard drives.

1.3.2 3D NAND Output Dominated by TLC

The net effect of the 3D NAND ramp is that TLC, which is a smaller part of the
industry bits today, will be the dominant product for all the vendors over the next
few years. Figure 1.13 shows how TLC is expected to become more than 50 % of
the industry bits by 2017 and continue to grow. One can expect that it will take until
2017 before all vendors have cost-effective 3D NAND TLC products in high
volume production (the industry crossover to 3D NAND is formally defined by
greater than 50 % of the shipping bits having transitioned to it). The notable
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exception to this is Samsung, who has already introduced multiple generations of
3D NAND products in volume production.

There are some issues that this 3D NAND transition creates:

• There are a number of lower end markets who do not need 256 Gb (32 GB) or
greater as the minimum density for their applications (embedded, low end
mobile phones, cost sensitive removable NAND products);

• There is also a class of applications (DRAM backup, caching) that boosts
performances by using multiple lower individual monolithic dice in parallel
rather than few large capacity parts.

These factors will either force the NAND vendors to continue supporting low
density 2D NAND products longer or introduce less cost effective and lower
monolithic density 3D products.

1.3.3 Floating Gate Versus Charge Trap

Finally, in terms of NAND components, an interesting technology battle to watch is
the use of either Floating Gate (FG) or Charge Trap (CT) technology for the
fundamental NAND memory cell (Fig. 1.14). While most of the NAND vendors
have chosen Charge trap, a notable exception is Micron/Intel joint venture, whose
choice is Floating gate based NAND cell technology in their 3D NAND products.
There is one set of industry process technology experts who argue that Floating
Gate is a well-known technology with well understood failure modes that have
been known and addressed for multiple generations. They further argue that floating
gate will have initial manufacturing and yield advantages. The other set of experts
argue that Charge Trap is fundamentally more scalable as one moves to subsequent

Fig. 1.13 The industry average of the TLC bits is expected to rise with the 3D transition.
Individual vendors like Sandisk and Samsung have been the leaders, Toshiba around industry
average, and Micron and Hynix are expected to be ramping TLC output in the near future
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generations of 3D NAND products. While a clear answer may not be clear today in
terms of which technology has longer term potential, one expects it will be evident
by the end of the decade.

1.3.4 Packaging Innovation: TSV NAND

While most of this section has been about NAND components transitioning to 3D
NAND, there is another area of innovation that often goes overlooked: packaging
technologies. There are several technologies in this area, which are summarized
below.

Interface chips that separate NAND generational requirements and provide a
simpler high-level consistent interface like eMMC products, SmartNAND from
Toshiba, ClearNAND from Micron, or other custom interface products in leading
high end mobile products. There are some indicators from vendors at technical
conferences that these may also be brought to raw NAND products to improve
signal integrity for higher performance products. These products would be con-
structed with standard BGA and MCP packages, but have an additional logic chip
which might be used (1) to reduce IO power and capacitance, (2) perform ECC,
(3) handle higher level functions like garbage collection and other Flash NAND
management routines, thus providing a simpler higher level interface for the main
application processor.

TSV (Through-Silicon Via) for higher density applications. Traditional multi-die
packages have individual die’s attached at the edge to the substrate, making the
total connection lengths several millimeters. TSVs are like steel girders inside a tall
building as shown in Fig. 1.15: this reduces the length of the connection by about
10×. The advantages of the lower connection lengths are:

Fig. 1.14 Shows the two different memory cell types being used by different vendors. Samsung,
Toshiba/Sandisk, and Hynix are using charge trap (left), while Intel/Micron has chosen to use
floating gate (right). Note This figure is the same as Fig. 2.7 where there is a deeper technology
analysis of both FG and CT
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• Performance—higher speeds can be supported since capacitance is reduced,
thus improving Signal Integrity (SI). A real world example is the support of
higher than 533 MT/s with 16 die stack packages and trace lengths of greater
than 3 inches, which is hard to support with traditional packaging.

• Lower power—I/O voltage supply (VCCQ) can be reduced from 1.8 to 1.2 V,
while VCC of the NAND core can move from 3.3 to 1.8 V. Toshiba and
PMC-Sierra showcased TSV NAND at Flash Memory Summit 2015, demon-
strating >50 % reduction in NAND power. The downside of TSV NAND
packaging is the additional die size and cost associated with this technology. Yet,
in higher die stack packages (with 4, 8, or 16 dies in a package) the advantages in
power, signal integrity and performance make it an attractive option.

Since many SSD vendors use 1, 2, 4, 8, 16 die stacked packages to create
different capacity SSD’s, the successful introduction of these packaging technolo-
gies will require consistency between standard packaging and TSV based products
from a controller point of view, so that SSD manufacturers can interchangeably use
Interface chip/TSV or regularly packaged raw NAND.

1.4 New Memory Technologies on the Horizon

If one takes a broader view of the challenges in the memory area, arguably one of
the most important one is the limited scaling of DRAM in comparison to NAND
(note that DRAM and NAND continue to dominate the landscape of memories,
making up more than 90 % of memory revenue). Most believe that all the near term
issues of 3D NAND will eventually be resolved or absorbed by Flash controllers

Fig. 1.15 Toshiba through silicon via (TSV) based die. This was introduced and demonstrated along
with PMC Sierra at flash memory summit in August 2015. Source of diagram: Toshiba, http://toshiba.
semicon-storage.com/ap-en/company/news/news-topics/2015/08/memory-20150806-1.html
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adjusting to the nuances of the new 3D NAND. Industry experts widely believe that
we are entering a decade where NAND has a clear direction with 3D scaling. There
is not as clear a direction for DRAM scaling. Figure 1.16 shows the emerging
differences between current and projected NAND and DRAM scaling.

3D scaling is harder to do in higher speed and performance DRAM component
technology. DRAM is thus looking at options that include relaxing the specification
to get to higher monolithic densities with current CMOS technologies to an earlier
introduction of DDR5. The latter seems to emerging as the industry direction.

In systems that use DRAM DIMM’s (Dual In-Line Memory) on a separate
board, there are other approaches like Load Reduced DIMM (LR-DIMM), which
architecturally are similar to the interface chip described in Sect. 1.3.4. The inter-
face buffer chip here provides the high speed interface to the host processor on one
side and connects to DRAM components on the other. Thus, one does get higher
bandwidth performance, but pays in terms of the additional latency and cost of
using the LR buffer chip. But DIMM’s only address a part of DRAM usage, and
there are many cases (like SSD’s) that use DRAM components and thus need the
actual component die to scale.

Looking at new memory material technologies, there are two lenses to view
them from (Fig. 1.17). There is the industry focus on investigating DRAM
replacement with opportunities to invest in materials that offer the promise of being
non-volatile with either (1) a lower cost/bit than DRAM or (2) significantly better
performances (read/write/erase performances and features like byte level address-
ing) than NAND. The second area of investment is popularly referred to as Storage
Class Memories (32 Gb and higher monolithic densities with performance between
DRAM and NAND). Let’s take a look at the three leading contenders.

MRAM (Magnetoresistive Random-Access Memory). This has been one of the
promising material technologies that offers read/write speeds that are close enough
to DRAM to be interesting as DRAM replacement. MRAM production parts until
recently have been at a significantly lower density than DRAM (less than 1 Gb) and

Fig. 1.16 A significant gap
in scaling is emerging
between mainstream densities
of DRAM and NAND. There
are some DRAM products
based on TSV technology, but
they tend to be niche high end
products
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have also used as an embedded DRAM in ASICs. The next major milestone in this
space are (1) monolithic densities in the multi Gb range using process technology
nodes similar to DRAM, and (2) involvement of the Tier 1 memory vendors who
arguably would bring the lower cost economics required for mass adoption.

PCRAM (Phase Change RAM). Some of the PCRAM products can be intro-
duced both as a DRAM replacement and as a Storage class memory within high
performance SSD products. The products are slated for broader introduction in the
coming years and the technology is expected to have a cost structure between
DRAM and 3D NAND. The aspects to monitor for PCRAM based products will be
(1) how the memory vendors price and position this technology, (2) how many
large Tier 1 vendors will be selling these solutions by the end of the decade, and
(3) how deeply some of the leading enterprise server and storage architecture
leaders integrate the technology into their systems.

ReRAM (Resistive RAM). There are a number of efforts in the industry investi-
gating resistive memories including smaller startups and larger vendors, but this
technology is mostly at the test chips stage for larger Gb monolithic densities. Mass
production may take a few years to arrive. The draw of using this effect for memories is
that as charge based technologies become more challenging in counting fewer and
fewer electrons which make a ‘1’ or a ‘0’; the resistive effect may be scalable longer
term as the industry continues to feel pressure to reduce cost/bit. In this space, besides
monitoring the progress of test chips, one should also keep an eye on progress of 1TnR
(n meaning multiple) where multiple memory cells require only one transistor, which

Fig. 1.17 Next generation memory technologies classified in terms of read/write timings ratios
and latency. One can see MRAM as close to DRAM and PCM in a range that could drive both
DRAM replacement and storage class memory usages
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will be required to scale cost effectively to Gb level monolithic die densities required to
compete with mainstream DRAM and NAND.

There are also a number of other related and different technologies vying to solve
the problems or take advantage of the opportunities in the industry. The author’s
belief is that there is no single technology that will meet all the needs and it will
take a combination of new materials technologies, packaging advancements, and
system and architectural innovations that will be the long-term answer.

1.5 What Do We Look for in the Next 5 Years?

The technology industry changes too fast for analysis like this to be more than a
good snapshot of current status. Thus, as the industry transitions to 3D NAND over
the next few years, some of the key markers to watch are reported below.

• Memory vendor landscape. Question: is there further consolidation in memory
vendors in the next few years as laggards continue to get acquired by leaders of
the memory or hard drive industry?

• 3D NAND leadership. Question: which vendors will take the lead in the 3D
NAND generation in ramping production volumes and what will be the response
from the other NAND vendors?

• Percentage of industry bits that will be 3D in 2017. Question: will the industry
have transitioned to 3D NAND (as defined by 50 % of the industry bits being
3D NAND) in 2017 or 2018? When will 50 % of the wafers be 3D NAND
based?

• Memory cell technology. Question: will there be convergence to either Charge
Trap or Floating Gate technology by the second or third generation of 3D
NAND products?

• NAND cell economics. Question: when will QLC (4 bits/cell) be introduced to
the market, and what will be the specifications of that in comparison to 2D TLC
today?

• Enterprise SSD’s. Question: who will be the leaders in PCIe SSD’s (client and
enterprise) longer term? Will the BYO SSD model become pervasive with large
cloud operators?

• 3D X-point memories. Question: how broadly accepted will 3D X-point from
Intel/Micron be in a few years? How deeply will Intel integrate the use of this
memory in their server architecture?

• New Materials for memory. Question: which next generation memory material
will be successful longer term? Will this success be broad based or in niche
applications? Will MRAM be able to ramp multi Gb products cost effectively?
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Chapter 2
Reliability of 3D NAND Flash Memories

A. Grossi, C. Zambelli and P. Olivo

2.1 Introduction

Reliability represents one of the major antagonist towards the unstoppable tech-
nological evolution of hyperscaled NAND memories, since the correct operations
must be assured throughout the entire lifetime. In particular, the ability of keeping
unaltered the stored information even after a consistent number of write operations
and for long times must be guaranteed.

A growth of the memory devices storage capacity without increasing the area
occupation is constantly requested by the market: in order to satisfy such require-
ments, an increase of the memory density and of cell shrinking is mandatory.
Nowadays, the transition from planar to three-dimensional architectures appears as
the most viable solution for the integration of non-volatile memory cells in Tera-bit
arrays. Charge Trap (CT) NAND memory cells are considered as one of the most
promising technology for 3D integration because of a better scalability than
Floating Gate (FG) NAND. Despite the high theoretical potentialities demonstrated
by CT memories, several reliability issues affect such technology. Moreover, the
transition from 2D to 3D changed the impact of the previously known reliability
issues and generated new problems. Recently, in order to overcome such problems,
new 3D vertical FG type NAND cell arrays have been proposed with promising
performances.
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In this chapter the main reliability mechanisms affecting 3D NAND memories
will be addressed, providing a comparison between 3D FG and 3D CT devices in
terms of reliability and expected performances. Starting from an analysis of basic
reliability issues related to both physical and architectural aspects affecting NAND
memories, the specific physical mechanisms impacting the reliability of 2D
CT NAND will be addressed. Then, a review of the main problems experimentally
observed in different 3D CT cell concepts is reported. Finally, 3D FG memory
concept is briefly introduced in order to understand the related reliability implica-
tions, and a comparison between 3D CT and 3D FG arrays is provided in terms of
reliability and expected performances.

2.2 NAND Flash Reliability

During its lifetime a NAND Flash module undergoes a large number of
Program/Erase (P/E) cycles. Every cycle involves very high electric fields applied to
the tunnel oxide. The reliability of the entire memory requires that the tunnel oxide is
able to correctly operate under stress conditions. It is obvious that huge efforts are to
be spent to determine the right process for the tunnel oxide creation (in terms of
thickness, material, growth, defectivity, interface, …) and the most effective algo-
rithms in order to achieve a successful and reliable NAND technology.

In this section we will analyze the basic physical mechanisms related to the
tunnel oxide, which affect both memory endurance and data retention. “Endurance”
of a memory module is defined as the minimum number of P/E cycles that the
module can withstand before leading to a failure. “Retention” is the ability of
storing the information over time even when the external power supply is not
applied. The tunnel oxide, which is a thin oxide, may be also responsible for other
effects, such as erratic bits and over-programming, which might induce read errors.

2.2.1 Endurance

In NAND flash cells, program and erase operations rely on charge transport through
thin oxides; this is accomplished via Fowler-Nordheim (FN) tunneling into/from a
storage layer, which can be either a polysilicon FG [1] or an interfacial trapping
layer in CT technology [2, 3]. Electron tunneling is responsible for a slow, but
continuous, oxide wear out because of traps creation and interfacial damages; as a
result, there might be charge trapping/detrapping into the tunneling oxide or
undesired charge flowing into/from the storage layer.

As the number of P/E cycles increases, the above mentioned effects strongly
impact writing operations. For instance, electron trapping reduces the tunneling
efficiency so that, under constant voltage and time conditions, the charge injected
into/from the storage layer decreases cycle after cycle.
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To counteract “endurance” effects, all writing algorithms are based on a
sequence of program/erase pulses, each one followed by a verify operation. This
sequence proceeds until the expected amount of charge is correctly transferred
into/from the storage layer. As the number of P/E cycles increases, the program-
ming time is expected to reduce, whereas the erase time is expected to grow.

Without these write and verify algorithms (Chap. 3) it would be impossible to
control the actual amount of charge transferred into/from the storage layer and
Multi Level Cell (MLC) architectures would not exist [4].

Even if endurance is controlled by sophisticated (but slow and power consum-
ing) algorithms, traps creation, charge trapping/detrapping, and interface damages
still degrade the tunnel oxide. As a result, it gets really problematic to retain the
stored information for extremely long times, which, at the end of the day, is a basic
requirement of the non-volatile paradigm.

2.2.2 Data Retention

As mentioned in the previous section, the ability of keeping the stored information
unaltered for a long time, i.e. the charge trapped into the storage layer, is mandatory
for non-volatile memories. However, even with no bias applied, electron after
electron, charge loss can lead to a read failure: a programmed cell can be read as
erased if its threshold voltage (VT) shifts below 0 V in case of Single-Level-Cell
(SLC), or towards a lower threshold level with respect to the initial threshold
voltage in case of MLC programming [5].

The higher the number of P/E cycles the worse the retention is, as it can be
appreciated in Fig. 2.1, which shows how the cumulative VT distributions of MLC
programmed cells changes over time. Charge loss from the storage layer moves the
VT distributions towards lower values: the rigid shift of the cumulative VT distri-
butions is related to the oxide degradation and traps generation at the interface
between storage layer and tunnel layer. These traps may be responsible for charge
loss from the storage layer towards the silicon substrate. In fact, an empty trap,
suitably positioned within the oxide, can activate Trap Assisted Tunneling
(TAT) mechanisms characterized by a significantly higher tunnel probability with

Fig. 2.1 Threshold voltage shifts induced by retention
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respect to a triangular barrier unmodified by the trap presence. Moreover, an
electron trapped inside the oxide during writing operations may be detrapped later
on, when the cell is read or even when the cell is not addressed. As a result, the
empty trap may enhance the TAT phenomenon (assuming a positive charged trap)
and, in addition, it can increase the electron field at the storage layer-tunnel oxide
interface, thus raising the probability of electron tunneling. It is clear that these
mechanisms are strongly related to the oxide degradation and, therefore, data
retention gets shorter with the number of applied writing pulses. In the MLC case,
the cells programmed at higher VT are more prone to data retention issues.

2.2.3 Erratic Bits and Over-Programming

The Fowler-Nordheim (FN) tunneling mechanism for writing and erasing data in
NAND Flash has been used for several decades, demonstrating a sufficient level of
reliability.

Nevertheless, it has been found that anomalous FN tunneling currents can occur
in random periods of time, thus leading to significant variations of the threshold
voltage after the writing operation [6] (see Fig. 2.2). This phenomenon is known as
erratic bits.

In a NAND array, the presence of this phenomenon is detrimental for the per-
formances of the memory as the unpredictable increase of the cell’s threshold
voltage may eventually induce the over-programming issue. As shown in Fig. 2.3,
conductive cells featuring relatively large threshold voltage are erroneously read as

Fig. 2.2 Example of erratic behaviors in four flash cells. Cells threshold voltage VT plotted versus
the number of cycles exhibits RTN [6]
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OFF if over-programmed, and they can electrically isolate the NAND string. Such
behavior generates read errors and consequent read throughput loss due to the
additional work done by the Error Correcting Codes (ECC) trying to repair the
failed bits.

Since erratic behaviors are intimately related to the electron tunneling mecha-
nism, they can potentially affect all the cells of an array [6].

Anomalous tunneling has been related to the presence/absence of a cluster of
positive charges in the tunnel oxide that strongly affects the FN tunneling operation.
As a first approximation, erratic behaviors can, therefore, be described in terms of a
two level Random Telegraph Noise (RTN) affecting the threshold voltage during
cycling, in which the normal and the anomalous threshold voltage levels are the
result of the presence of a cluster of more than 2, or less than 3, positive charges in
the tunnel oxide, respectively [7, 8].

2.3 Architecture Dependent Reliability Issues

Architectural solutions for memory operations may also affect the overall reliability,
by inducing errors and even cell failures [1]. The most common effects are the so
called “disturbs”, that can be interpreted as the influence of an operation performed
on a cell (Read or Write) on the charge content of a different cell.

Read disturbs are the most frequent source of disturbs in NAND architectures.
This kind of disturb may occur when reading many times the same cell without any

Fig. 2.3 Effect of an
over-programmed cell in a
NAND flash string. In normal
conditions the status of the
cell to be read (supposed to be
ON) is correctly detected,
since all other cells are driven
by a VPASS so that they
behave as ON pass transistors.
In the presence of an
over-programmed cell
(VT > VPASS), the current
flow through the string is
inhibited and the absence of
current is attributed to a
programmed status of the cell
to be read, thus producing a
read error [6]
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erase operation. All the cells belonging to the same string of the cell to be read must
be ON, independently of their stored charge. The relatively high VPASS applied to
the control gate may induce a charge increase, especially if the read operation is
repeated many times. These cells suffer a positive shift of their threshold voltage,
which may lead to read errors. Figure 2.4 shows the typical read disturb configu-
ration. As a matter of example, a 64 cell string is considered in the following,
however the reported considerations can be extended to longer strings as well.

The probability of suffering from read disturb increases with the number of P/E
cycles (i.e. towards the end of the memory useful lifetime) and it is higher in
damaged cells. Read disturb does not cause permanent oxide damages: it can be
reset by a simple erase operation.

In case of MLC programming, cells with lower VT are slightly more vulnerable
to shift than cells with higher VT (see Fig. 2.5). In fact, the lower the threshold
voltage the higher the voltage difference (VPASS − VT) across the tunnel oxide,
which translates in a higher tunneling current. For cells in the erased state (ER) we
observe a systematic shift of the cell’s VTH to the right (i.e. to higher values). The
shift for P1 and P2 is much lower, since the read disturb effect becomes less
prominent as VT increases. For cells in P3, on the contrary, the average VT shifts to
the left. This is mainly due to charge loss (retention), which outweighs read disturb.

Two other important types of disturbs arise during the write operation: Pass
disturb and Program disturb, which are shown in Fig. 2.6 (left and right),
respectively. The former is similar to the read disturb and affects cells belonging to
the same string of a cell to be programmed. With respect to the read disturb, the
Pass disturb is characterized by a higher VPASS voltage applied to cells that are not

Fig. 2.4 Representation of
read disturb in a NAND flash
array. The cells potentially
affected by read disturb are
marked in gray
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to be programmed (thus enhancing the electric field applied to the tunnel oxides and
the probability of undesired charge transfer). On the other hand, the pass disturb can
be repeated for a limited number of times (i.e. the number of cells in the string
minus 1). In fact, when a string (block) has been fully programmed, an erase
operation must be necessarily performed before any other reprogram.

The Program disturb, on the contrary, affects cells that are not to be programmed
and belong to the same wordline of those that are to be programmed. In this case,
again, no cumulative effects are present.

Edge Wordline disturbs affect the cells belonging to the first and last wordline,
which connect the cell strings to the string selectors [9]. This disturb is due to a
difference between the VT of the cells belonging to WL0 and WL63 with respect to
the average VT of all other cells. Such difference can be ascribed to three effects:

• different potentials at their terminals with respect to the other cells depending on
the specific WL selected for programming;

• a different cell geometry due to the fact that these cells are located between a cell
and a transistor (differently from cells belonging to WL1–WL62), therefore with a
different field underneath their channels and a modified programming dynamics;

Fig. 2.5 Threshold voltage shift induced by read disturb

Fig. 2.6 Representation of pass disturb (left) and program disturb (right) in a NAND flash array.
The cells potentially affected by disturbs are marked in gray
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• a different cell lithography, especially when extremely scaled technology nodes
are considered;

• the presence of a large Gate Induced Drain Leakage (GIDL) [10] current
generated at the drain edge of DSL/SSL transistors due to their drain potential
raised by channel boosting: such a field can efficiently trigger electron-hole pair
generations followed by an acceleration of the electrons toward the channel of
WL0 and WL63 cells. These electrons can be injected into the floating gate of
these cells, thus provoking an undesired increase of their threshold voltages.

In order to overcome such problem, the most common solution is to introduce
two or more dummy WL before WL0 and after WL63, shielding the Edge Wordline
Disturb: in such a way, the difference between the edge cells and all other cells in
terms of potential at their terminals and cell geometry is minimized.

2.4 2D Charge Trap: Basics

The basic concept of a CT NAND memory cell consists of a metal oxide semicon-
ductor device where the FG is replaced by an insulating charge trapping layer. Such
storage layer, typically made of silicon nitride, is isolated by means of a tunnel oxide
and a blocking oxide as sketched in Fig. 2.7 where the FG cell structure is reported for
comparison. The tunnel oxide plays a basic role for the control of the device threshold
voltage, whose value represents, from a physical point of view, the stored informa-
tion. The blocking oxide prevents electrons from passing to/from the control gate.
Electrons transferred into the storage layer give a threshold voltage variation. In
quiescent conditions, thanks to the two oxides, the stored charge is supposed not to
leak away, thus granting the nonvolatile paradigm fulfillment. Oxides are available in
different materials depending on the Back-End-Of-Line (BEOL) process. The most
common materials are: pure silicon dioxide (SiO2) for blocking oxides, and either
SiO2 or a barrier engineered stack of Oxide-Nitride-Oxide (SiO2-Si3N4-SiO2) for
tunnel oxides. A 2D planar Silicon-Oxide-Nitride-Oxide-Silicon (SONOS) cell is
used as an example in this section [3].

Fig. 2.7 Left Example of a charge trap device. Right Example of floating gate device
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High electric fields applied to the tunnel oxide allow electron transfer across the
thin insulator to the storage layer. The physical mechanism used for injecting
electrons into the storage layer depends on the applied electric field and oxide
barrier thickness. In case of high electric fields and large oxide barriers, injection
mainly occurs through FN tunneling, whereas in case of low electric field and thin
oxide barrier, electrons mainly transfer through Direct Tunneling (DT): in this case
there is a higher read margin window but retention is worse [3]. In CT cells electron
tunneling involves the MOS channel/substrate and it requires appropriate biasing of
control gate and bulk terminals (see Fig. 2.8), while drain and source are left
floating. Erase operation occurs either through electron detrapping from the storage
layer or hole injection from the substrate into the storage layer; at the same time,
such operation causes an electron injection from the control gate to the storage layer
through FN tunneling, and this is the reason for the well-known “erase saturation”
problem [11]. The results of charge separation experiments [12] demonstrate that
both electron detrapping and holes injection mechanisms contribute to the erase of a
previously programmed CT device: electron detrapping dominates the first part of
the transient, whereas hole injection prevails after the removal of the trapped
electron charge due to electron emission.

2.5 2D Charge Trap: Reliability Issues

Despite the huge potential, several reliability issues affect CT memories, especially
endurance and retention.

2.5.1 Endurance Degradation

The band diagram depicted in Fig. 2.9 describes oxide degradation mechanisms for
blocking and tunnel layers. During programming operations (left), electron

Fig. 2.8 Band diagrams of tunneling mechanisms in planar SONOS CT cell during programming
(left) and erase (right). The two different conditions triggering FN or DT are sketched for
programming [3]
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injection occurs through either FN or DT, damaging the Tunnel Layer; damages to
the Blocking Layer are caused by Anode Hot Hole Injection (AHHI). Moreover,
electrons and holes going through blocking layer and tunnel layer from the storage
layer contribute in a marginal, but not negligible, way to oxide degradation. During
erasing (right), the hot hole injection from the substrate generates interface traps at
the oxide/nitride interface, causing several damages to both storage and tunnel
layers, as well as electrons transfer through the tunnel layer [11]. The generation of
such interface traps between oxide and nitride interface is the main cause of
endurance degradation: in programmed cells, electrons sitting in shallow traps can
easily escape via oxide damages induced by cycling, resulting in a charge reduction
that may cause read errors.

2.5.2 Data Retention

Data retention is one of the major issues of CT cells, especially at high temperature.
Charge loss mechanisms of CT cells has been deeply investigated [13], identifying
two main discharging paths: the first is related to thermal excitation of trapped
carriers, the second one is due to direct tunneling through the thin tunnel oxide.

The charge loss processes are schematically depicted in Fig. 2.10. For each
electron trapped inside the silicon nitride, two discharge mechanisms have to be
considered. The first one is the direct Trap-to-Band (TB) tunneling from the storage
layer traps to the conduction band of the substrate or of the gate; the second one is
the thermal emission from traps to the conduction band of the storage layer.

Fig. 2.9 Band diagram sketch of charge transport and trapping/detrapping during program (left)
and erase (right) in planar SONOS CT cell [3]
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When thermal emission is considered, the charge loss is the result of two subse-
quent steps: the emission process and the escape of the electrons towards the bulk
and gate electrodes. After emission, retrapping is also possible: the tunneling rate
through the oxide barrier of the electrons emitted in the storage layer conduction
band could be comparable with the emission and the recapture rates. Here we
consider a simplified model where electrons leave the ONO layer only if their
energy is higher than the lowest between the tunnel oxide and the top oxide barriers.
Consequently, the tunneling of thermally excited carriers towards the bulk and the
control gate at energies lower than the oxide conduction band are neglected,
assuming that carriers with such an energy are recaptured in the same traps.

In additions, a fast initial charge loss has been observed on a small percentage of
cells [14] (see Fig. 2.11). This VT transient phenomenon has been attributed to the
dielectric relaxation effect in the high-k layer, to charge trapping/detrapping, or to
mobile charges in the blocking layer [14]. Such mechanism, denoted as fast
detrapping, is mainly related to electrons trapped in shallow traps which have lower
stability than electrons in deep traps; they can easily escape via oxide damages
within 1 s after programming.

Fig. 2.10 Mechanisms involved in the discharging of programmed planar SONOS CT cell:
trap-to-band tunneling through the tunnel layer, trap-to-band tunneling through the blocking layer,
thermal emission above the oxide barriers, thermal emission and subsequent retrapping [13]

Fig. 2.11 Threshold voltage shift induced by fast detrapping (left). Band diagram sketch of fast
detrapping effect (right) [14]
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The same effect is observed after erase too: since the threshold voltage after
program/erase does not immediately settle to the final value, there is a wrong
estimation of the error bits during the verification step; of course, there is a
dependency from the time interval between program/erase and read operations.
Waiting for the final VTH would significantly increase the total program/erase time
and, of course, this is not acceptable. The transient threshold voltage shift after
erase is due to hole re-distribution in the charge trap layer [15].

2.5.3 Threshold Voltage Shift During Sensing

Sensing the cell’s threshold voltage during retention has been identified as one of
the main reliability issues of CT cells [16]. This VT decrease can be understood
within the process of the temperature-activated charge transport through the
blocking layer. The charge loss can be minimized when VT sensing time is
decreased down to microseconds. Moreover, blocking oxides engineered by adding
a thin SiO2 layer at the trapping layer/blocking oxide interface exhibit significant
suppression of charge loss. Experimental data show that, for identically pro-
grammed devices, charge loss rate significantly increases when the VT sensing
operation is repeated more frequently. Furthermore, a similar amount of charge loss
is observed when the cumulative sensing time is the same (same numbers of sensing
measurements—dashed line in Fig. 2.12). These results indicate that charge loss
might be strongly affected by the VT sensing operation as well as retention time.
The charge loss dependency from the VT sensing time was evaluated by varying the
sensing time from microseconds to few seconds. Shorter VT sensing time is seen to
minimize the initial charge loss and significantly reduce charge loss rate.

Fig. 2.12 Left Retention charge loss as measured by the VT shift from the programmed VT value
(read window MW = 6 V) for different DC VT sensing frequencies (VT sensing time = 3 s). Right
Programmed VT dependency on retention time (retention charge loss) for various VT sensing times
[16]
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2.6 From 2D to 3D Charge Trap NAND

Three-dimensional architectures appear today as the most viable solutions for the
integration of non-volatile memory cells in Tera-bit arrays [17–19]. Two different
approaches are possible in order to obtain 3D NAND devices (see Fig. 2.13): the
first and simplest is to build the cell on a thin polysilicon substrate as usually done
in 2D planar arrays, and stack more levels (Chap. 3) [20]. The second and most
interesting approach, defined as vertical channel, is to build a CT cell with a
cylindrical channel [17]. Both architectures have a physically large cell size
(indicated with the feature process size Fprocess), mainly due to a channel width
wider than planar devices, although offering a smaller equivalent area occupation
due to the stacking of multiple tiers [21, 22]. The former solution does not offer any
advantage over conventional planar CT cells in terms of P/E and retention, whereas
the latter allows improving the cells programming performance, compared to planar
devices, thanks to the shape of the CT cell, also known as Gate-All-Around (GAA)
[23, 24]. Nevertheless, 3D NAND memories face new reliability issues because of
the cylindrical shape and the multi-layer stacking. To understand these new relia-
bility problems, basic concepts of 3D NAND cells are briefly introduced in this
section; for more details about each single 3D architecture please refer to Chaps. 4,
5, 6, and 7. In the following sections, the reliability issues affecting 3D devices will
be discussed by reviewing the main problems experimentally observed in different
3D NAND arrays [20, 21].

The cross section diagram along a single WL plane of the 3D vertical channel
NAND reported in Fig. 2.13 (left) is shown in Fig. 2.14. It is worth highlighting
that a String-Select-Line (SSL) group is equivalent to a 2D planar flash memory cell
array. The 3D vertical flash memory has a nitride layer inside an Oxide-Nitride-
Oxide (ONO) stack, which acts as a CT layer along the circumference of the thin
poly-silicon vertical channel. Please note that each CT cell in this 3D vertical
NAND memory is surrounded by the metal gates [24].

The GAA-CT cell is considered one of the most promising solution for 3D
integration [25]. This is due to the curvature effect that relaxes the erase saturation
problem: the electric field in the blocking oxide is lower than the one in the tunnel

Fig. 2.13 3D NAND vertical
(left) and horizontal channel
(right) architectures with the
corresponding feature process
size Fprocess [21]
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oxide, allowing to increase the electrons detrapping from nitride traps towards the
substrate. Moreover, thanks to the reduction of corner and fringing field effects
during program, erase and read, GAA-CT cells allow more uniform trapped charge
distributions in the storage layer and provide, in turn, steeper incremental step pulse
programming (ISPP) transients than planar cells [26].

Figure 2.15 (left) shows a comparison between the GAA-CT cell (solid) and the
planar CT cell (dashed), given the same thickness of gate dielectrics, in case of
programming operation at VG = 12 V with neutral nitride. The energy band profile

Fig. 2.14 Horizontal section of 3D vertical flash memory cell array [24]

Fig. 2.15 Comparison between a GAA-CT cell and a planar CT cell having the same thickness of
the gate dielectrics in terms of energy-band profile (left) and electric field (right) during program,
for VG = 12 V and neutral nitride [27]
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clearly shows a reduction of the thickness of the energy barrier which prevents
electron tunneling from the substrate to the nitride. Compared to the planar case, the
electric field inside GAA-CT dielectrics is not constant, showing a maximum value
at the substrate/tunnel oxide interface. This maximum value is about three times
larger than the electric field in the tunnel oxide of the planar device: of course, this
is a strong improvement for the programming dynamics [27]. In addition to that, the
electric field in the GAA-CT blocking oxide is lower than in the planar case, thus
resulting in a reduced electron leakage from the nitride to the gate during pro-
gramming (see Fig. 2.15 right).

A comparison between GAA-CT and planar cell during erase at VG = −12 V is
shown in Fig. 2.16. As for positive VG, in the case of GAA-CT the electric field
reaches a maximum at the substrate/tunnel oxide interface, and it is quite larger than
the electric field present in the planar device (right). This behavior enhances the
hole tunneling current from the substrate to the nitride during erase. In addition, the
lower electric field at the gate/blocking oxide interface prevents electron injection
from the gate, thus relieving the erase saturation issues [27].

2.7 3D Charge Trap: Reliability Issues

Even if the transition from 2D to 3D devices can leverage the advantages of the ring
shape stack of the memory cell, all the reliability issues affecting planar devices (i.e.
endurance, retention and read disturbs) are still there. On top of that, there are new
reliability challenges due to vertical charge loss (i.e. through Top/Bottom oxides)
and lateral charge migration (i.e. towards spacers). In case of 3D CT arrays the
causes are ascribed to either uneven electrical field distribution in Bottom Oxide
(BTO), equivalent to the blocking oxide in 2D CT, and Top Oxide (TPO), equiv-
alent to the tunnel oxide in 2D CT, due to the cylindrical geometry (see Fig. 2.17).

Fig. 2.16 Comparison between a GAA-CT cell and a planar CT cell having the same thickness of
the gate dielectrics in terms of energy-band profile (left) and electric field (right) during erase, for
VG = −12 V and neutral nitride [27]
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As a result, charge loss in 3D memories is worse than what we have seen with
planar devices, and this is considered the most critical reliability issue for high
density and high reliability 3D integration [28]. In this section, physical mecha-
nisms related to the vertical structure of the memory devices, such as vertical charge
loss and lateral charge migration, will be described.

2.7.1 Vertical Charge Loss Through Top and Bottom
Oxides

A constraint for the 3D vertical arrays, not present in planar devices, is that the
charge-trap layer cannot be easily interrupted between layers. This fact creates
additional leakage paths for the charge, from each cell’s active area towards other
cells on the same string, as schematically illustrated in Fig. 2.18. In addition to
vertical charge loss through Top and Bottom oxides (along Y axis), lateral charge
leakage (along X axis) represents an extra source of retention loss for cells in 3D
vertical arrays, which should be carefully considered for the reliability assessment
of the technology [29].

The involved physical mechanisms accounting for charge distribution evolution
during time, along X and Y axes, are illustrated in Fig. 2.19. Charge transport in the
conduction band of the charge trapping layer is described based on the drift-diffusion
transport scheme. The interaction between free carriers and trapped carriers is gov-
erned by the carrier capture phenomenon calculated by Shockley-Read-Hall

Fig. 2.17 Top bird’s eye
view of 3D CT memory.
Bottom 3D CT-NAND string
with one cell and two select
transistors and schematic
diagram of the charge loss
paths [28]
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(SRH) theory, and carrier emission contributed by thermal and Poole-Frenkel effects.
Besides, Band-to-Trap (BT) tunneling and Trap-to-Band emission should be taken
into account as additional charge capture and loss mechanisms.

Figure 2.20 shows the simulated Remaining Charge Percentage (RCP), defined
as the percentage of the initial charge which remains inside the storage layer, during

Fig. 2.18 3D CT-NAND structure and charge loss along X and Y axes [29]

Fig. 2.19 Dominant physical mechanisms along X (left) and Y (right) axes: 1-DT/FN Tunneling,
2 and 3-carrier capture and emission, 4-drift and diffusion transport, 5-TB tunneling [27]

Fig. 2.20 Simulated vertical
loss transients. The inset
shows the schematic diagram
of device structure and the
cross-sectional schematic of
charge loss paths [28]
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vertical charge loss transients [28]. The charge loss characteristics strongly depends
on the temperature, which can be explained by enhanced Poole Frenkel emission
from trap to conduction band at elevated temperature.

In order to distinguish the role of charge loss through BTO and charge loss
through TPO, the RCP under different gate bias is given in Fig. 2.21 (left); in
addition, the RCP under different stresses of planar device with identical structure
parameters is also plotted as reference. As shown in the energy band diagram, the
charge loss through BTO occurs under negative bias while charge loss through TPO
dominates with positive bias. Compared to the planar device, charge loss towards
TPO is higher and charge loss from BTO is lower in cylindrical devices. This can
be explained by the conduction band diagram of Fig. 2.21 (right). Due to the
uneven distribution of the electric field in BTO and TPO, the conduction band
graphs of the cylindrical device are not straight any longer, but convex in BTO and
concave in TPO. As a result, charge loss through BTO is slightly reduced [28].

2.7.2 Lateral Migration Towards Spacers

Lateral charge migration towards the spacer (i.e. the region between each layer)
region (along X axis, referring to Fig. 2.18) is another key path for the charge loss
due to the difficulty of cutting the CT layer between memory cells. Different shapes
of the CT layer exhibit different lateral migration performances. To analyze this
shape dependency, Bit Cost Scalable (BiCS)-type structures and Terabit Cell Array
Transistor (TCAT)-type structures have been studied [28]; more details about both
arrays can be found in Chap. 4. In order to focus on lateral migration performance,
the cells were programmed to the same threshold voltage (6 V). Lateral migration is
accelerated by temperature (Fig. 2.22). The considerable threshold voltage loss

Fig. 2.21 a RCP of cylindrical and planar devices, with insets showing the schematic band
diagram under positive and negative bias. b Conduction band diagram of cylindrical and planar
devices at VG = 0 V [28]

46 A. Grossi et al.

Micron Ex. 1008, p. 63 
Micron v. YMTC 
IPR2025-00119



caused by the lateral migration indicates that carriers in the nitride significantly
migrate laterally. Figure 2.23a shows the distribution of trapped carriers versus
elapsed time in TCAT-type and BiCS-type devices: lateral migration of trapped
charges can clearly be observed as time proceeds. TCAT-type devices show better
retention characteristics. Shape dependency of lateral migration can be explained by
the lateral charge profile evolution shown in Fig. 2.23b: the corner of TCAT-type
devices suppresses the migration of trapped charges, which can be described in
device-level simulations not only by the higher charge density along the channel
direction, but also by the sharp peak at the corner of the CT layer.

Fig. 2.22 Comparison
between TCAT-type and
BiCS-type devices [28]

Fig. 2.23 a Simulated
trapped charge distribution at
different elapsed time and
T = 85 °C. b Simulated
lateral charge profile
evolution (cutline at middle of
CT layer along the channel)
[28]
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Based on the above discussion, the impact of vertical loss and lateral migration
in retention has been compared for TCAT and summarized in Fig. 2.24 (left). It can
be seen that lateral migration is the dominant charge loss mechanism. The charge
loss behavior with different channel length is shown in Fig. 2.24 (right). As the
channel length reduces, lateral migration accounts for a larger percentage of charge
loss, which indicates that lateral migration should be a more critical issue than
vertical loss in high-density and high-reliability design of 3D GAA-CT memories.

2.7.3 Transient VT Shift

Transient VT shift after erase, previously described for 2D cells (Sect. 2.5.2), is
observed on 3D devices too. In the GAA-CT cell, a smaller diameter of silicon
nanowire shows a better erase efficiency due to the electric field concentration effect
on the tunnel oxide (Fig. 2.25, left). However, the GAA-CT device also shows a
transient VT shift after erase: the amount of VT shift is related to the amount of read
window (defined as the voltage difference between the ‘programmed’ and ‘erased’
states in case of SLC architectures, or between two adjacent levels in case of MLC
architectures) and the VT shift in GAA-CT is well correlated to that in planar CT
devices (Fig. 2.25, right), thus implying the same mechanism. It is worthwhile
noting that the transient VT shift can be reduced by scaling the channel length (LG)
and the diameter of the silicon nanowire (WNW) in GAA-CT, probably due to a
compensation effect by charge crowding and lateral charge spreading. As shown in
Fig. 2.26, when the diameter of nanowire goes below 6 nm, the tendency of the
drain current ID to increase with time disappears. Therefore, 3D GAA-CT device
with small nanowire diameter shows advantages in fast erase operation [15].

Fig. 2.24 Split of threshold voltage change by vertical loss and lateral migration versus time (left)
and versus channel length (right) for TCAT devices [28]
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2.7.4 Program and Pass Disturbs

All kinds of 3D NAND suffer from two program disturbs. Besides the traditional
program and pass disturbs affecting 2D architectures (see Fig. 2.6), in 3D NAND
also the disturbs related to the vertical structure are to be taken into account.

2.7.5 Vertical Hole Design Limitations

Since scaling and design of 3D NAND are completely different from planar NAND,
and with different implications on the memory reliability, new methodologies are

Fig. 2.25 Left Erased saturation voltage versus WNW in GAA-CT device. A smaller WNW shows
a better erase efficiency due to the electric field concentration effect on the tunnel oxide. Right
Correlation of VT window and VT shift after erase operation. The VT shift in GAA-CT is well
correlated to that in planar CT devices, implying the same mechanism for the transient VT shift
[15]

Fig. 2.26 Transient ID of GAA-CT devices with different LG (a) and WNW (b). Transient VT shift
becomes smaller when LG and the WNW are scaled. ID fluctuations in GAA-CT may be due to
single electron effects or random telegraph noise [15]
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required. One of the problems of 3D NAND is the reduced cells density per single
memory layer. As a matter of example, Fig. 2.27 shows the simplified cross sec-
tional view of the Bit-Cost Scalable (BiCS) type 3D NAND. The BiCS hole must
be filled with ONO film (*20 nm) and silicon channel. Since it is not possible to
aggressively scale the ONO film because of read window and reliability, the
diameter of the BiCS hole is not so scalable. Therefore, the number of stacked
layers (Nlayer) should be increased to compensate this drawback. Moreover, as
shown in Fig. 2.27, there is an additional limitation due to the finite taper angle θ in
the BiCS hole: the memory cell at the top of the stack is always larger than the cell
at the bottom. In other words, once the bottom of the stack reaches the minimum
cell’s size of a specific technology, then the area can’t be shrunk anymore. On the
other hand, since the minimal line and space lithography pattern are not required for
the control gate (CG) formation in 3D NAND, CG length Lg and spacing Lspace can
be independently chosen. This design flexibility is allowed for 3D NAND.
Therefore, suitable device design for 3D NAND can be explored in terms of Lg and
Lspace. Programming and disturbance characteristics are evaluated for the memory
operation, as shown in next sections [30].

2.7.5.1 VT Shift Induced by Stored Electrons During Programming

Given a specific electron density in the nitride layer, 3D and 2D cells can be
compared in terms of the resulting VT shift of the programmed cell, as shown in
Fig. 2.28 [30]. Lg and Lspace should not be too small and too large, respectively.
The smallest shift is observed at Lg = 10 nm and Lspace = 50 nm. When Lspace is
large, the spacing region determines the VT of the cell. Therefore, the effect of the
stored electrons on VT relatively decreases for large Lspace and the corresponding
read window decreases. Large Lg shows high VT shift because the potential of the
center region of the channel in the target cell is mainly controlled by the stored
electrons.

Fig. 2.27 Cross sectional view of 3D NAND [30]
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2.7.5.2 VT Shift Induced by Neighboring Cells

VT shift induced by the electrons stored in the neighboring cell was investigated as
shown in Fig. 2.29 [30]. As Lg and Lspace decrease below 20–30 nm, VT shift due
to the neighboring cell drastically increases in both 3D and planar NAND. When
Lspace is small, stored electrons couple with the channel of the target cell. This is
severe when Lg is small because stored electrons potential can affect the entire
channel region of the target cell. Moreover, at small Lg and Lspace, the VT shift
degradation in 3D NAND is higher than in planar NAND. The substrate-channel
coupling in planar NAND reduces the VT shift by because of the coupling between
the channel and stored electrons.

Fig. 2.28 VT shift of the programmed cell (corresponding to read window) as a function of Lg and
Lspace when electrons (electron density: 1 × 1019 cm−3) are stored in 3D NAND (a) and planar
NAND (b) [30]

Fig. 2.29 Vth shift as a function of Lg and Lspace when electrons (electron density: 1 × 1019 cm−3)
are stored in the neighboring cell in 3D NAND (a) and planar NAND (b) [30]
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2.7.5.3 Electric Field in the Tunnel Oxide During Programming

Evaluations of the electric field in the tunnel oxide during the programming has
been performed [30]: Fig. 2.30 plots the electric field of the tunnel oxide in the
channel (NAND string) direction. The figure shows that the electric field spreads
out in the lateral direction (fringing electric field exists). If Lg is small, the tunnel
oxide electric field cannot concentrate at the center of the CG of the programmed
cell. Therefore, the electric field in the tunnel oxide of the programmed cell
(Eox_pgm) decreases at small Lg. If Lspace is small, then the electric field penetrates
into the neighboring cells; however, if Lg is large, the penetration is only at the edge
of the cell. Therefore, the electric field at the center of the CG remains low for the
neighboring cells (low Eox_ngb).

Fig. 2.30 Electric field of the tunnel oxide in the channel direction. 3D NAND string with:
Lg = 10 nm and Lspace = 10 nm (a), Lg = 10 nm and Lspace = 50 nm (b), Lg = 50 nm and
Lspace = 10 nm (c) [30]

52 A. Grossi et al.

Micron Ex. 1008, p. 69 
Micron v. YMTC 
IPR2025-00119



2.7.5.4 Design Window of LG and LSPACE

Figure 2.31 shows the design window of Lg and Lspace for 3D (a) and planar
(b) NAND [30]. The criteria for unacceptable regions (shaded regions in Fig. 2.31)
are assumed as follows; VT roll-off < −3 V, Subthreshold Slope (S.
S.) > 300 mV/dec, VT shift < 2 V in the programmed cell, VT shift > 0.6 V by the
neighboring cell and Eox_ngb/Eox_pgm > 0.6. Lg = Lspace = 20 nm (layer pitch of
40 nm) is achievable in 3D NAND in terms of the electrical characteristics. Same
Lg and Lspace are preferable to cope with the tradeoff between the large VT shift for
the programmed cell and the small VT shift induced by the neighboring cell. For
further improvements, the diameter of the BiCS hole should be decreased.
Table 2.1 summarizes the comparison between 3D and 2D: 3D NAND achieves
very good on-current (Ion), S.S. and low program voltage (Vpgm) compared to
planar NAND. Slight degradations in VT roll-off and VT shift caused by the stored
electrons in the neighboring cell are observed only at the small Lg and Lspace region.

2.8 3D CT Versus State-of-the-Art 2D FG

In this section, a comparison between a particular 3D CT NAND (denoted as
Stacked Memory Array Transistor—SMArT [31], depicted if Fig. 2.32) and
state-of-the-art 2D FG is reported, in terms of both performances and reliability.
A detailed description of 2D FG reliability problems is provided in [1].

VT distribution widths of MLC 3D CT cells are *30 % smaller compared to the
2y-nm FG, because of their interference free nature (Fig. 2.33, left). The widening
of cells VT distributions during cycling is compared in Fig. 2.33 (right), where

Fig. 2.31 Lg and Lspace design window for 3D NAND (a) and planar NAND (b) [30]
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SMArT cells show no widening up to 5k cycles, whereas FG cells start broadening
from 3k [31].

On the other hand, 3D CT have worst retention performances as shown in
Fig. 2.34, where the post cycling VT shifts at high temperature are compared. In 3D
CT cells the VT shifts are so large that the distributions are no longer separated [31].

Table 2.1 Summary of 3D NAND cells [30]

Ion Vth

roll-off
S.S. Vth shift

(programmed
cell)

Vth shift
(neighboring
cell)

Tunnel
oxide
electric
field
(Eox_ngb/
Eox_pgm)

Vpgm

Planar
NAND

Poor Fair Poor Fair Fair Fair 20 V

3D NAND Very
good

Poor at
small
Lg,
Lspace

Very
good

Fair Good at large Lg and
Lspace, poor at small
Lg and Lspace

Fair 17 V

Preferable
scaling
parameter

Lspace – – Lspace Lg – Lspace

Fig. 2.32 SMArT cell
schematic [31]
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2.9 3D-FG Nand

Recently, 3D vertical FG type NAND cell arrays have been proposed to overcome
the retention and overall reliability issues of 3D CT NAND cell arrays [32–36]. In
this section, an overview of the proposed 3D FG cells and their main reliability
problems is reported. Figure 2.35 shows the bird’s-eye view of published 3D
vertical FG type NAND cell’s structures: Extended Sidewall Control Gate (ESCG)
[32], Dual Control-gate with Surrounding Floating-gate (DC-SF) [33, 34], and
Separated-Sidewall Control Gate (S-SCG) cells [35].

ESCG and DC-SF cells suffer from interference and disturbance problems when
integrated into an array due to the direct coupling effect of neighboring cells in the
same string. S-SCG overcomes such a problem, strongly reducing interference and
disturbance effects. In the S-SCG structure, the Source/Drain (S/D) region can be
implemented by electrically inverting the pillar surface, and high CG coupling
capacitance can be achieved. S-SCG structure allows obtaining highly reliable

Fig. 2.33 Left Comparison of cells VT distributions of 2y node FG and SMArT cells. Right
Comparison of VT widening during program-erase cycling [31]

Fig. 2.34 Cells VT distributions of HT retention after cycling of 2y node FG (left) and SMArT
cells (right) [31]
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MLC operation, high speed P/E operation and good read current margin. More
details about these architectures can be found in Chap. 5.

2.9.1 DC-SF Interference and Retention Results

The interference between a programmed cell and an adjacent cell in case of 3D-FG
NAND array with DC-SF cells was studied as shown in Fig. 2.36 (left) [33].

Fig. 2.35 Bird’s eye views
of the most recent 3-D vertical
FG type NAND cell schemes:
ESCG (top), DC-SF (middle)
and S-SCG (bottom) [35]
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Negligible VT shift of adjacent cell (12 mV) was obtained as the VT of programmed
cell is increased by 3.6 V, suggesting that each CG acts as shielding layer in a
string. The data retention characteristics of DC-SF cells at two different tempera-
tures (90 and 150 °C) are reported in Fig. 2.36 (right), showing the increase of
charge loss with temperature. In case of high temperature condition, a program and
erase VT shift due to charge-loss of 0.9 and 0.2 V after a retention time of 126 h is
shown, respectively.

2.9.2 S-SCG Interference Results

In 3D FG NAND arrays with S-SCG cells two critical interference coupling paths
exist: the former is the indirect coupling path while the latter is direct. Figure 2.37
shows the interference effects as a function of the S-SCG initial VT. The S-SCG
structure can sufficiently suppress the indirect interference effect; however, the
direct coupling from neighboring FG to the channel of S-SCG remains a very
serious problem. ESCG and DC-SF cells have remarkable interference problems by
this direct coupling effect as well, which directly influences the parasitic transistor
below the S-SCG. To suppress this direct coupling effect, S-SCG cell applies the
SCG voltage to control the parasitic transistor [35].

2.9.3 S-SCG Performance and Reliability Advantages

The S-SCG cell strongly reduces both the interference effect and the disturbance
problem with good performance, and it has good potentials of highly reliable MLC
operation. Moreover, lower operation voltages than conventional 3D CT is

Fig. 2.36 Left FG-FG interference characteristics (VT variation in the adjacent cell as a function
of VT in the programmed cell). Very small FG-FG coupling value of 12 mV is obtained. Right
Data retention characteristics of the DC-SF NAND flash cells [33]
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required: this implies that cell operation is more effective because of higher cou-
pling ratio. The vertical cell height is decreased compared to that of the conven-
tional FG cell by using a predeposited SCG layer. Figure 2.38 shows the effective
cell size with 3D vertical NAND cell schemes at 20 nm technology. Although the

Fig. 2.37 Interference effect in 3-D vertical FG NAND cells (left) and cross sectional view of
interference coupling paths of the conventional ESCG cell array (right) [35]

Fig. 2.38 The effective cell
size of S-SCG cell in
comparison with other 3-D
vertical NAND cells at 20 nm
technology [35]

Table 2.2 3D NAND cells comparison summary [35]
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cell size of the proposed S-SCG cell is larger than that of CT type NAND cell by
about 60 %, the possibility of implementing MLC operation allows obtaining lower
bit costs. Less than half of the bit cost can be achieved by implementing TLC
operation to the proposed S-SCG cell. Finally, we show the MLC feasibility and the
number of stacked cells in comparison with conventional 3D cells in Table 2.2 [35].

2.10 3D-CT Versus 3D-FG

In this section a final comparison between 3D CT and 3D FG in terms of perfor-
mance and reliability is reported. For the comparison of the structures, vertical
schematic of the conventional 3D CT structure and 3D FG cell are shown in
Fig. 2.39 [34]. Unlike planar CT device, the CT nitride layer in a string of the
conventional 3D CT is continuously connected from top to bottom CGs along the
channel side, and it acts as a charge spreading path, which is an unavoidable
problem of 3D CT cell. As a result, this causes degradation of data retention
characteristics and poor distribution of cell state. In 3D FG cells, on the contrary,
the FG is completely isolated by the tunnel oxide and the Inter Poly Dielectric
(IPD). This approach allows obtaining a significantly reliable structure, able to
contain charges without any problem related to leakage paths [34].

In order to compare the cell size, DC-SF as 3D FG and BiCS/TCAT as 3D CT
are considered. The effective cell size is estimated and plotted in Fig. 2.40 as a
function of the number of stacked cells. Even if the physical size of DC-SF cell is
assumed to be 54 % larger than that of conventional BiCS/TCAT, DC-SF allows
fabricating 1 Tb arrays with 3 bit/cell and 64 stacked cells or 2 Tb arrays with 3
bit/cell and 128 stacked cells, thanks to the small FG-FG interference.

Moreover, 3D FG ensure reliable retention characteristics and lower operation
voltage than that of conventional 3D CT [34]. As a result, the 3D FG structure
allows highly enhanced device performance for 3D NAND flash memory compared
to 3D CT. In the following, a summary of 3D FG advantages and disadvantages
compared to 3D CT is reported [37]:

Fig. 2.39 Comparison of 3D
NAND flash cell structures
(a) CT cell (BiCS) (b) 3D-FG
cell [34]
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Advantages of 3D FG:

• Lower charge spreading resulting in less read errors, and consequently less ECC
intervention, in particular in multilevel architectures;

• better data retention because of a more stable charge into the storage layer;
• direct connection between channel poly and p-well, allowing bulk erase (no

GIDL).

Disadvantages of 3D FG:

• Larger cell size;
• larger 3D pillar due to the presence of the floating gate, and hence lower

scalability;
• floating gate coupling effect: even if the S-SCG structure can sufficiently sup-

press the indirect interference effect, direct coupling remains a very serious
problem that strongly reduces the programming speed.

Even if 3D FG shows a relevant number of reliability advantages compared to
3D CT, the higher scalability still makes 3D CT the most attractive solution for the
integration in hyper-scaled arrays. Moreover, it must be pointed out that enhanced
programming algorithms and error correction techniques allows mitigating the
previously described reliability issues.
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Chapter 3
3D Stacked NAND Flash Memories

Rino Micheloni and Luca Crippa

3.1 Introduction

In planar Flash memories the most popular memory cell is based on the Floating
Gate (FG) technology, whose cross section is shown in Fig. 3.1. Cross section and
the associated floating gate model are sketched in Fig. 3.2. Basically, a MOS
transistor is built with two overlapping gates: the first one (FG) is completely
surrounded by oxide, while the second one forms the Control Gate (CG) terminal.
The isolated gate constitutes an excellent “trap” for electrons, enabling long charge
retention. The operations used to inject and remove electrons from the isolated gate
are called Program and Erase, respectively. These operations modify the threshold
voltage VTH of the memory cell, which is, at the end of the day, a MOS transistor.
By applying a fixed voltage to the cell’s terminals, it is then possible to discriminate
two storage levels: when the gate voltage is higher than VTH, the cell is ON (“1”),
vice versa it is OFF (“0”).

To minimize the space on silicon, memory cells are packed together to form a
matrix. Depending on how the cells are organized inside the matrix, it is possible to
distinguish between NAND and NOR Flash memories. NAND memories are the
most widespread in the storage systems; NOR architecture is described in great
details in [1].

In the NAND string, memory cells are connected in series, in groups of 32, 64,
128, or even 150 [2], as shown in Fig. 3.3. Two select transistors are placed at the
edges of the string, to ensure the connection to the source line (through MSL) and to
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the bitline (through MDL). Each NAND string shares the bitline contact with
another string. Control gates are connected through wordlines (WLs).

Logical pages are made of cells belonging to the same wordline. The number of
pages per wordline is related to the storage capability of the memory cell.
Depending on the number of storage levels, Flash memories are referred to in
different ways: SLC memories store 1 bit per cell, MLC memories store 2 bits per
cell, TLC memories store 3 bits per cell, and QLC memories store 4 bits per cell
(Fig. 3.4).

All the NAND strings sharing the same group of wordlines are erased together,
thus forming a so called Flash Block. In Fig. 3.3 two blocks are shown: by using a

Fig. 3.1 Floating gate memory cell and its schematic symbol

Fig. 3.2 Floating gate memory cell and the corresponding capacitive model

64 R. Micheloni and L. Crippa

Micron Ex. 1008, p. 81 
Micron v. YMTC 
IPR2025-00119



bus representation, one block is made of WL0<63:0>, while the other one includes
WL1<63:0>.

In terms of silicon area, a NAND Flash device is mainly a memory array but, in
order to perform read, program, and erase, there is a need for additional circuits. In
Fig. 3.5 a block diagram of a NAND device is sketched. The Memory Array can be
split into 2 or more areas (or planes). A wordline is highlighted along the horizontal
direction, while a bitline is shown in the vertical direction. The Row Decoder is
located between the planes: this circuit has the task of properly biasing all the
wordlines belonging to the selected NAND string. All the bitlines are connected to
Page Buffers or Sense Amplifiers (Sense Amp). The purpose of sense amplifiers is
to convert the current sunk by the memory cell into a digital value. In the peripheral
area there are charge pumps and voltage regulators, logic circuits, and redundancy
structures. I/O PADs are used to communicate with the external world.

NAND memories contain information organized in pages and blocks (Fig. 3.6).
As already mentioned, a block is the smallest erasable unit and it contains multiple
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logical pages. A page is the smallest addressable unit for reading and writing. Each
page is composed by main area and spare area. Spare area is used for Error
Correction Code (ECC) and firmware (FW) meta-data. The NAND logical address
is built around the Row address and Column address concept. The Row address
identifies the addressed page, while the Column address is used to identify a single
byte inside the page.

3.2 Floating Gate Cell

The schematic structure of a 48 nm floating gate NAND cells is shown in Fig. 3.7
[3]; FG and CG are typically made of polysilicon. For all operations, the control
gate electrode is capacitive coupled to the floating gate. The dielectric between FG
and CG is referred to as Inter-Poly Dielectric (IPD) and it is typically made of a
silicon Oxide/silicon Nitride/silicon Oxide triple layer (ONO). The alterable
threshold voltage VTH of a floating gate cell, which represents the bit of informa-
tion, depends on the coupling strength between FG and CG and the amount of
charge stored in the FG.

A cross section of a FG NAND array along the wordline direction is shown in
Fig. 3.7a. The CG is wrapped around the FG to improve the capacitive coupling
between CG and FG; this coupling reduces the operation voltages of the floating

Fig. 3.6 NAND memory logic organization
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gate cells and ensures a reliable operation, as described in Chap. 2. The active areas
(AA) of two neighboring NAND strings are separated by shallow trench insulation
(STI). The memory cell transistor gate oxide is denoted as Tunnel Oxide (TOX)
because the charge (used to store a bit of information) is transferred trough this SiO2

dielectric by quantum mechanical tunneling. It is a very crucial point for cell’s
reliability that the charge is transferred only through the TOX during program and
erase operations. Every charge transferred through IPD (i.e. oxide between FG and
CG) needs to be absolutely avoided to prevent severe reliability issues.

A cross section of a NAND string along the BL direction is shown in Fig. 3.7b.
The floating gate cells are patterned by a vertical WL etch step. In the etched spaces
between the floating gate cells shallow n+-junctions are implanted in order to define
memory cell transistors and reduce the string resistance. To improve charge retention,
the sidewall of the floating gate is passivated through a thermal oxidation process.

The generated high quality thermal Sidewall Oxide (SWOX) forms an effective
tunneling barrier against charge loss from the FG (Fig. 3.8). At this point, the space
between FG cells is filled with silicon oxide (Inter Wordline Dielectric, IWD)
which, usually, has a lower electrical quality compared to the tunnel oxide. The
select transistors (MDL and MSL) are processed together with the floating gate cells
and, as a consequence, they use TOX as gate dielectric. The select transistor gate
length is typically in the range of 150–200 nm. To build a real transistor, the
wordline layer is contacted to the floating gate layer. This contact is done by
removing the ONO IPD in the middle of the select transistors prior to the CG
poly-Si deposition.

The whole fabrication process of a floating gate NAND technology is typically
based on 30–40 lithographic mask steps and it includes 2 poly-Si and 3 metal
levels. To obtain the highest memory density, typically 3 masks are designed by

Fig. 3.7 Cross sections of a floating gate NAND array along (a) wordline and (b) bitline
directions
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using the smallest size of that particular process node: active area/STI, wordline and
bitline. There are some other process steps with stringent lithographic requirements
such as contacts to the bitline, source contacts, and CG to FG contacts in the string
select transistors.

Before moving to 3D architectures, it is worth taking a look at the bird’s-eye
view of a planar array, as sketched in Fig. 3.9; in fact, with 3D architectures,

Fig. 3.8 SWOX, IWD, and
possible leakage paths

Fig. 3.9 Bird’s-eye view of a planar NAND string
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bird’s-eye views become an essential tool. In Fig. 3.10 NAND strings are coupled
together to form a memory array; in order to save space, 2 NAND strings can share
either the Source Line (SL) or the Bitline contact, as shown in the insets of
Fig. 3.10.

3.3 NAND Basic Operations

In this Section we provide a brief summary of how read, program, and erase
operations are performed inside a NAND Flash memory; all these operations are
managed by the internal microcontroller [4].

3.3.1 Read

The reading operation is designed to address specific memory cells within the array
and measure the information stored therein. With reference to Fig. 3.11, when we
read a NAND memory cell, its gate is driven at VREAD (0 V), while the other cells
are biased at VPASS,R (usually 4–5 V), so that they can act as pass-transistors,
independently from the value of their threshold voltage. In fact, an erased Flash cell

Fig. 3.10 NAND strings coupled together in the array
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has a VTH smaller than 0 V; vice versa, a written cell has a positive VTH but,
however, smaller than 4 V. In practice, by biasing the gate of the selected cell with
a voltage equal to 0 V, the series of all the cells will conduct current only if the
addressed cell is erased.

There are different reading techniques, starting from the one using the bitline
parasitic capacitor, and ending with the one that integrates the current on a little
dedicated capacitor. The above mentioned techniques can be used for SLC/MLC/
TLC/QLC NAND memories. When there are more than 2 VTH distributions,
multiple basic reading operations are performed at different gate voltages.
Historically, the first reading technique used the parasitic capacitor of the bitline to
integrate cell’s current [5–7].

This capacitor is precharged at a fixed value (usually 1–1.2 V): only if the cell is
erased and sinks current, then the capacitor is discharged. Several circuits exist to
detect the bitline parasitic capacitor state: the structure depicted in the inset of
Fig. 3.11 is present in almost all solutions. The bitline parasitic capacitor is indi-
cated with CBL and the NAND string is equivalent to a current generator. During
the charge of the bitline, the gate of the PMOS transistor MP is kept grounded,
while the gate of the NMOS transistor MN is kept at a fixed value V1. Typical value
for V1 is around 2 V. At the end of the charge transient the bitline has a voltage VBL

equal to
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VBL ¼ V1 � VTHN ð3:1Þ

where VTHN indicates the threshold voltage value of transistor MN. At this point,
transistors MN and MP are switched off. CBL is free to discharge. After a time TVAL,
the gate of MN is biased at V2 < V1, usually 1.6–1.4 V. When TVAL time is long
enough to discharge the bitline voltage under the value:

VBL\V2 � VTHN ð3:2Þ

MN turns on and the voltage of node OUT (VOUT) becomes equal to the one of
the bitline. Finally, the analog voltage VOUT is converted into a digital format by
using simple latches.

3.3.2 Program

VTH is modified by means of the Incremental Step Programming Pulse (ISPP)
algorithm (Fig. 3.12): a voltage step (whose amplitude and duration are predefined)
is applied to the gate of the cell. Afterwards, as shown in Fig. 3.13 [8], a verify
operation is performed, in order to check if cell’s VTH has exceeded a predefined
voltage value (VVFY). If the verify operation is successful, the cell has reached the
desired state and it is excluded from the following program pulses. Otherwise,
another cycle of ISPP is applied to the cell; this time the program voltage is
incremented by ΔVpp (or ΔISPP).

Fig. 3.12 Incremental step
pulse programming (ISPP)
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During the programming pulse a high voltage is applied to the selected wordline,
but the program operation has to be bit-selective. In other words, we need the ability
of selecting/deselecting each single memory cell within a wordline. Therefore, on
all memory cells where the program operations has to be inhibited, a high channel
potential is needed to reduce the voltage drop across the tunneling dielectric and to
prevent the electron tunneling from the channel to the floating gate, as indicated by
Fig. 3.14a. In the first NAND devices the channel was charged by applying 8 V to
the bitlines of the program inhibited NAND strings. This method suffers from
several disadvantages [5], especially power consumption and high stress for the
oxide between adjacent bitlines.

Less power consuming is the self-boost program inhibit scheme. By charging the
string select lines and the bitlines connected to inhibited cells to Vcc, the select
transistors are diode connected (Fig. 3.14b). When the wordline potentials rise
(selected wordline to Vpp and unselected wordlines to Vppass), the channel potential
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Fig. 3.13 Program flow based on incremental step programming pulse (ISPP) algorithm
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is boosted by the parasitic series capacitors of control gate, floating gate, channel
and bulk. When the voltage of the channel exceeds Vcc − VTH,SSL, then SSL
transistors are reverse biased and the channel of the NAND string becomes a
floating node.

As the memory cells are organized in a matrix, all the cells along the wordline
are biased at the same voltage even if they are not intended to be programmed, i.e.
they are “disturbed”. Two important typologies of disturbs are related to the pro-
gram operation: Pass disturb and Program disturb: their impact on reliability is
described in Chap. 2.

3.3.3 Erase

The NAND array is placed in a triple-well structure, as shown in Fig. 3.15a.
Usually, each plane has its own triple-well. The source terminal is shared by all the
blocks: in this way the matrix is smaller and the number of circuits for biasing the
iP-well is drastically reduced.

The electrical erase is achieved by biasing the iP-well with a high voltage and
keeping the wordlines of the block to be erased at ground (Fig. 3.15c).

As it is for the Programming operation, Erase exploits the physical mechanism
known as Fowler-Nordheim tunneling (Chap. 2). Because the iP-well is common to
all the blocks, erase of unselected blocks is prevented by leaving their wordlines
floating. In this way, when the iP-well is charged, the potential of the floating
wordlines raises thanks to the capacitive coupling between the control gates and the
iP-well. Of course, the voltage difference between wordlines and iP-well should be
low enough to avoid Fowler-Nordheim tunneling.

Fig. 3.14 Self boosted program inhibit scheme. a Conditions of cells selected for program and
program inhibit. b Bias conditions during the self boosted program inhibit
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Figure 3.15b sketches the erase algorithm phases. NAND specifications are quite
aggressive in terms of erase time. Therefore, Flash vendors try to erase the block
content in few erase steps. As a consequence, a very high electric field is applied to
the matrix during the Electrical Erase phase. As a matter of fact, erased distribution
is deeply shifted towards negative VTH values. In order to minimize floating gate
coupling (Chap. 2), a Program After Erase (PAE) phase is introduced, with the
goal of placing the distribution close to the 0 V limit (of course, with the appro-
priate read margin).

Each erase pulse is followed by an Erase Verify (EV) operation. During this
phase all the wordlines are kept at ground. Goal is to verify the presence of memory
cells with a VTH higher than 0 V. If EV is not successful, it means that there are
some columns which are still programmed. If the maximum number of erase pulses
is reached, than the erase operation fails. Otherwise, the voltage applied to the
matrix iP-well is incremented by ΔVE and another erase pulse follows.

Tables 3.1 and 3.2 summarize the erase voltages.
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3.4 3D Stacked Architecture

Market request for bigger and cheaper NAND Flash memories triggers continuous
research activity for cell size shrinkage. For many years, workarounds for all the
scalability issues of planar Flash memories have been found. Some examples are
the improved programming algorithms for controlling electrostatic interference
between adjacent cells [9], and the double patterning techniques to overcome
lithography restrictions.

Unfortunately, other physical phenomena prevent further size reduction of planar
memory cell. Nowadays, the number of electrons stored inside the floating gate is
extremely low: only tens of electrons differentiate two VTH distributions levels in a
process technology node below 20 nm. As reported in literature, channel doping
spread [10] and random telegraph noise [11] can induce large native threshold
distributions, and electron injection statistics [12] can cause additional variability
after program, thus impacting both cell endurance and retention. Shrink of NAND
string dimensions increases the electric field between wordlines, resulting in an
increased failure rate during cycling.

3D arrays represent a promising opportunity for overcoming the bounds of
planar devices. In the last decade all the top Flash vendors have spent hundreds of
millions of dollars in R&D to identify a post floating gate technology with the
following characteristics: large scale manufacturability, cheap process technology,
reliable cell compatible with multi-level cell approach, high bit density, and com-
pliance with current NAND device specification.

Table 3.1 Voltages applied
to the selected block during
the electrical erase pulse

T0 T1 T2 T3 T4

BLeven Float Float Float Float Float

BLodd Float Float Float Float Float

DSL Float Float Float Float Float

WLs 0 V 0 V 0 V 0 V 0 V

SSL Float Float Float Float Float

SL Float Float Float Float Float

iP-well 0 V VERASE VERASE 0 V 0 V

Table 3.2 Voltages applied
to the un-selected block
during the electrical erase
pulse

T0 T1 T2 T3 T4

BLeven Float Float Float Float Float

BLodd Float Float Float Float Float

DSL Float Float Float Float Float

WLs Float Float Float Float Float

SSL Float Float Float Float Float

SL Float Float Float Float Float

iP-well 0 V VERASE VERASE 0 V 0 V
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As described in the previous chapter, a fundamental process change related to
the evolution from 2D to 3D memories is the transition from conventional Floating
Gate (FG) to Charge Trap (CT) cells [9]. Almost all planar NAND technologies in
production today use polysilicon floating gate as storage element. On the contrary,
most of the 3D architectures presented so far use charge trap technology, which
requires a simpler fabrication process because of the thinner cell’s layer stack.
There are exceptions to this rule: 3D NAND architectures based on floating gate are
addressed in Chap. 5.

In this chapter we focus on the most straightforward 3D architecture, the Stacked
one, which is built by using arrays with horizontal channels and horizontal gates.
As shown in Figs. 3.16 and 3.17, this array is a simple stack of planar memories.
Drain contacts and bitlines are common to NAND strings of different layers,
whereas all the other terminals (source, source selector, wordlines and drain
selector) can be decoded separately, layer by layer. Since this 3D organization is the
natural evolution of the conventional planar array, this architecture was developed
in the early days of the 3D exploration; of course, many considerations about cost,
process technology and electrical performances can simply be derived from planar
memories.

From a process technology perspective, the biggest issue is represented by the
thermal budget required to grow additional silicon layers: it must be limited as

Fig. 3.16 Bird’s-eye view of a 3D stacked memory
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much as possible to avoid degradation of bottom layers and to guarantee a uniform
behavior among cells. Big advantage of horizontal channel/gate architecture is the
flexibility: each level is manufactured separately, thus removing many issues that
are present with other approaches (e.g. channel and junction doping). Process
technology can be easily changed to let the cells work either in enhancement or in
depletion mode, but typically enhanced mode is preferred because it allows reusing
the know-how developed for planar memories. From an electrical point of view, the
biggest difference compared to conventional memories is the floating substrate. In
fact, Fig. 3.16 shows that this architecture doesn’t allow a direct contact the body,
and this constraint impacts device operations, especially the erase one.

From an economic point of view, this approach is not very effective since it
multiplies the costs to realize a planar array by the number of layers; in fact, making
one layer of such 3D Stacked NAND Flash requires at least 3 critical process
modules (bitline/wordline/contact). The only improvement compared to conven-
tional planar memories is represented by circuitry and metal interconnections,
because they are shared. In order to limit wafer cost, number of vertical layers must
be as low as possible and, to compensate this limitation, it is fundamental to use
small single cells. Many publications using this array organization have been
presented [13, 14]. Flexibility and reuse of know-how developed with planar CT
cells are probably the reasons to explain the remarkable activity in this area.

Figure 3.18 shows a schematic description of 2 NAND matrix layers [15]: on the
first one both matrix (MAT1) and peripheral circuits are formed; on the second
layer only matrix MAT2 is present. Main peripheral circuits are: sense amplifiers,
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source line (SL) and P-WELL voltage generators, and two NAND string decoders,
one for each layer. Bitlines (BL) are only on MAT1 and they are connected to
MAT2 trough the contacts shown in Fig. 3.18. Metal BLs are not present on
MAT2; this is true for SL and P-WELL networks too. Sensing circuits can access
both MAT1 and MAT2 and, due to the fact that the bitline is shared, the capacitive
load of a BL is comparable to that of a conventional planar device.

Therefore, there is no penalty on power consumption and timings. Only the
parasitic load of the vias is added (less than 5 % of the total bitline capacitance).
Thanks to the two independent string (row) decoders, wordline parasitic load is in
the same range of a planar device. Furthermore, there are no additional program and
read disturbs, because only one layer is accessed at a time. Just the doubling of the
P-WELL parasitic load is a penalty, but it can be negligible as the charge time of the
P-WELL capacitor is not the dominant term in the overall erase time.

At this point it is important to understand how each single layer in the Stack can
be properly addressed without disturbing the others: this is the subject of the next
section.

3.5 Biasing of 3D Stacked Layers

Table 3.3 summarizes NAND string biasing conditions. During read and program
operations, the required biasing voltages are applied only to the strings of the
selected layer MAT1. Strings of MAT2 have WLs floating, while BSL and SLS are
biased at 0 V. During Erase, since P-WELL is shared, WLs of unselected MAT2
layer are left floating, like in the unselected blocks of MAT1. In this way, erasing of
MAT2 blocks is prevented.

MAT1 and MAT2 are fabricated independently; as a consequence, memory
cell’s VTH distributions might be different. Figure 3.19 shows what happens after a
single programming pulse ΔISPP1: two different distributions, DMAT1 and DMAT2,

Table 3.3 NAND string biasing conditions for MAT1 and MAT2

BLn Read Program Erase

VPRE (0.5–1 V) 0/VDD Floating

Selected layer 1 BLS1 VPASS VDD Floating

Selected WL1 VREAD VPROG 0 V

Unselected WL1 VPASS VPASSPGM 0 V

SLS1 VPASS 0 V Floating

Unselected layer 2 BLS2 0 V 0 V Floating

WL2 Floating Floating Floating

SLS2 0 V 0 V Floating

SL 0 V VDD Floating

P-WELL 0 V 0 V 18–20 V
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are formed. In such a situation, a conventional ISPP would degrade program speed.
In fact, the starting voltage VSTARTPGM of the ISPP algorithm is determined by the
fastest cell, which is located at rightmost side of the VTH distribution. Therefore,
due to the enlargement of WTOT, a higher number of program steps is required.

Increasing the number of ISPP steps means reducing the program speed. The
proposed solution in [15] is a dedicated programming scheme for each MAT layer.
Depending on the addressed MAT layer, program parameters such as VPGMSTART,
ΔISPP, and maximum number of ISPP steps are properly chosen (Fig. 3.20).

E VTHR
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DMAT1 DMAT2

WMAT1

WMAT2
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Δ

Fig. 3.19 MAT1 and MAT2 distributions after a single ISPP step
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Fig. 3.20 Conventional (a) and layer compensated (b) ISPP algorithm
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A dedicated control scheme can be used for erasing too: with both P-WELLs at
the same erase voltage, slightly different voltages are applied to the wordlines of the
different layers. It is worth highlighting that, because of the two row decoders, it is
possible to randomly erase 2 blocks, one for each MAT layer.

In the next four chapters we’ll take a close look at the architectural details of the
following 3D options:

• 3D Charge Trap
• 3D Floating Gate
• 3D Advanced Architectures
• 3D VG.

In each chapter, a lot of bird’s-eye views and cross sections will help the reader
to understand the three dimensional implications of these new flash technologies.
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Chapter 4
3D Charge Trap NAND Flash Memories

Luca Crippa and Rino Micheloni

4.1 Introduction

Different criteria can be adopted to sort 3D architectures but, probably, the clas-
sification based on topological characteristics is the most effective since the choice
of a specific topological organization has a direct impact on cost, electrical per-
formances and process technology integration. The following cases can be
considered:

• horizontal channel and gate (Chap. 3);
• vertical channel and horizontal gate;
• horizontal channel and vertical gate (mainly Chap. 7).

The array with horizontal channel and gate is the 3D Stacked option discussed in
the previous chapter. In the 3D approach with horizontal gate and vertical channel,
the planar (2D) NAND Flash string of Fig. 4.1a is rotated by 90°, as shown in
Fig. 4.1b. In order to improve electrical performances, a channel fully wrapped
around by gate is adopted (Fig. 4.1c and d) [1]. With this specific configuration,
thanks to the curvature effect, it is possible to enhance the electric field across the
tunnel oxide and to relax the electric field across the blocking oxide [2, 3], thus
improving power and reliability (Chap. 2).

To simplify descriptions, in this book “vertical channel with horizontal gate” is
shortened to “vertical channel”.

This chapter starts off with 2 vertical channel architectures named BiCS (Bit Cost
Scalable) and P-BiCS (Pipe-Shaped BiCS), respectively. BiCS was proposed for the
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first time by Toshiba in 2007 [4, 5], and another version called P-BiCS was presented
in 2009 [6–8] to improve retention, source selector performances and source line
resistance. Both options are based on a Charge Trap memory cell (Chap. 2). BiCS
can definitely be considered as a major milestone in the history of 3D Flash.

In the next 2 sections we will dig into the details of BiCS and P-BiCS, while the
second part of the chapter is devoted to the evolutionary path of V-NAND, which is
the first 3D architecture that reached volume production.

4.2 BiCS

Bird’s-eye views of the BiCS Flash memory are sketched in Fig. 4.2, while
Figs. 4.3 and 4.4 include diagrams of the equivalent circuit [5].

First of all, there is a stack of Control Gate (CG) plates (green rectangles). The
lowest gate plate corresponds to the gate of the Source Line Selector (SLS) of the
NAND string. Holes are punched through the entire stack and plugged with
poly-silicon, thus forming a series of vertical memory cells connected in a NAND
architecture. At the top of the structure we have Bit Line Selectors (BLS’s) and
Bitlines (BLs) [9].

Memory cells work in depletion-mode [2, 3] with the body poly-silicon being
un-doped or lightly uniformly n-doped, to avoid the process complexity of forming
p-n junctions within the vertical polysilicon plug (or pillar). The intersection of a
control gate plate with a pillar identifies a single memory cell; each string is
connected to a bitline through an upper select transistor (BLS). The bottom of the

Fig. 4.1 NAND Flash string with horizontal gate and vertical channel: a planar, b planar rotated
by 90°, c vertical channel with cylindrical shape and d its cross section
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memory string is connected to the common source diffusion, which is formed on the
silicon substrate. Figure 4.5 highlights a single NAND Page in the SLC case (i.e.
1 bit/cell); basically, there is one selected memory cell per bitline.

Bit density can be increased by adding more control gate plates [10, 11], while the
number of the critical lithography steps remains constant because the whole stack of
control gates is completely punched through with one lithography step only.

Fig. 4.2 BiCS architecture

Fig. 4.3 Schematic circuit of a BiCS array
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Fig. 4.4 Y-Z view of BiCS equivalent circuit schematic

Fig. 4.5 SLC NAND flash page in the BiCS architecture
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As discussed in Chap. 2, in the BiCS design the floating gate is replaced by a
charge trap material. Multiple views of BiCS cell’s structure are reported in
Fig. 4.6, where tunnel oxide, field oxide, polysilicon channel and core filler are
highlighted.

It is worth highlighting the fact that the body of the vertical transistor is com-
pletely made of polysilicon; in fact, the aspect ratio of the punched hole is so high
that it becomes almost impossible to achieve good production yield without
non-selective deposition process steps.

Unfortunately, is such a configuration, it is very difficult to control the trap
density at grain boundary, and this causes a large variation of the sub-threshold
characteristics of the vertical transistor. In order to reduce the trap density fluctu-
ation, the body polysilicon needs to be much thinner than the depletion width.
Basically, the concept is to reduce the volume of the polysilicon and, therefore, the
total number of traps, as sketched in Fig. 4.7. Given its shape, the body of this
vertical transistor is referred to as Macaroni Body [5]. The center of the macaroni
shape is filled with dielectric film (filler in the following) to make the 3D process
integration easier.

In Figs. 4.8 and 4.9 the basic building block of BiCS memory is split in different
sections in order to provide a greater level of details for the different elements [6, 9].
Cell’s structure is clearly visible in the Middle section where the reader can find all
the layers seen in Fig. 4.6. In the Upper section it is worth highlighting that the
charge trap material stops before the bitline selector, which is a standard transistor
built with field oxide only. In other words, both the tunnel oxide and the charge trap

Fig. 4.6 BiCS memory cells
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material are replaced by the polysilicon. The same applies to the Source Line
Selector which becomes a standard nMOS transistor, as shown in Fig. 4.9.

Figures 4.10 and 4.11 show a simplified fabrication sequence of a BiCS array
[12]. In the first step all the plates (green parallelepipeds) for SLS, control gates,
and bitline selectors are manufactured. Then each single stripe of BLS’s is defined.

Fig. 4.7 Vertical transistor with (right) and without (left) macaroni body

Fig. 4.8 BiCS vertical cross-section: upper part
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At this point the stack is ready to be drilled: in Fig. 4.10 channel holes are clearly
visible. Figure 4.11 shows the next step: each single channel hole is filled with
polysilicon (yellow cylinder), thus forming a pillar. Bitlines are defined during the
back-end phase. To sum up, the BiCS cell array consists of multi-stacked control
gate plates and polysilicon pillars fabricated through control gate plates. Memory
cells are placed at the intersections of control gate plates and polysilicon pillars.

Fig. 4.9 BiCS vertical cross-section: middle and lower parts

Fig. 4.10 Simplified BiCS fabrication sequence: CGs, BLS definition, and channel holes
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In the following, in order to simplify the drawings, memory cell’s structure is
defined by the Channel layer (yellow) only.

Edges of control gate plates form a double-sided staircase structure as sketched
in Fig. 4.12 [4, 5, 12, 13]. All the plates (CGs, SLS, SL) are contacted on the same
side (right hand side in this example), because the other one (left hand side) is used
for connecting bitline selectors. Orange rectangles represent metal connections.
Figures 4.13 and 4.14 are the top and bottom bird’s-eye views of Fig. 4.12.

As we have seen in Fig. 4.5, multiple Flash Pages live on the same CG plate,
thus amplifying the impact of disturbs, especially during the programming phase.
For minimizing disturbs, the whole stack of control gates, SLS, and SL is etched to
form a slit, which, as a matter of fact, creates blocks of memory plugs. A vertical
cross section of 3 adjacent blocks is shown in Fig. 4.15, while Fig. 4.16 is the
corresponding bird’s-eye view [12].

Historically, BiCS evolved in a different architecture called P-BiCS, which is the
subject of the following section.

Fig. 4.11 Simplified BiCS fabrication sequence: memory plugs, BL layer deposition, and BL
definition
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Fig. 4.12 Vertical cross section of BiCS with gate connections

Fig. 4.13 Top bird’s eye view of BiCS with gate connections
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Fig. 4.14 Bottom bird’s-eye view of BiCS with gate connections

Fig. 4.15 Front view of 3 adjacent blocks to highlight the presence of slits
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4.3 P-BiCS

P-BiCS (Pipe-Shaped BiCS) Flash was developed to solve some critical problems
of BiCS, such as poor cell’s reliability, poor cut-off characteristics of the Source
Line Selector (placed at the bottom of BiCS), and high resistance of the Source Line
[6, 7]. By adopting a U-shape vertical NAND string, as shown in Fig. 4.17, P-BiCS
solves all the above mentioned problems. In particular, P-BiCS shows three main
advantages compared to a straight-shaped BiCS:

• P-BiCS has better data retention and a wider VTH window because the fabri-
cation process is less stressful for the tunnel oxide;

• Because the Source Line is placed at the top of the stack, it is easier to connect it
to a metal mesh, which results in a lower parasitic resistance;

• The Source Line Selector is at the same height of the BLS and, therefore, its
cut-off characteristics can be tightly controlled, thus improving the functionality
of the memory array itself.

A P-BICS array is built starting from the basic structure shown in Fig. 4.17 [7].
Two NAND strings are connected via the so-called Pipe Connection at the bottom
of the structure, thus forming a U-shaped string (highlighted in cyan): one of the
terminals of this “U” is connected to the bitline, while the other one is tied to the
Source Line. It is worth pointing out that the 2 NAND strings are mirrored such that
they can share the same source line plate (blue parallelepiped).

The basic building block of Fig. 4.17 can be replicated multiple times along the
X direction to form a memory array as shown in Figs. 4.18, 4.19 and 4.20.

Figure 4.21 is the schematic of the equivalent circuit [8].

Fig. 4.16 Top bird’s-eye view of 3 adjacent blocks
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For the sake of clarity, Blocking Oxide and Tunnel Oxide layers have been
removed from Fig. 4.18 onward; only Charge Trap (pink) and Channel (yellow) are
visible.

At this point we are ready to build a bigger array by replicating the basic
building block of Fig. 4.17 along both X and Y directions, as sketched in Figs. 4.22
and 4.23.

For a better understanding of Fig. 4.22, it is worth removing some of the
backend structures, as shown in Fig. 4.24. Starting from the right hand side, the
reader can see how the array would look like by removing bitlines, and bitlines and
Source Line at the same time (far left in Fig. 4.24).

As already pointed out, the Source Line plate is shared among all the NAND
strings which are adjacent along both the X and the Y directions. This mirrored
architecture minimizes the parasitic resistance of the source connection.

Next part of the manufacturing process is designed to build all the necessary
connections for biasing CGs, BLs, BLS’s, SLS’s, and SL [8]. As we have seen in
the previous section, in the BiCS architecture each control gate plate is shared by
several neighboring rows of NAND strings, in order to reduce the silicon area. In
P-BiCS this is not possible as 2 different control gates of the same NAND string
belong to the same layer within the stack. As a result, a branched control gate

Fig. 4.17 Basic building of a P-BICS NAND flash and its vertical cross-section
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Fig. 4.19 Bottom bird’s-eye view of a P-BiCS NAND array

Fig. 4.18 Top bird’s-eye view of a P-BiCS NAND array
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configuration is adopted: Figs. 4.25 and 4.26 are bird’s-eye views of P-BiCS with
all the array connections, while the corresponding X-Z cross-section is drawn in
Fig. 4.27. In this example, a NAND string of 8 Flash cells is considered.

To better appreciate the construction details of Figs. 4.25, 4.28 and 4.29 show a
zoom of the right hand side from different angles.

Fig. 4.20 P-BiCS circuit schematic

Fig. 4.21 Y-Z view of
P-BiCS circuit schematic
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Fig. 4.22 P-BiCS NAND array

Fig. 4.23 Y-Z cross section of Fig. 4.22
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Let’s now have a closer look to the control gates, which are realized by using
fork-shaped plates [8]. Please refer to Figs. 4.30 and 4.31. Each branch of the fork
controls cells of two adjacent pages. Indeed, a P-BiCS NAND string of 8 cells is
formed by vertically stacking 4 pairs of control gates. Each pair of control gate
plates is arranged in a staggered layout (please refer to CG0 and CG7 in Fig. 4.25
as an example). Of course, this architecture can be scaled to include more cells in
the NAND string. For example, with 16/24 layers we can build strings of 32/48
cells.

Fig. 4.24 P-BiCS array with partial removal of source line and bitlines
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At the bottom of Fig. 4.30 it is possible to see some U-shapes (in pink) that have
been placed to better identify NAND strings.

One other major difference of P-BiCS versus BiCS is the fact that the source line
is placed at the top of the 3D structure [6]. In order to enhance noise immunity as
much as possible, it is very important to have a source line with a very low
resistance. For this reason, another level of source line connection is used on top of

Fig. 4.25 Bird’s-eye view of P-BiCS with array connections

Fig. 4.26 Top view of Fig. 4.25
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Fig. 4.27 X-Z cross section of Fig. 4.25

Fig. 4.28 Zoom of Fig. 4.25—top view
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Fig. 4.29 Zoom of Fig. 4.25—bottom view

Fig. 4.30 P-BiCS: control gates are realized by fork-shaped plates
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the one shown in Fig. 4.25. This additional layer is referred to as “Top Level
Source Line” in Fig. 4.32. X-Z cross section and additional bird’s-eye views are
sketched in Figs. 4.33, 4.34 and 4.35.

Fig. 4.31 Top view of Fig. 4.30

Fig. 4.32 Bird’s-eye view of P-BiCS with top level source connection

Fig. 4.33 X-Z cross section of Fig. 4.32
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Fig. 4.34 Bottom view of Fig. 4.32

Fig. 4.35 Zoom of the left hand side of Fig. 4.32
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As we have seen with BiCS, it is important to regularly cut control gate plates by
adding slits, in order to reduce program disturb and read disturb, as shown in
Figs. 4.36 and 4.37.

Figure 4.38 is the top view of Fig. 4.36: it is clearly visible how the slit cuts the
control gate plates in sub-plates. The corresponding Y-Z cross section is reported in
Fig. 4.39.

4.4 VRAT and Z-VRAT

BiCS and P-BiCS were introduced by Toshiba. Samsung has followed a different
path before reaching the architecture called V-NAND, which is the first 3D
architecture with vertical channel brought to volume production. This section plus
the following two describe the intermediate steps. Sect. 4.7 is devoted to V-NAND.

VRAT stands for Vertical Recess Array Transistor and was presented in 2008
[14]. Equivalent circuit schematic, vertical cross section and bird’s-eye view of
VRAT are shown in Fig. 4.40. Storage material is a nitride Charge Trap layer
sandwiched, as usual, between tunnel and control oxides. 3D integration process for
VRAT is called PIPE (Planarized Integration on the same PlanE) and the name has
nothing to do with the pipe concept of P-BiCS. As this was one of the first attempts
to build 3D structures, developing a simple unique integration scheme for vertical
cells and interconnects was key; in other words, one of the most critical issues to

Fig. 4.36 P-BiCS array with slit
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Fig. 4.37 P-BiCS array split in memory blocks

Fig. 4.38 Top view of Fig. 4.37
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solve for 3D integration is how to connect memory cells from the matrix to the
peripheral circuits.

Let’s have a look at the main process steps for building VRAT structures. After
deposition of multiple layers of nitride and oxide films, cell region is formed by wet
etching process. Wordline electrode is deposited after cell’s stack formation (oxides
and CT material); at this point, an etch-back process removes the electrode from the
sidewall, such that wordline layers are separated, as displayed in Fig. 4.40. At the
end of the process, vertical strings are isolated (Fig. 4.41), and bitline and wordline
contacts are added for connecting the array to the peripheral circuits (Fig. 4.42).
Please note that wordline fan-out is not based on a stair-like structure, which can be
seen as one of the merits of this solution; in fact, it doesn’t require additional
lithography steps (for staircase formation) and it is, therefore, cheaper (at least, in
principle).

Fig. 4.39 Y-Z cross section of Fig. 4.37

Fig. 4.40 VRAT NAND string
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Fig. 4.41 Array of VRAT strings

Fig. 4.42 VRAT array with BL and WL connections
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As a matter of fact, VRAT is a twin structure in the sense that current flows
through 2 different paths because of the symmetry of the structure. Z-VRAT
(Zigzag VRAT) is a further step towards a higher bit density [14]. In fact, each
VRAT vertical structure is split into 2 narrower strings, as sketched in Figs. 4.43
and 4.44. The concept of the PIPE integration scheme stays intact; of course, the
separation of the strings requires some additional process steps.

VRAT evolved in a different structure called VSAT, which is analyzed in the
following section.

4.5 VSAT and A-VSAT

VRAT manufacturing is based on 2 basic concepts: gate-last and channel-first [15].
The challenge of this approach is in the undercut space for gate electrodes, which
needs to be created and filled, thus requiring complex fabrication steps. VSAT
(Vertical Stacked Array Transistor) revers the order: gate-first and channel-last. The
basic building block of VSAT is displayed in Fig. 4.45. Let’s look at the fabrication
process. Multiple layers of polysilicon and nitride films are deposited one on top of
each other; polysilicon acts as a gate, while nitride is the isolation material. The
active region is defined after patterning the multiple layers, and a subsequent
etching process. All gate electrodes are exposed on the same plane after a CMP
process, thus allowing easy access to gate electrodes. Tunnel oxide, CT material,

Fig. 4.43 Z-VRAT NAND strings
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Fig. 4.44 Z-VRAT array with BL and WL connections

Fig. 4.45 VSAT basic building block
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and blocking oxide are then deposited on the active region. Channel is formed by a
polysilicon deposition. Of course, final step is an etching process which is used to
isolate vertical strings.

Multiple Fig. 4.45 can be combined together to form a NAND string, as shown
in Figs. 4.46 and 4.47.

Fig. 4.46 VSAT NAND string

Fig. 4.47 Equivalent circuit of Fig. 4.46
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Vertical channel architectures usually have SL selectors at the bottom of the 3D
stack; as we have seen in previous sections, this poses some challenges as SLS
might have different gate oxide, gate length, and doping density than the memory
cells along the string. Figure 4.46 shows that, in VSAT, SL selectors are not part of
the vertical string as they are located in the peripheral region, like in the 2D case,
thus simplifying the whole manufacturing process. All the merits of the PIPE
process in terms of fan-out remain unchanged, as clearly visible in Fig. 4.48.

By comparing the schematic of VRAT and VSAT, we can notice that they are
both “twin” cells in the sense that they are split in 2 parts. The difference is that in
VRAT the 2 halves are in parallel, while they are in series in VSAT. In other words,
this is like saying that in VSAT the current flows through the “same” cell twice,
thus degrading the bit density. To solve this problem, an additional wordline cut
process was proposed by Macronix in 2015 [16]. This improved vertical archi-
tecture is called A-VSAT, which stands for Asymmetrical VSAT: basic building
block and A-VSAT NAND string are shown in Figs. 4.49 and 4.50, respectively.

Fig. 4.48 VSAT fan-out
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Fig. 4.49 A-VSAT basic building block

Fig. 4.50 A-VSAT NAND string
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4.6 TCAT

TCAT (Terabit Cell Array Transistor) was proposed in 2009 [17]. A bird’s-eye
view of the TCAT array is presented in Fig. 4.51. The equivalent circuit is sketched
in Figs. 4.52 and 4.53. Besides SL+ lines, the TCAT equivalent circuit is identical
to the BiCS equivalent circuit shown in Fig. 4.4. All SL+ lines (which are n+
diffusions) are shorted together outside the array to form a common Source Line.
Two level of metals are used to fan-out BLS’s and CGs+SLS, respectively. Top and
side views of TCAT can help understanding better the overall architecture
(Figs. 4.54, 4.55, and 4.56).

There are 6 CG layers and 2 NAND blocks. Each block has 7 wordlines per
layer. These 7 wordlines are shorted together at the Metal1 level, as displayed in
Fig. 4.57. In order to clearly understand how many contacts are underneath the
Metal1 layer, another layer removal is needed, as shown in Fig. 4.58. Metal2 is
used for wordline decoding, while Metal1 is used to decode the NAND string. It is
worth highlighting that, compared to BiCS, in the TCAT architecture the slit is a cut
in the bitline layer, as it can be seen in Fig. 4.57; in fact, wordlines are already
separated by construction (Fig. 4.59).

After the review of the architectural aspects of TCAT, we can now look at the
differences with respect to BiCS. First of all, TCAT makes use of gate-replacement
[17]; in other words, the gate layer is deposited only at the end of the stack
formation, while BiCS is based on a gate-first process. Let’s briefly analyze the

Fig. 4.51 TCAT NAND flash array
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gate-replacement technology. Multiple layers of oxide and sacrificial nitride layers
are initially deposited. The whole stack is then etched between each row of pillars
(holes) and nitride is removed. At this point, gate dielectric layers, and metal gates
are deposited in the conventional order by filling the space between wordlines with
tungsten. After that, an etching process is used to separate the gates. In this way, a
metal gate SONOS memory cell is fabricated; this kind of cells allows faster erase
speed, longer retention, and a wider VTH window. Of course, the other big
advantage of the metal gate is the reduced parasitic resistance of the wordline,
which translates in faster operations.

Fig. 4.52 TCAT circuit schematic

Fig. 4.53 Y-Z view of
TCAT circuit schematic
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Fig. 4.54 Top view of Fig. 4.51

Fig. 4.55 Z-Y side view of Fig. 4.51
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Fig. 4.56 Z-X side view of Fig. 4.51

Fig. 4.57 TCAT NAND array without Metal2 layer
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Fig. 4.58 TCAT NAND array without metal layers

Fig. 4.59 TCAT NAND array without metal layers and bitline contacts
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Another difference is the bulk erase operation. As shown in Fig. 4.60, the ver-
tical pillar is directly connected to the p-substrate and not to a n+ diffusion. Close to
each NAND string there is a n+ region used to drain the cell’s current. During erase,
holes are directly provided by the substrate, without the need for GIDL (Gate
Induced Drain leakage) generation at SLS, which is one of the main concerns of the
BiCS architecture.

Last but not least, we can take a look at the NAND memory cell: a direct
comparison between BiCS and TCAT is reported in Fig. 4.61. Because of the
gate-last process adopted by TCAT, the charge trap layer is biconcave, which
results in a reduced charge spreading effect. In fact, in a string of the conventional
3D BiCS, the charge trap nitride layer is continuously connected across all gates
along the channel side and, as a matter of fact, it acts as a charge spreading path. As
discussed in Chap. 2, this causes degradation of data retention characteristics.
Thanks to the biconcave shape of the charge trap layer, in the TCAT case it is
harder for electrical charges to move from one cell to another, as there is not straight
connection of the charge trap layers between them [18].

Fig. 4.60 TCAT pillars
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4.7 V-NAND

TCAT turned out to be the foundation for the first 3D NAND architecture brought
to volume production, which is called V-NAND. This technology was launched at
Flash Memory Summit 2013 [19]. As summarized in Fig. 4.62, Samsung officially
introduced the first generation of V-NAND in 2014 [20–22]. The first product was a
128 Gb MLC NAND, based on damascened metal-gate SONOS-type (CT) cell.
The vertical stack of V-NAND Gen1 is made of 24 wordline layers, whose
equivalent circuit is shown in Figs. 4.63 and 4.64. In terms of schematic diagram,
the main difference with respect to Figs. 4.4 and 4.53 is the presence of dummy
wordline layers (dummy CG).

In 3D architectures with vertical channel, memory cells have floating body.
During programming, high channel boosting can generate hot carries at the edge of
the string, because of the high lateral electric field. As such, the channel potential
does not boost up as it should when WL0 is programmed (i.e. hot carriers discharge
the channel). Of course, this behavior translates into Program Disturb. Therefore,
dummy WLs are inserted between the selection transistors and WLs to prevent the
above mentioned effect [23, 24].

To save silicon area, V-NAND Gen1 adopts a special layout for the array of
pillars, known as Staggered Pillars (or Holes). In practice, even and odd rows of
pillars are staggered, without changing the center-to-center distance between
adjacent pillars. With reference to the left hand side of Fig. 4.65, please note that in
Gen1 each bitline has to fit in 1 channel hole (pillar) pitch.

In V-NAND Gen2 layout of bitlines is different, as sketched on the right hand
side of Fig. 4.65: we refer to this layout as Staggered Bitline Contacts. In this case,

Fig. 4.61 BiCS and TCAT flash memory cells
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2 bitlines are arranged in 1 pillar pitch [25]. Of course, BL density doubles (NAND
page size goes from 8 to 16 kB), but the number of contacts to the bottom Source
Line plate is halved. The overall number of pillars is the same of the previous
generation. Figure 4.66 displays a side by side comparison of the array cross
sections of the 2 generations (not in scale).

The reader can find a detailed explanation of the above mentioned layout
techniques in Chap. 6, which is devoted to the analysis of the most advanced 3D
architectures for vertical channel Flash arrays.

V-NAND Gen2 was presented in 2015 [25, 26] in the form of 128 Gb TLC.
Compared to the previous generation, there hasn’t been macroscopic changes in the
memory cell itself, but it is worth mentioning that the number of control gate layers
is 32 instead of the previous 24.

Fig. 4.62 From TCAT to V-NAND (pictures not in scale) [17, 20, 25, 27]
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The other highlight of this device is the Single-Sequence Programming opera-
tion. TLC functionality (i.e. 3 bit/cell) requires the ability of squeezing 8 VTH

distributions instead of 4, within almost the same VTH window. In planar NAND,
conventional TLC programming algorithms are based on repeating the program-
ming sequence 3 times per wordline: VTH distributions become smaller and smaller
after each sequence. In V-NAND Gen2, tight cell’s VTH distribution is achieved by

Fig. 4.63 Circuit schematic of a 3D V-NAND array

Fig. 4.64 Y-Z view of
V-NAND circuit schematic
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exploiting the advantages of CT, i.e. small cell-to-cell interference and narrow
natural VTH distribution. This is coupled with an improved programming algorithm:
V-NAND Gen2 asks for the 3 TLC pages of data at the start of programming and it
writes the 3 pages at once. Of course, this approach translates into faster pro-
gramming operations and lower power consumption.

V-NAND Gen3 becomes public at the IEEE International Solid State Circuits
Conference (ISSCC) in 2016 [27]. It is again a TLC device, but this time it is a
256 Gb based on a vertical stack of 48 control gate layers. When increasing the
number of layers, the etching technology can become a serious issue because of the
aspect ratio of the pillar. Therefore, it is almost unavoidable to reduce the thickness
of each single control gate layer. While the overall stack manufacturability benefits
from thinner layers, the situation is totally different for wordlines: in fact, parasitic

Fig. 4.65 First and second generations of V-NAND bitline architectures

Fig. 4.66 Cross section of V-NAND Gen1 (left) and Gen2 (right), not in scale
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resistance and capacitance increase, thus slowing down both read and program
operations. Not only that. Because of the increased resistance, channel hole size
fluctuations become even more important. As a matter of fact, channel hole can be
seen as a physical barrier to the charge flow along the wordline: a variation of the
hole size translates into a variation of the parasitic resistance. This fact needs to be
coupled with the actual shape of the pillar (Chap. 2), which is sketched in Fig. 4.67.
As a result, the voltage transient is a function of the layer. By using the conven-
tional approach of applying the same program step duration to each single wordline
(Chap. 3), the NAND raw BER would become higher for the slower wordlines. As
such, an adaptive program pulse scheme is adopted: basically, it varies the program
pulse duration according to the target WL’s characteristics.

As the number of layers in the 3D NAND stack grows up, we expect these
non-uniformity effects to become more and more the focus for circuit designers and
process technology engineers.

At this point the reader should have all the architectural elements to understand
the challenges of stacking several memory layers, one on top of each other.

Fig. 4.67 Ideal versus actual shape of pillars
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Even though BiCS and V-NAND with Charge Trap storage have been a major
breakthrough in going to 3D, they are not the only possible approach, and Floating
Gate is still alive. The 3D world is full of options! In the next chapter we’ll see
many different types of 3D Flash memory cells based on Floating Gate.
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Chapter 5
3D Floating Gate NAND Flash Memories

Rino Micheloni and Luca Crippa

5.1 Introduction

Planar NAND Flash memories (commercially available) are based on Floating
Gate, which has been developed and engineered for many decades. Therefore, there
have been many attempts to develop 3D Floating Gate cells in order to re-use all the
know-how cumulated over time. Figure 5.1 is a summary of the Floating Gate
variants based on vertical channel described in the present chapter. There is also one
FG NAND string with horizontal channel, which is briefly described in Sect. 5.7.

5.2 Conventional Floating Gate (C-FG) Flash Cell

The first 3D vertical NAND structure based on Floating Gate was proposed back in
2001 [1]. This array is built around a 3D vertical FG cell, which is usually referred to
as 3D Conventional FG (C-FG) or S-SGT (Stacked-Surrounding Gate Transistor)
[1–3]. The basic cell is shown in Fig. 5.2. Floating Gate (FG) and Control Gate
(CG) completely surround the vertical Channel (CH) ; Tunnel Oxide (TOX) and
Inter Poly Dielectric (IPD) complete the floating gate structure. Figure 5.3 offers top
and side views of Fig. 5.2. X–Y and X–Z cross sections are sketched in Fig. 5.4.

Single memory cells can be vertically stacked to form a NAND Flash string, as
shown in Fig. 5.5. For sake of simplicity, drawings are based on a stack of 6
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memory cells; of course, more cells can be stacked together. Figure 5.6 displays
various cross sections of Fig. 5.5. At the top of the vertical structure we can found
the Bitline Selector (BLS) which is connected to the Bitline (BL) through the
bitline contact. At the bottom, the Source Line Selector (SLS) connects the NAND
string to the Source Line (SL). Because of their functionality, BLS and SLS are
standard transistors, i.e. they are fabricated without a floating gate. In fact, cross
sections reported in Fig. 5.7 reveal that both transistors use TOX as gate oxide. This
is not the only option: IPD or any other type of oxide would do the job.

Fig. 5.1 Different types of 3D floating gate memory cells
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Starting from a single NAND string (Fig. 5.5) we can build a complete memory
array, as shown in Fig. 5.8.

All the Control Gates of the cells belonging to the same NAND page are shorted
together to form a single wordline. This is true for BLS and SLS transistors too.
Bitlines and wordlines are orthogonal to each other as in a standard planar array. In
this specific example, 8 cells are addressed in parallel (8 bitlines), and there are 48
wordlines in total. In order to better understand all the details of such a complex
structure, a layer-by-layer diagram is sketched in Fig. 5.9.

Fig. 5.2 Bird’s-eye views of the 3D conventional floating gate cell (C-FG)

Fig. 5.3 Top and side views of the C-FG memory cell
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Along the Y direction, there is a separation between wordlines: this is used
during manufacturing to perform all the necessary process technology steps. Same
applies to SLS lines. In reality, from an electric point of view, things are different.
Figures 5.10, 5.11 and 5.12 add all the peripheral connections to the memory array.
It is worth highlighting that wordlines at the same z-height are shorted together. In
other words, the 48 wordlines form a single NAND memory block. Of course, BLS
lines can’t be connected together as they need to select a single NAND page out of
the 8 belonging to the same “CG layer” (or simply “layer” in the following).
Because SLS transistors need to be selective only when the NAND block is erased,
then all the SLS lines of a specific block can be biased at the same voltage;
therefore, SLS lines can be shorted.

The benefit of shorting lines together is a reduced decoding complexity which,
as a matter of fact, translates into a saving of both power and silicon area.

With all the most recent process technology developments, CG and SLS plates
can now be manufactured without gaps, even within the memory array, as sketched
in Figs. 5.13 and 5.14.

Fig. 5.4 X–Y and X–Z cross sections of the C-FG memory cell
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Given the complexity of the drawings, in order to focus on the details of the
overall architecture, IPD and TOX will not be drawn in the remainder of this
section. After this removal, the memory array looks like the one in Fig. 5.15.

Fig. 5.5 Bird’s-eye view and
side views of the C-FG
NAND Flash string

Fig. 5.6 Cross sections of
Fig. 5.5
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Fig. 5.7 Cross sections of transistors BLS and SLS

Fig. 5.8 Bird’s-eye view and side views of the C-FG NAND Flash array
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From a design perspective, it is critical to minimize the parasitic resistance of the
Source Line as it plays the role of the “local ground” for each memory cell. Because
of this, it is not possible to build a big Source Line plate at the bottom of the stack
with just few contacts: when addressing tens of thousands of cells in parallel, the
voltage fluctuations would inject too much noise during array operations. As such,

Fig. 5.9 Layer-by-layer diagram of the C-FG memory array
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the memory array needs to be modified in order to accommodate additional contacts
to the Source Line plate, as shown in Fig. 5.16. Please note that this modification
has an impact on the bitline pattern too, as there is a need for an intra-bitline space
to go down to the bottom of the structure.

At this point it is possible to build a metal mesh by using an additional metal
layer and, therefore, decrease the parasitic resistance of the cell’s source contact.
This additional layer is referred to as “Top Source Line” in Figs. 5.17 and 5.18. Of
course, this is just one example of metal mesh. Design might look different
depending on the number of available metal layers and their parasitic resistance.

In order to minimize program and read disturbs (Chap. 2), and reduce parasitic
loads, NAND blocks are usually separated by a slit, as shown in Figs. 5.19, 5.20
and 5.21. Of course, there is a need to cut CGs and SLS, but not bitlines and Top
Source Lines, as they can be common to the entire memory plane. Fundamentally,
this is the same approach we have seen with BiCS in Chap. 4.

It is worth highlighting that the size along the X axis is defined by the NAND
logical page, while the size along the Y axis is defined by the number of blocks of
the NAND device.

Fig. 5.10 Top bird’s-eye view of the peripheral connections of a C-FG NAND Flash array
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Fig. 5.12 Bottom bird’s-eye view of the peripheral connections of a C-FG NAND Flash array

Fig. 5.11 Top and side views of Fig. 5.10
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In all the drawing of this section we have used 6 CG layers, but this number can
be scaled up depending on the capabilities of the process technology. Because we
are talking about Floating Gate cells, the vertical scaling is limited by interference
issues with neighboring cells; not only that, other effects must be carefully handled.
This is why different types of 3D FG cells have been developed over time, and they
are described in the following sections.

Fig. 5.13 C-FG array with monolithic CG and SLS plates

Fig. 5.14 Cross sections of Fig. 5.13
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Fig. 5.15 Memory array without IPD and TOX

Fig. 5.16 Modified array to enable more contacts to the source line plate
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Fig. 5.17 C-FG array with top source line

Fig. 5.18 X–Z cross section of Fig. 5.17
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Fig. 5.19 C-FG array with 2 NAND blocks

Fig. 5.20 Y–Z cross section of Fig. 5.19
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5.3 Extended Sidewall Control Gate (ESCG) Flash Cell

When looking at 3D cells, another concern is the high resistance of the source/drain
(S/D) regions for enhancement-mode operations; as a result, these regions require
high-doping, but this is very difficult to achieve with a polycrystalline-silicon
channel. Moreover, this diffused S/D areas lead to short channel effects and dis-
turbance of the conventional bulk erase operation. Therefore, a higher voltage
during read is required to electrically invert the S/D layer: this is almost impossible
with C-FG because of the FG thickness.

In order to overcome these issues and reduce the interference effect, the
Extended Sidewall Control Gate (ESCG) memory cell was introduced [4].

Figure 5.22 shows bird’s-eye views, and lateral and top views of the ESCG cell.
Cross sections are reported in Fig. 5.23. Floating Gate is a cylinder, fully sur-
rounded by the Control Gate.

When applying a positive bias to the ESCG structure (Fig. 5.24) the electron
density at the surface of the pillar is one order of magnitude higher than that of the
Conventional FG. In other words, a lower S/D resistance is achieved by using a
highly inverted electrical S/D scheme.

In addition to the reduced S/D resistance, the FG–FG interference coupling
capacitance is also reduced, thanks to the ESCG shielding structure. Please note that
the ESCG region is not floating. Moreover, the CG coupling capacitance (CCG) is
remarkably increased due to the increased area between Control Gate and Floating
Gate. As a result, a better CG coupling ratio can be achieved, which is very
important for high-speed NAND Flash operations [5].

Fig. 5.21 Top view of
Fig. 5.19
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As usual, multiple memory cells can be connected to form a NAND string, as
sketched in Figs. 5.25 and 5.26. For sake of clarity, a string of 6 memory cells is
used.

For SLS and BLS selectors, the same considerations we made for C-FG
(Fig. 5.7) apply here: SLS e BLS don’t have a floating gate. Starting from Fig. 5.25
a core of the memory array can be built, as sketched in Fig. 5.27, which is the
equivalent of Fig. 5.8 for C-FG. At this point, all the following steps, in terms of
building multiple blocks, and adding peripheral connections and source line mesh
are basically the same that were described in the previous section.

Fig. 5.22 Extended sidewall control gate (ESCG) NAND Flash cell
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Fig. 5.23 Cross sections of the ESCG NAND Flash cell

Fig. 5.24 Electron density at the surface of the pillar
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Fig. 5.25 Bird’s-eye view
and side views of the
ESCG NAND Flash string

Fig. 5.26 Cross sections of
Fig. 5.25
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5.4 Dual Control-Gate with Surrounding Floating
Gate (DC-SF) Flash Cell

Another possible NAND cell based on Floating Gate is named DC-SF (Fig. 5.28),
which stands for Dual Control-Gate with Surrounding Floating Gate [6]. This time
the Floating Gate is controlled by means of two control gates (CGs). The immediate
benefit of this structure is an increased coupling ratio FG/CG due to the enlarge-
ment of surface area between FG and CGs. Of course, this combination enables
lower voltage biasing for program and erase operations. Another key advantage of
DC-SF is the absence of FG-FG interference as the Control Gate sitting between 2
Floating Gates plays the role of electrostatic shield. As a result, this memory cells
allows wide Program/Erase (P/E) threshold voltage window, which is key for
multilevel storage [7].

Cross sections in Fig. 5.29 show that the surrounding FG is fully isolated by the
inter poly dielectric (IPD), and it is capacitive coupled to both Upper (CGU) and
Lower (CGL) control gates along the vertical direction Z.

Fig. 5.27 Bird’s-eye view of the ESCG NAND Flash array
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The tunnel oxide is formed only in the region between CH polysilicon and FG,
while IPD is added on the sidewall of the CG, thus forming a thicker dielectric layer
on the CG. As a consequence, charges can only move through the tunnel oxide
without any tunneling to the control gates.

Figures 5.30 and 5.31 show a NAND Flash string based on DC-SF and few
cross sections, respectively. It is worth highlighting that, inside the NAND string,
control gates are shared between 2 floating gates, such that the overall numbers of

Fig. 5.28 Dual Control-gate with surrounding floating-gate (DC-SF) NAND Flash cell
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layers can be significantly reduced. SLS e BLS selectors don’t use the floating gate,
as we have already seen for C-FG and ESCG: they are just normal nMOS
transistors.

Starting from their physical structures, it is possible to compare BiCs and DC-SF
in order to understand how prone they are to retention problems. Strings of the 2
types are shown in Fig. 5.32. In a string of the conventional 3D BiCS, the charge
trap nitride layer is continuously connected across all gates along the channel side
and, as a matter of fact, it acts as a charge spreading path. As discussed in Chap. 2,
this causes degradation of data retention characteristics. On the contrary, the sur-
rounding FG is completely isolated by IPD and tunnel oxide, implying that DC-SF
has a much easier job in retaining electrons [8, 9].

Fig. 5.29 Cross sections of the DC-SF NAND Flash cell
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The downside of a memory cell with 2 control gates is the increased complexity
of the biasing schemes [10, 11], and the additional 2 gate layers at the top and
bottom of the NAND string.

As usual, starting from a single NAND string, an entire memory array can be
built, as shown in Fig. 5.33. Because Fig. 5.33 is basically identical to Fig. 5.8
(of course, except for the memory cell itself), all the considerations made for C-FG
in terms of peripheral connections and source line resistance hold true here.

Fig. 5.30 Bird’s-eye view
and side views of the DC-SF
NAND Flash string

Fig. 5.31 Cross sections of
Fig. 5.30
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Fig. 5.32 BiCS versus DC-SF

Fig. 5.33 Bird’s-eye view of the DC-SF NAND Flash array
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5.5 Separated Sidewall Control Gate (S-SCG) Flash Cell

Another 3D floating gate option that leverages the sidewall concept is the Separated
Sidewall Control Gate (S-SCG) Flash cell [12], which is shown in Figs. 5.34
and 5.35. As we have seen with DC-SF and ESCG, the adoption of a Sidewall
Control Gate (SCG) structure has multiple benefits, including a significant reduc-
tion of the interference coupling effect, and a high CG-FG coupling capacitance.

S-SCG cells can be combined in NAND string by sharing sidewall gates, as
sketched in Figs. 5.36 and 5.37; sharing is done to reduce complexity and minimize
the number of layers, which is critical for 3D integration.

One of the most critical issues of this architecture is the “direct” disturb to the
neighboring passing cells, as a result of the high coupling capacitance between SCG
and FG. In this case we are talking about “direct” disturb because the sidewall

Fig. 5.34 Separated sidewall control gate (S-SCG) NAND Flash cell
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control gate is shared between adjacent cells. In fact, a voltage applied to SCG is
actually applied to both floating gates (again, because of the high coupling ratio). Of
course, this is worse in the DC-SF case because of the 2 sidewall gates, while
ESCG has one sidewall gate only.

In order to reduce the decoding complexity and minimize the number of contacts
in the array, all SCGs of a NAND block are shorted together (common SCG
scheme) and, therefore, they are biased at the same voltage in any operations of the
array. In other words, besides being an electrostatic shield for the FG-FG coupling,
sidewall gates can be properly biased to help Read, Program, and Erase operations
[13]. During Read, common SCG is biased around 1 V, similarly to what described
for ESCG, thus electrically inverting the channel (pillar). This is similar to what was
described in the previous section for ESCG, but this time the inversion happens
simultaneously on both source and drain, thanks to the double sidewall gate
architecture (Fig. 5.38).

Fig. 5.35 Cross sections of the S-SCG NAND Flash cell
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In a similar way, the common SCG is biased at a medium voltage (around 11 V)
during programming to enhance the channel boosting efficiency (Chap. 3). Figure 5.39
displays a bird's-eye views of the S-SCG NAND Flash array.

Fig. 5.36 Bird’s-eye view
and side views of the S-SCG
NAND Flash string

Fig. 5.37 Cross sections of
Fig. 5.36
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Fig. 5.38 Source and drain inversion thanks to the common SCG approach

Fig. 5.39 Bird’s-eye view of the S-SCG NAND Flash array
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5.6 Sidewall Control Pillar (SCP) Flash Cell

As discussed, the drawback of the Sidewall Control Gate approach is the direct
disturb induced by SCG on adjacent memory cells. Moreover, there might be
reliability issues arising from the IPD close to SCG, because of the high voltages
applied during program and erase operations. In addition, there is an intrinsic
limitation to vertical scaling (let’s say below 30 nm) because, again, the thickness
of both SCG and IPD can’t be scaled too much due the voltage budget they need to
handle.

To overcome the above mentioned issues, in 2012 a memory cell called Sidewall
Control Pillar (SCP) was proposed [14]. Please refer to Figs. 5.40 and 5.41
bird’s-eye views, and top and side views of the SCP Flash cell.

Fig. 5.40 Sidewall control pillar (SCP) NAND Flash cell
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This time the isolation effect of the Sidewall approach is realized by using the
polysilicon pillar itself. In fact, top and bottom sides of each FG are partially
covered by the pillar. Furthermore, the thickness of SCP can be reduced in the
20 nm range, with a significant improvement from a scaling perspective. It is worth
highlighting that, being designed without a Sidewall Gate, SCP can be operated in
the same way as C-FG, thus leveraging all the benefits of well-known biasing
schemes.

SCP NAND string and its cross sections are shown in Figs. 5.42 and 5.43,
respectively. Please note that SCP is shared between two adjacent cells, in order to
reduce both complexity and stack’s height.

This is the last floating gate option with vertical channel described in the chapter.
In the next section, the reader can find a Flash cell with a rotated, i.e. horizontal,
channel.

Fig. 5.41 Cross sections of the SCP NAND Flash cell
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5.7 Horizontal Channel (HC-FG) Flash Cell

In all the floating gate cells analyzed in the previous sections, cell’s size is relatively
large because of the gate-all-around approach. Moreover, the additional sidewall
gates complicate all the operations on the cell itself. Please note that all the above
mentioned cells have a vertical channel.

Fig. 5.42 Bird’s-eye view
and side views of the
SCP NAND Flash string

Fig. 5.43 Cross sections of
Fig. 5.42
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Floating gate can also be vertically integrated by using a horizontal channel
[15]. Bird’s-eye views and side views of the Horizontal Channel Floating Gate
(HC-FG) Flash cell are shown in Fig. 5.44.

The starting point is the 3D Stacked NAND architecture presented in Chap. 3,
where conventional FG cells are stacked perpendicular to the substrate. In
Stacked NAND devices, memory layers can be independently decoded because
control gates are split by layers.

With HC-FG, NAND strings are again stacked perpendicular to the substrate,
but this time with a double-gate structure, which removes the risk of short circuiting
floating gates along the vertical direction; of course, one of the two gates is shared
between adjacent cells. Additionally, control gates are shorted across all memory
layers.

From a process technology point of view, the floating gate cell is formed by a
channel-first technique, very similar to a 2D process. Another advantage is that
program and erase operations can be carried out at the same voltage conditions as
for 2D FG cells, thus re-using all the existing know-how in terms of cell’s biasing
schemes and tunnel oxide development.

For 3D NAND devices with horizontal channels, NAND channel decoding is
more difficult than what we have seen in Chap. 4 for vertical channel architectures.
Main reason being the fact that channels need to be decoded along the NAND string

Fig. 5.44 Bird’s-eye views and side views of the horizontal channel floating gate (HC-FG) cell
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direction and then vertically connected to bitlines, which run on top of the array.
There are several different ways of implementing this channel decoding, but the
basic concept is summarized in the block called Horizontal to Vertical Channel
Decoder (HVCD) in Fig. 5.45. Of course, each NAND string (channel) goes
through all the CGs layers, having the Source line on one side, and HCVD on the
opposite side. In Fig. 5.45 there are 16 strings but only 4 BL contacts, which means
that a 16:4 decoder has to be implemented, at the minimum cost.

Readers can refer to Chap. 7 for some detailed implementations, like PN diode
and normally-ON SSL, which are typically used in 3D VG-type NAND.

This last architecture completes the overview of the most studied alternatives for
3D integration of Floating Gate cells.

5.8 3D FG NAND in the Industry

When looking at FG based 3D NAND memory arrays of hundreds of Gb, Micron
has definitely been the most active company. As summarized in Fig. 5.46, the first
3D FG device was presented at the International Electron Devices Meeting
Conference (IEDM) in 2015 [16]. It is a NAND chip which can be configured as

Fig. 5.45 Horizontal-to-vertical channel decoder
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either 256 Gb MLC or 384 Gb TLC. The vertical string is based on a conventional
3D C-FG cell. In terms of the number of control gate layers, there are 32 memory
layers plus additional layers for dummy wordlines and selectors (similar to what
discussed in Chap. 4). It is worth pointing out that source and drain selectors are
single oxide transistors.

Because the entire stack is built above the silicon, the area under the array is used
for circuits, thus saving silicon area and improving bit density. There are 4 metal
layers: 2 at the bottom for connecting CMOS circuits underneath the array, and two
at the top, one for bitline and one for power and global interconnects, respectively.

A 3D FG NAND with the record density of 768 Gb becomes public at the IEEE
International Solid State Circuits Conference (ISSCC) in 2016 [17]. This is again
based on C-FG vertical strings but in [17] there are more details about how
peripheral circuits are laid out under the memory array.

Let’s start from the conventional approach. Usually, circuits are placed at the
same level of the top of the stack, and they sit along the sides of the matrix, as
shown in Figs. 5.47 and 5.48.

As mentioned, in [17] a bunch of circuits are placed under the matrix itself,
including Page Buffers, wordline drivers, data path, and both block and column
redundancies. For a better understanding, let’s consider the simple case where only
Page Buffers are moved: the array would look like Figs. 5.49 and 5.50. A bottom
view might also be helpful: Fig. 5.51 shows the pool of Page Buffers, and it also
highlights that not necessarily Page Buffers need to occupy all the space. The
remaining area can be utilized for other CMOS circuits, as displayed in Fig. 5.52.

Fig. 5.46 3D FG NAND devices presented by Micron (pictures not in scale) [16, 17]
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The benefit of this approach is not only the area reduction. Being close (or
“local”) to the specific portion of the array they need to serve, Page Buffers and
wordline drivers under the array allow cutting bitlines and wordlines, respectively.
The resulting line segmentation helps reducing timings, especially for wordlines,
which are made of polysilicon with high intrinsic resistivity.

By adopting the same philosophy, the Source Line plate is also “local” to a
specific area of the array; in this way, voltage bounces on cell’s source are mini-
mized, thus making the all-bitline sensing more reliable.

Fig. 5.47 Conventional layout of peripheral circuits at the top of the 3D stack

Fig. 5.48 Top view of
Fig. 5.47
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This innovation on the circuit front is another proof that 3D integration opens the
door to completely new opportunities, and the competition between Charge Trap
and Floating Gate is definitely not over.

As a lesson learned from Chaps. 4 and 5, there are two aspects to keep in mind
when looking at 3D integration. The first one is the functionality of the memory cell
itself, and its interaction with the other memory cells in the NAND string and in the
whole array. Of course, Charge Trap and Floating Gate give a totally different
starting point.

Fig. 5.49 Page buffers under the array [17]

Fig. 5.50 Top view of
Fig. 5.49
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Fig. 5.51 Bottom view of Fig. 5.49

Fig. 5.52 CMOS Circuits under the array [17]
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The second one is how to connect wordlines, bitlines, NAND string selectors,
and source line to the peripheral circuits, such as decoders and sense amplifiers
(Chap. 3). The peripheral connections described in this chapter and in the previous
one are just examples.

The next chapter is devoted to the most advanced vertical channel 3D archi-
tectures, such as staggering of pillars and bitline contacts, which have been
developed to maximize bit density. The good thing is that all these architectures,
one way or the other, can be combined with each type of memory cells.
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Chapter 6
Advanced Architectures for 3D NAND
Flash Memories with Vertical Channel

Luca Crippa and Rino Micheloni

6.1 Introduction

One of the key metrics to benchmark different 3D architectures is the storage
density, which is here indicated with Bit_Density [1]. Given a specific Flash
memory die, this density is defined as the ratio between the storage capacity of the
die, Die_Capacity [bit], and its silicon area, Die_Size [mm2].

Bit Density ¼ Die Capacity
Die Size

ð6:1Þ

Die_Size can be calculated as the sum of the area of the memory matrix, AMAT,
with the area of the peripheral circuits (e.g. row and column decoders, charge
pumps, sense amplifiers, etc.), APERI:

Die Size ¼ AMAT þAPERI ð6:2Þ

Generally speaking, AMAT is bigger than APERI. For a planar memory device,
AMAT [mm2] is:

AMAT ¼ Die Capacity � ACELL

nbitpercell
ð6:3Þ

where ACELL [μm
2] is the area of a single memory cell, and nbitpercell is the number

of logic bits stored in it (multi-level storage, Chap. 3).
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For a generic 3D memory array, as shown in Fig. 6.1, Eq. (6.3) becomes

AMAT ¼ Die Capacity � ACELL

Ln � nbitpercell ð6:4Þ

where Ln is the number of memory layers, i.e. the number of Control Gate planes,
and ACELL can be computed as

Acell ¼ Dx � Dy ð6:5Þ

Fig. 6.1 3D memory array

Fig. 6.2 3D NAND flash cells: charge trap (CT) and floating gate (FG)
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Therefore, the overall area can be reduced by either increasing the number of
layers, or by shrinking the linear dimensions Dx and Dy. It is worth highlighting
that Eq. (6.5) is not taking into account any array overhead.

All the architectural solutions described in this chapter can be used in con-
junction with both floating gate and charge trap Flash cells, as displayed in Fig. 6.2.

6.2 Arrays of Conventional Pillars (Holes)

When building an entire 3D NAND Flash memory matrix, Eq. (6.4) remains valid
only if we assume that a single cell is replicated along both X and Y axes without
any interruption, as shown in Figs. 6.3 and 6.4. The addition of Source Line, SLS
and BLS transistors, and 16 CG layers doesn’t change the equation because the
cross section X-Y is not impacted.

Fig. 6.3 Array of pillars in a 3D NAND flash matrix

Fig. 6.4 Top view of Fig. 6.3
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As we have discussed in the previous chapters, such a structure has two main
issues:

• Program and Read disturbs (Chap. 2);
• Source Line layer can’t be a single big layer because its parasitic resistance

would be too high and, therefore, there is a need for a metal mesh.

Let’s now refer to Fig. 6.5, which is Fig. 6.3 with bitlines and bitline contacts.
Compared to planar arrays, 3D NAND is more prone to Program Disturb

because more pages sit on the same CG layer [2, 3]. An example might help to
understand better the problem. With reference to Fig. 6.6, the memory cell to be

Fig. 6.5 3D NAND flash matrix with vertical channels (pillars)

Fig. 6.6 Program disturb
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programmed is the one inside the red box: its gate is biased at VPGM, the corre-
sponding bitline is at GND, BLS0 is ON, and all the remaining BLSs are OFF such
that pillars are inhibited (thanks to the self-boost effect, Chap. 2). In other words,
while in a planar array the Program Disturb is limited to the X direction, in 3D it
propagates along the Y direction too. As a result, the overall Disturb is proportional
to the number of pillar per CG layer.

Of course, the same behavior applies to Read Disturb.
In order to limit the propagation of disturbs, it is necessary to reduce the size of

CG layers. This is usually accomplished by introducing slits inside the array, as
displayed in Fig. 6.7 and Fig. 6.8. Once the CG layer is cut, the space of the slit
itself can be used to help reducing the Source Line resistance, as already discussed
in Chap. 4. It is worth highlighting that a smaller CG layer is also equivalent to a
smaller logic Block size, which is extremely important when looking at data
management inside a Solid State Drive [4].

Fig. 6.7 Array slits

Fig. 6.8 Side view of Fig. 6.7
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The downside of array slits is their cost in terms of silicon area, because the
matrix becomes wider along the Y direction. With reference to Fig. 6.9, the slit
overhead per NAND block Doh is

Doh ¼ Ds� Dy ð6:6Þ

where Ds is the pitch of pillars with a slit in between.
This overhead is shared among the p pillars of a NAND block along the Y axis,

such that the effective overhead per memory cell Doheff is

Doheff ¼ Ds� Dy
p

ð6:7Þ

As a result, the effective cell size Acell_eff becomes

Acell eff ¼ Dx � DyþDoheffð Þ ð6:8Þ

Acell_eff can replace Acell in Eq. (6.4). As a matter of fact, a higher number of
pillars per CG layer improves the bit density but it worsens Program and Read
Disturbs.

6.3 Arrays of Staggered Pillars (Holes)

In Fig. 6.1 NAND string pillars are laid out as a simple matrix; in other words,
pillars of 2 adjacent rows (columns) are aligned along the Y (X) axis. In this section
we present a different layout, called staggered pillars, such that the array size can
be reduced along one direction [5–7].

Fig. 6.9 Array overhead
introduced by slits
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Let’s start from the left hand side of Fig. 6.10, which is Fig. 6.1 with
Dx = Dy = D, just for sake of simplicity. On the right hand side we draw a circle
centered in “O” with radius r = D, and we rotate the center “A” of the pillar of the
second row from the bottom to point “B”, where BC ¼ D:

In this way, center-to-center distance among all pillars is still D, but pitch along
Y axis, i.e. the distance between the first row and the second row (the staggered
one), has been reduced by Δy.

At the same time, the matrix gets bigger in the X direction by Δx. Because X is
the wordline direction (Fig. 6.7), Δx is paid per wordline. Nowadays, each wordline
is made of 16k bytes and, therefore, Δx becomes negligible.

At this point Eq. (6.5) can be re-written as

Acell ¼ D � D� Dyð Þ ð6:9Þ

Δy can be easily calculated by looking at Fig. 6.11

Dy ¼ D� D cos a ¼ D 1� cos
p
6

� �
ð6:10Þ

Fig. 6.10 Conventional (left) and staggered (right) pillar architectures

Fig. 6.11 Calculation of Dry
with Dx = Dy = D
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All in all, this layout change translates into a significant 13.5 % reduction of the
matrix size along the Y direction.

Of course, all the calculations above can be repeated for an array where Dx and
Dy have different values, as sketched in Fig. 6.12. In this case, Δy is equal to

Dy ¼ Dy � 1�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� Dx

2Dy

� �2
s0

@
1
A ð6:11Þ

Therefore, Eq. (6.8) becomes

Dcell eff ¼ Dx � Dy

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� Dx

2Dy

� �2
s

þDoheff

0
@

1
A ð6:12Þ

While saving silicon area, the above described staggering technique has a major
impact on the bitline density, as sketched in Fig. 6.13 (pillars only) and Fig. 6.14
(bitlines): this is due to the misalignment of even and odd rows of pillars along the
X axis. As usual, X corresponds to the wordline direction, while bitlines run
orthogonal (Y axis).

Because the number of bitlines is doubled compared to the conventional
approach, pillar staggering simplifies BLS decoding. In fact, odd pillars (Fig. 6.13)
are connected to odd bitlines, while even pillars are connected to even bitlines.
Hence, each couple of even and odd adjacent bitline selectors can be driven in
parallel, i.e. transistors can be shorted together, as shown in Fig. 6.15.

If we keep the number of pillars per NAND block fixed (8 × 16 in Fig. 6.13),
then page size doubles, while block size stays the same. Program disturb is halved
because of the number of BLS is halved. Of course, the number of pillars along the
X direction can be changed to fit NAND product specification.

Fig. 6.12 Calculation of Dry
with Dx ≠ Dy
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Fig. 6.14 Impact of staggered pillars on bitlines density

Fig. 6.13 Conventional versus staggered pillars
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At this point we are ready to re-draw the NAND array of Fig. 6.5 after stag-
gering the pillars along the wordline direction, as sketched in Fig. 6.16. The reader
can notice that there are 4 BLS selectors instead of 8, and 32 bitlines instead of 16.
To better appreciate the details, Fig. 6.16 includes 2 zoom boxes: the one on the left
hand side shows a top view, where it is clearly visible how 2 adjacent BLS selectors
are shorted together; the other zoom presents a view from the bottom, after
removing all the layers except for bitlines and contacts to bitlines.

Of course, this staggering technique can be combined with the slit architecture
described in the previous section, resulting in the memory array drawn in Figs. 6.17
and 6.18, where 2 NAND Blocks have been used as an example.

All 3D NAND architectures with vertical channels described in Chaps. 4 and 5
can modified by staggering pillars, as we’ll see in the following sections.

Fig. 6.15 Impact of pillar staggering on BLS decoding
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Fig. 6.17 3D NAND array with staggered pillars and slit (2 blocks)

Fig. 6.16 3D NAND flash matrix with staggered pillars
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6.4 P-BiCS with Staggered Pillars

Figure 6.19 shows a P-BICS array with staggered pillars. For a detailed description
of this 3D vertical channel architecture, please refer to Chap. 4.

After removing bitlines and Source Line, the array looks like Fig. 6.20: pillar
staggering is visible on both SLS and BLS groups of layers. The Pipe structure is
hardly visible from the top; therefore, it is necessary to take a look at the array from
the bottom, as displayed in Fig. 6.21. As expected, staggering of NAND strings is
also visible from this side.

Fig. 6.18 Y-Z cross section of Fig. 6.17

Fig. 6.19 P-BiCS with
staggered pillars
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Figures 6.22 and 6.23 are frontal and lateral views of Fig. 6.19, respectively.
Each NAND string is made of 32 memory cells, 16 on each side of the Pipe. In fact,
there are 32 CG layers, from CG0 (adjacent to BLS) to CG31 (adjacent to Source
Line). As described in Chap. 4, control gates with the same number (i.e. CG31)
might be shorted together in the fan-out region just outside the array.

It is worth underlining that, in this diagram, SLS and BLS selectors have the
same thickness of the control gates. Of course, this is a big advantage in terms of
3D integration, but they need to be carefully designed as they are cells.

Fig. 6.20 P-BiCS with
staggered pillars after removal
of bitlines and source line

Fig. 6.21 Bottom bird’s-eye
view of P-BiCS with
staggered pillars
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Selectors may also be built by using 2 or 3 cells in series (Cell-Type String Select
Transistor [8]); in this case, cells used as selectors need to be programmed like a
normal cell. Dummy layers at the top of the stack might be inserted to prevent the n
+ region of bitline contacts from diffusing into the channel underneath the selectors:
this is mandatory to hold the boosted voltage when the channel is inhibited during
programming. This approach is not restricted to P-BiCS: it can be used in con-
junction with other types of charge trap cells.

In Fig. 6.22 there are 2 signals to drive bitline selectors, i.e. BLS0 and BLS1,
and one signal, i.e. SLS, for source line selectors: please keep in mind that layers
biased by signals with the same name are shorted together in the fan-out region
outside the memory array.

It is worth taking a closer look at the BLS0 selector which, as a matter of fact,
can be viewed as a split selector. BLS0 on the left hand side of Fig. 6.22 is used to
select a row of even pillars, while BLS0 on the right hand side drives a row of odd
pillars. Figure 6.24 might help getting a better understanding. When a page is
addressed, all bitlines need to carry a bit of information. As such, BLS0 at both top
and bottom sides of Fig. 6.24 need to be ON. Same applies to BLS1; perhaps, this

Fig. 6.22 Y-Z view of Fig. 6.19

Fig. 6.23 Y-Z view of Fig. 6.19
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is more evident given the topology. Obviously, SLS can be common to the entire
NAND Block, as BLS0 and BLS1 select which strings are selected.

By replicating Fig. 6.22 along the Y axis, we can now build a memory array
with 2 NAND Blocks, as shown in Fig. 6.25. Please note that bitline is shared,
while BLSs are driven by different signals (BLS0A, BLS1A, BLS0B, and BLS1B),
as it is for SLSs (SLSA and SLSB). Control gates are split as well, to reduce
disturbs and parasitic load.

Figure 6.26 is the bird’s-eye view of Fig. 6.25. As usual, a slit is used to isolate
NAND Blocks. Bottom view sketched in Fig. 6.27 highlights the logic meaning of
the control gate layer at the bottom of the 3D NAND stack: it can be either CG15 or
CG16 depending on the position inside the string.

Fig. 6.24 Top view of Fig. 6.19

Fig. 6.25 P-BiCS array with 2 NAND blocks and staggered pillars
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6.5 Monolithic Even-Odd Rows of Pillars

The best possible configuration for minimizing Program and Read disturbs is
shown in Fig. 6.28. Basically, each control gate layer is used for one pair of even
and odd rows of pillars. In other words, there is a slit along the Y axis every 2 rows
of pillars. We’ll refer to this architecture as MEOP, Monolithic Even-Odd rows of
Pillars.

Fig. 6.26 Bird’s-eye view of
Fig. 6.25

Fig. 6.27 Bottom view of
Fig. 6.26
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This configuration allows the introduction of a very dense Source Line mesh, as
each row of pillars can have one lateral contact to the Source Line, as sketched in
Fig. 6.29. Of course, all these additional slits have a negative impact on the bit
density.

Multiple monolithic even-odd pillars can be placed along the Y direction to build
a 3D NAND array, as displayed in Fig. 6.30. As anticipated, the Source Line mesh
(formed by vertical Source Line contacts) is pretty dense.

In this example there are 8 MEOPs, from MEOP-A to MEOP-H (Fig. 6.31).
A NAND Flash Block can be made of multiple MEOPs, by shorting their control
gates together. We can build 4 NAND Blocks (A′, B′, C′, D′) by connecting 2
adjacent MEOPs: program disturb doubles but there is no impact on the Source

Fig. 6.28 Row of paired even-odd pillars with bitline contacts

Fig. 6.29 Row of paired even-odd pillars with source line contacts
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Line resistance. If we connect 4 MEOPs, then Fig. 6.30 becomes similar to
Fig. 6.17 (i.e. they have the same Program and Read disturbs), because there are
just 2 logical NAND Blocks, A″ and B″, but the number of contacts to the Source
Line plate is definitely higher.

Control gates of different MEOPs are shorted together in the fan-out region.
A typical staircase solution is sketched in Figs. 6.32 and 6.33.

Fig. 6.30 3D NAND array based on monolithic even-odd pillars

Fig. 6.31 MEOPs can be merged to form NAND flash blocks
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Why shorting MEOPs together if Program and Read disturbs get worse? The
reason can be found in the fan-out connections of control gates [3]. In fact, each of
the 16 layers of the 3D stack shown in Fig. 6.33 need to be contacted and routed to
the wordline drivers: connecting 16 layers in the pitch of 2 rows of pillars is totally
different from connecting 16 layers in the pitch of 8 rows of pillars! The latter is
definitely more challenging in terms of line (metal) density. Of course, this gets
even worse as the number of CG layers gets bigger.

Fig. 6.32 Top view of the fan-out region of Fig. 6.30

Fig. 6.33 Bird’s-eye view of Fig. 6.32
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6.6 Staggered Bitline Contacts

As discussed in Sect. 6.3, staggered pillars imply using 2 rows of pillars to build a
NAND page (Fig. 6.13): there is an area saving at the expense of a doubled bitline
density.

This architecture can be pushed even further by staggering bitline contacts.
Figure 6.34 shows a NAND page built by using 2 pairs of even-odd rows of pillars.
In all the 3D memory arrays that we have studied so far, we always had 1 bitline per
column of pillars, but this time we need 2 bitlines per column of pillars: in fact, one
bitline is connected to the even (odd) row of pair0, while the other one is for the
even (odd) row of pair1 (Fig. 6.34).

Figure 6.35 illustrates the concept of staggered bitline contacts. Starting from the
top of the figure, the first section is the top view of the 3D stack of Fig. 6.34. The
section in the middle shows the bitline comb; the reader can clearly see that there
are 2 bitlines (red lines) that need to fit within a single column of pillars. Bitlines
hide all the contacts to the pillars underneath. In the third section of Fig. 6.35
bitlines are made transparent: in this way, bitline contact (orange) and pillar contact
(blue) become visible.

Figure 6.36 is a zoom of Fig. 6.35 to better appreciate the staggering of bitline
contacts.

Figure 6.37 shows 3D views of Fig. 6.34: the bottom view helps visualizing the
staggering of bitline contacts over pillar contacts. Please note that there are 64
bitlines instead of the 32 bitlines of Fig. 6.30. By adding Source Line contacts the
matrix becomes the one in Fig. 6.38, which is the equivalent of Fig. 6.29.

Fig. 6.34 NAND page made of 4 rows of pillars
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Fig. 6.35 Staggered bitline contacts

Fig. 6.36 Staggered BL contacts over staggered pillars
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Fig. 6.37 Staggered BL contacts over staggered pillars: 3D views

Fig. 6.38 NAND array of Fig. 6.37 with the addition of vertical source line contacts

188 L. Crippa and R. Micheloni

Micron Ex. 1008, p. 202 
Micron v. YMTC 
IPR2025-00119



To make a comparison, let’s rebuild the matrix of Fig. 6.30 with staggered BL
contacts. Of course, we assume a fixed number of layers (16), 8 pairs of rows of
pillars and 32 columns of pillars, such that the overall number of cells is the same.
As a result of this operation, matrix of Fig. 6.39 is the matrix of Fig. 6.30 re-drawn
with staggered BL contacts. We assume 2 NAND Blocks in both matrixes, by
adopting the proper fan-out connections.

We can notice:

• The NAND page of Fig. 6.39 is doubled: there are 64 bitlines instead of the 32;
• The matrix with staggered BL contacts has 4 × 16 (CGs) pages, while the other

one has 8 × 16 pages, resulting in a difference in terms of Program and Read
disturbs;

• In both cases there is one vertical Source Line contact per page, but the overall
number of contacts is halved when staggering of BL contacts is adopted, with a
clear advantage in terms of silicon area.

• Figure 6.39 requires a tighter bitline pitch.

This last point is not trivial, even with “big” memory cells. Let’s make a
numerical example. Let’s assume Dx and Dy in the range of 160 nm. To fit 4
bitlines, width and spacing of metal lines is already down to 20 nm!

Fig. 6.39 NAND array of Fig. 6.30 re-drawn with staggered BL contacts
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There are multiple ways of staggering bitline contacts; in the following we see a
different implementation, which has a bracket-shape as shown in Fig. 6.40 [9, 10].
In the drawing bitlines are transparent to show what happens underneath. There are
3 MEOPs, which are separated by SL contacts.

Pairs of pillars belonging to adjacent MEOPs are connected to the same bitline
by using the bracket-shape structure drawn in the inset of the figure. The pairs we
are referring to are highlighted with white rectangles. Most part of the bracket-shape
structure is for routing: the actual contact to the bitline is inside the white circle. In
this example, 4 pairs of pillars are connected to 4 bitlines, from BL0 to BL3.

The memory array of Fig. 6.39 can be re-drawn by using bracket-shape BL
contacts, as displayed in Figs. 6.41 and 6.42.

To better appreciate how the bracket-shape BL contacts are laid out, Figs. 6.43
and 6.44 show the memory array of Fig. 6.41 without bitlines.

Fig. 6.40 Bracket-shape staggering of BL contacts
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It is worth highlighting that with the bracket-shape approach, the contact
between pillar and bitline can be centered with respect to the pillar itself, which
might represent an advantage from 3D integration point of view.

Fig. 6.41 NAND array with bracket-shape BL contacts

Fig. 6.42 Lateral view of Fig. 6.41
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6.7 Summary

In this chapter we have reviewed some of the most advanced architectures for 3D
integration of NAND Flash memories with vertical channel: Fig. 6.45 collects their
lateral views.

Fig. 6.43 Top view of Fig. 6.41 without bitlines

Fig. 6.44 Bird’s-eye view of Fig. 6.43
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Compared to the conventional architecture, staggered pillars save around 12 %
of silicon area. MEOP implies an area overhead because the increased density of
vertical contacts to the Source Line plate; staggering of bitline contacts helps
mitigating the issue. In terms of Program and Read disturbs, MEOP is the best
approach but the implications on the fan-out of CGs should be analyzed.

Table 6.1 is a summary of the 3D architectural solutions presented in this
chapter. SLOH stands for Source Line Overhead.

We are just at the start of the 3D journey and we do expect more and more
advancements in the coming years. Most of the Flash vendors are already talking
about reaching up to 100 vertical layers and, for sure, this will require a lot of
innovation in process technology, materials, circuit design, Flash management
algorithms, ECC and, last but not least, 3D architectures.

Fig. 6.45 Lateral views of the 3D architectural solutions presented in this chapter
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Chapter 7
3D VG-Type NAND Flash Memories

Andrea Silvagni

7.1 Introduction

Solid State Disk applications have been the main drivers for the cost reduction of
NAND Flash memory. Technology scaling limits have been almost reached and
new directions were investigated for a decade. 3D NAND appeared as the most
promising and short term viable solution to the scaling problem. 3D NAND offers
the possibility to keep scaling memory density beyond 2D NAND 1z nm tech-
nology and opens new landscapes if the technology hurdles can be definitely
overcome. Additionally Multi bit per cell technology is applicable to 3D NAND as
well; therefore, the storage capacity growth trend is not going to meet the inflection
point soon. Big Data storage demand remains certainly the driver for the rapidity of
3D NAND to become industry mainstream.

With respect to the flat 2D NAND Flash, three-dimensional architectures
demand a more challenging approach to deal with process, design architectures,
parasitic effects, testing. At the time of writing this chapter, 3D technology is
moving into production inside solid state storage solutions; however, those NAND
chips aren’t commercially available as raw components. 3D NAND chips are used
by vertically integrated manufacturers and few partners to build the storage systems
under a strict control on the usage. Technology solutions are still diversified among
the few players in the 3D arena and no unique mainstream solution is emerged yet.

In this chapter the principal architectural pieces of 3D NAND will be reviewed
putting the focus on one of them: VG-Type, Vertical Gate 3D NAND.
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7.2 3D NAND Architectures

Several options for a true 3D NAND have been proposed for a decade in the technical
symposiums before the first use in production. The main contributors have been
Toshiba [1–3], Samsung [4–7], Macronix [8–10], Hynix [11–13], Micron [14]
amongst the Memory companies. The main scope of 3D development was lowering
the cost per bit and increase the chip density without shrinking the 2D lithography
node. In the following Fig. 7.1, the main concepts presented in technology sympo-
siums are summarized. The key structures have been presented in the range of only
nine years, from 2007 to 2015. Most of the structures are based on charge-trap
devices, only few are based on floating-gate, and the choice of one specific technology
over another remains closely linked to the experience and confidence of each player.
The production of products based on 3D NAND Flash cell started in 2013 and by the
end of 2015 have been announced 3D-NAND chips with capacity of 256 Gb with 48
layers and 3bit per cell technology. Breakthrough of 1 Tb in one single chip is
expected in the coming years. Vertical channel architecture type is currently the main
choice, while charge trapping and floating gate technologies seem to be both pursued
for production but with a preference on the first for most players.

The common feature among the different 3D NAND solutions is constituted by
very deep vertical (z direction) etching steps that define the Flash cells geometries
simultaneously. Transistor geometries are formed by the deep trench through a

Fig. 7.1 3D Architectures proposed in technical symposiums from 2007 to 2015
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multiple polysilicon/oxide stack. The cells stack shows an impressive high aspect
ratio such as the one shown in Fig. 7.2, where one example of Vertical-Channel
(VC) and one of Vertical-Gate (VG) type are shown. In VC gate-all-around type,
the channel is realized by etching a hole through the layers stack in one single step,
and then forming the transistor structure with deposition of its ONO charge trapping
layers, tunnel oxide and the polysilicon channel fill in the middle. The cell gates are
constituted by the polysilicon horizontal layer surrounding the vertical channel
forming a Gate-All-Around (GAA) structure. The string current flows in the cells in
the vertical direction. An additional wordline cut is necessary to separate the
wordlines in the X direction. The channel is connected by a bridge at the bottom to
another adjacent stack so that the resulting string is constituted by two times the
stack and thus both the bitlines and the sourceline can be connected through the top
metal backend and dedicated selector transistors. In the VG-type the vertical
etching is necessary to separate the strings in one direction and to separate the
wordlines in the other direction. The wordlines and the horizontal strings can be
identified in the figure. The current flows in horizontal direction and each layer
must be connected to the top metal bitlines and source lines by a proper connecting
structure (not shown here).

3D NAND architectures need to be proven cost effective in terms of process costs
and product yield because the process complexity is not trivial if compared to 2D
NAND. The cost must be evaluated considering other factors rather than simply the
number of layers: the overhead of decoding structures and circuits plus the yield
determine the cost advantage. The non-uniformity of the critical dimensions through
the layer stack plays a significant a role in the determination of the effective cost per
bit. It is recognized that in order to reach cost effectiveness in 3D NAND the number
of layers must be roughly above 32 which is already an impressive number. Currently
48 layers have reached production stage. About 64 layers might be already a limit,
considering the etching process difficulties of a stack with an aspect ratio of 40 [15].

Fig. 7.2 a VC- type P-BICS 3D NAND, b VG-Type 3D NAND [2, 8]
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Most of the proposed 3D NAND devices are based on Charge Trapping
(CT) SONOS (Silicon-Oxide-Nitride-Oxide-Silicon) devices but also traditional
floating gate structures have been proposed. CT SONOS devices did not become
the mainstream in 2D NAND Flash where Floating gate cells are still dominant;
however several drawbacks of the CT technology can be minimized by engineering
the charge trap stack, Read/Write algorithms and advanced error correction schemes
managed by the controller processor in Solid State Disk products.

Figure 7.3 shows the top view of 3D NAND cells for vertical channel and
vertical gate types. The drilled circular hole imposes some limitations on both X and
Y directions for VC-type 3D NAND. The constraints are the minimum diameter size
of the channel determining the cell current and the minimum thickness of the ONO
trapping layers for sustainable reliability. The resulting minimum hole size must be
greater than roughly 50 nm, although much bigger hole size such as 120 nm would
be necessary to control some negative effects induced by the circular structure and
critical dimensions along the stack [16]. This hard limitation in the 2D shrink-ability
of GAA VC-type needs to be compensated by the increase of the number of layers.
A vertical etch (wordline slit) is also needed to separate the different strings control
gates. In order to optimize the flash cell array density, the hole trenches can also be
arranged in a staggered fashion [16], controlling two strings with the same wordlines
and select gate, thus requiring one less wordline cut.

For VG-type NAND, the cell geometrical limitations are restricted mainly to one
direction due to ONO stack and to the polysilicon gate fill-in. Hence, the overall cell
size of VG-type can shrink better than VC-type in 2D dimensions. The double-Gate
VG-type NAND can achieve a 4F2 cell size in 2x nm and better scalability than
VC-type; therefore, generally speaking, less layers are necessary to obtain the same
cost with benefits on the manufacturability.

Figure 7.3c, d show a simplified 3D view of a Vertical-Channel hole-type 3D
NAND and a Vertical-Gate 3D NAND. The VC-type cell gate all-around structure
with the channel built on a poly structure is shown. Gate all-around structures
leverage the very effective electric field enhancement effect resulting from the
circular structure, thus obtaining optimized programming conditions. However,
field enhancement also enhances disturb effects such as program disturbs and Vpass
disturb. Due to the field enhancement, the circular cell structure has a strong sen-
sitivity to curvature variations present along the stack that may limit the practical
minimum cell size, as already mentioned. Macaroni body structures [17], consti-
tuted by a thin polysilicon channel with hollow center filled by dielectric, have been
utilized for better gate controllability and to reduce the trap density at the boundary.

In the 3D-VG-type NAND shown in Fig. 7.3d the channel is constituted by the
polysilicon layer which is defined by first etching of the poly/oxide stack.
Afterwards, the tunnel oxide and the ONO charge trapping stack is deposited and
finally the wordlines are formed. The limits of scalability in VG-type 3D NAND are
only constrained by the ONO structure and the poly channel and not by the field
enhancement constraints. Because there is no field enhancement effect due to the
planar structure in VG-type 3D NAND, the resulting planar FinFET cell transistor
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needs to be engineered; however, the excellent planarity of the structure makes the
engineering of the oxide and nitride stack easier, by utilizing the extensive
knowledge available for barrier engineered BE-SONOS 2D structures. The channel
current flows horizontally in VG-type 3D NAND and, therefore, there is no
degradation when the number of layers is increased; on the contrary, each layer may
exhibit a different behavior from string current performance point of view. Even if
the channel lateral dimension of the FinFET cell structure is as small as 8 nm, the
channel current is not degraded because the effective channel width is determined
by the poly thickness in the Z direction, which does not necessarily need to scale. In
contrast, VC-type NAND channel effective width is determined by the planar
dimension of the poly channel.

A Single Gate Vertical Channel (SGVC) architecture not based on drilled-hole
channel with GAA structure has been presented [9]. The SGVC structure shown in
Fig. 7.4 can achieve a better memory density than other drilled-hole VC-type
structures, with the same advantages of the cell’s planar structure of the VG-type
3D NAND.

SGVC implements a single-gate flat CT-TFT (Charge Trapping Thin Film
Transistor) cell with an ultra-thin body. The vertical etching doesn’t need to be
precisely controlled because the flat cell is tolerant to critical dimension variations;
this is different from GAA structures which are susceptible to field-enhancement
variations due to curvature variations. A U-turn string is naturally formed by
polysilicon deposition on the trench sidewall. The U-turn structure allows a

Fig. 7.3 3D-SONOS VC and VG architectures: top view and 3D view
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straightforward connection to the metal backend. Important characteristic of SGVC
compared to GAA structure is that each Wordline (WL) controls two independent
cells instead of a single one, thus doubling the cell density in a natural way. In the X
direction a bitline cut is necessary to separate each string, but it is not critical for the
ultra-thin TFT structure.

Although the SGVC structure requires a wordline and sourceline metal strapping
in order to reduce the resistance, the 2D layout is very compact and shows 90 %
array efficiency. A reasoned calculation of the memory density of SGVC compared
to GAA structure shows that SVGC can achieve from 2 to 4 times the bit density,
given the same number of layers. In other words, there is more margin to play with
the critical dimensions and Z-dimension complications.

7.3 VG-Type 3D NAND Architecture

The 3D Vertical Gate (3D VG-type) NAND architecture (Horizontal Channel
structure) has been investigated and extensively studied, being the following refer-
ences only a small example of related publications [8, 10, 18–25]. The scalability of
the architecture has been studied down to the 2× nm node.

Figure 7.5 shows a vertical cross section of 3D-VG CT-NAND with 8 layers
[10]; the polysilicon layer stack is shown, each layer is labeled PLx; the inset figure
shows the double-gate FinFET cell and the charge trapping layers between the

Fig. 7.4 SGVC: a vertical channel approach with planar cell structure [9]
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polysilicon gate and the polysilicon channel. The charge trapping medium is a very
planar BE-SONOS stack (ONONO).

The NAND cell string runs horizontally and is made of several wordlines plus
the dummy wordlines and the select transistors. A silicide layer can be easily
deposited on the top of the polysilicon gate to achieve a lower wordline resistance
and a very fast access time despite the long wordlines.

A wordline pitch of 2 times 38 nm and a bitlines pitch of 2 times 75 nm have
been studied [10]. With such a relaxed pitch and 8 layers, it is already possible to
produce an equivalent cell efficiency of a 2D NAND in 1× technology node.
A scaled down version already demonstrated the equivalent 1y nm technology node
feasibility.

Figure 7.6 shows a 3-dimensional view of the building block of VG-type
split-gate 3D NAND structure. Each string is made of 64 wordlines. At the end of
the string the channel is selected by an independent SSL (String Select Line)
transistor (island-gate formed transistor) and then connected to a common poly
plate (BL pad) indicated as PLn. Each BL pad is used to connect all the strings of
the corresponding layer, and then each BLpad is connected to the top Metal 3
bitlines in order to achieve the connection of the BL pad polysilicon plate. Staircase
contacts (BL poly plugs) are realized by drilling the BL pads progressively. Poly
plugs are finally realized in order to connect each pad to the corresponding top
bitline.

On the opposite side of the SSL select transistor, NAND strings are vertically
connected to a poly plug. In this way, the source line of the stack is directly
connected to the metal backend with a low resistance.

Figure 7.6 is the basic building block of the memory array: it is worth noting that
SSL select transistors and source plugs are alternated on both sides of the block in
an even/odd fashion. With this arrangement, it is possible to keep a relaxed double
pitch between SSL transistors and the corresponding backend connections, at a cost
of a slightly lower array density.

Fig. 7.5 Vertical section of 8
layers VG-type 3D NAND
[10]
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Figure 7.7 shows the top view of the VG-type NAND unit of the 8 layer
split-bitline structure. Each unit is composed of 16 strings for each layer. Since each
string has its own SSL select transistor, the main metal bitlines are connected to a
pair of poly BL pads from each side. Each string also has two GSL (Ground Select
Line) due to the split-page architecture. In total there are 16 pages in a unit. The full
page is built by repeating the unit block several times (e.g. 8 k times to obtain an
8 kB page size). When the first page (SSL0) is selected, all the strings corre-
sponding to the same select transistors are connected to the 8 Metal bitlines: cells
from all the layers are present in a page.

The layer selector used to connect each layer to the top bitlines is critical for
VG-type 3D NAND in terms of area overhead. Other approaches for the layer
selector scheme and SSL arrangement have also been proposed: PN diode selection
method [19] and staggered SSL arrangement [26]. In particular, the proposed
staggered SSL arrangement allows achieving a block efficiency of 80 %, which is
similar to that of 2D NAND.

The characteristics of 3D-VG type can be summarized as follows:

1. Planar Scalability: studied down to 25 nm;
2. Equivalent 2D technology feasibility well below 10 nm;
3. Horizontal planar BE-SONOS flash cell that allows mitigate the CD variability

along the layers;
4. Low wordline and Source Line CSL resistance;
5. Constant array efficiency independently from the number of layers number;
6. Multilevel functionality.

Fig. 7.6 Horizontal channel/vertical gate structure 8-layers split page [10]
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7.4 Key Architectural Considerations for VG-Type
3D NAND

The main challenge of 3D NAND is related to vertically stacking more devices in
order to increase the bit density per 2D unit area. Obviously, the more layers can be
realized, the lower should be the overall cost; however, several aspects contribute to
the reduction of the theoretical gain. One of the issues is related to the yield loss
derived from complexity of vertical trench or hole etching with many layers.
Besides yield issue impacting on cost, the area efficiency of the 3D architecture is
dependent on the overhead of side structures such as layer connecting structures or
decoders. Architectural solutions are required to optimize the overall array
efficiency.

From a performance perspective, there are also few aspects that call for archi-
tectural innovations. The use of charge trapping cells requires complex program-
ming and erasing algorithms, and the engineering of the trapping layers. The
wordline and source line resistance must be kept low without impacting the array
size. RC delays in wordline may not only have an impact on AC performances but
also on the efficiency of the programming sequences used to reduce disturbs. The
long source lines need to be designed to minimize the parasitic voltage drops, which
may reduce the margin for multilevel cell operations. Those problems are specific to
each type of 3D architecture and key innovations are required.

Fig. 7.7 Top view of the VG-3D NAND split-page unit block [10]
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The first technology challenge in 3D structures is related to how accessing
NAND strings or wordline layers. Specifically, in VG-type 3D NAND wordlines
run vertically and are common to all layers; however, flash cell strings run hori-
zontally on each layer, and each string of cells must be connected to metal bitlines
running at the top. On the contrary, in VC-type NAND the horizontal wordlines
need to be connected to the decoders. In both cases the connection to each layer is
the key step that has an impact on the array efficiency.

Figure 7.8 shows an example of the array architecture in a 3D NAND. Each
array block needs a special structure for connecting the horizontal layers (the strings
in the VG-type NAND) to the top metal lines. From the pure area point of view it is
necessary to keep this overhead as small as possible and in general to avoid a linear
increase of its area with the number of layers. Another overhead is represented by
the WL Decoders.

A method proposed for connecting the horizontal strings to the main bitline of a
VG-type NAND is shown in Fig. 7.9 [18]. All the strings from each layer are
simply connected together by vertical poly plugs. In order to select the proper string
(layer), a series of SSL is realized in each string. Some of the SSL transistors need
to be normally-ON SSL transistors. Each string can be selected by applying proper
biasing to the SSL gates, as shown in the decoding table. The series of SSL
constitutes the overhead of the structure. If the number of layers is increased, more
SSL series transistors are required and this will increase the overhead area.
Moreover, the depletion type SSLs require special implantation steps.

Another straightforward method to access the layers is to realize a connecting
“staircase” structure. Each polysilicon step of the staircase is connected to one of
the layers and it can be connected to the top metals by landing a contact down to the
step.

Figure 7.10 shows a progressive “etch and trim” method for realizing the
staircase structure [1]. The method consists in multiple etching steps with

Fig. 7.8 Array overhead in
3D NAND
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photoresist trimming until each layer is exposed and a contact can land on it later
on. This method could theoretically be realized with one single lithographic mask;
however, the control of this process might become very difficult as the number of
layers grows up.

Trim and etch method increases the connecting structure area linearly with the
number of layers and, therefore, it is not very efficient.

Figure 7.11 shows another simple method for connecting wordlines in VSAT
architecture [5]: layers for multiple gates are deposited over the substrate mesas and
simultaneously form the “PIPE” structure at the edge, without any additional
complex fabrication step. Also in this case the space required to connect the layers
is proportional to the number of layers itself.

It has been shown by different sources that the linear increase of die area to build
staircase contacts is not cost effective. More in general, the process costs cannot
increase linearly with the number of layers [27]. The staircase contact structure is
critical because a precise landing of the contacts, and also because it requires
multiple process steps including lithographic steps. The tradeoff between com-
plexity of the process flow and the die size must be found.

A proposal to use a Minimum Incremental Layer Cost (MiLC) for 3D
VG NAND [10] is shown in Fig. 7.12. The proposal is a lithographic method for
realizing the staircase structure with minimum lithography steps. When increasing

Fig. 7.9 Layer selection in VG-NAND with multiple SSL [18]

Fig. 7.10 Fabrication method for staircase formation in 3D NAND [1]
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memory layers, the array efficiency is kept constant due to the special structure. The
cost due to the additional masks and process steps is a logarithmic function of the
number of layers, instead of a linear function. The log increase of the cost is
sustainable in the overall cost structure when the number of layer is increased. For 8
layers, a superimposition of three masks LA1, LA2, LA3 and related etching steps
allow drilling down to each polysilicon layer. The final staircase result is shown in
the figure, where the precise landing on the poly pads is shown. An isolation spacer
is deposited for isolating the contact from the unwanted layers along the hole.
With MILC it is possible to double the number of layers and contacts by adding
only one mask.

Even if the polysilicon bitline pad in the VG-TYPE 3D NAND structure can be
connected efficiently to the top metal through the MiLC approach, it is still nec-
essary to select one single string out of the many connected to the same poly pad.

A proposal for string selection has been done by using PN diodes as select
device, as displayed in Fig. 7.13 [19]. PN diodes can be self-aligned to the source
side. Each layer has horizontal source line that can be biased independently (e.g. by
using a staircase structure), while the drain side of the strings is vertically connected
by poly plugs. String selection is done by proper biasing of horizontal Source Lines
(SL) and bitlines.

Fig. 7.11 PIPE WL connection in VSAT [5]

Fig. 7.12 Formation of the MiLC staircase contacts in 3D-VG NAND [10]
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A single island-gate SSL selection for VG-type 3D NAND has been realized to
individually identify the strings connected to the same poly pad. In order to relax
the pitch of SSLs to twice the pitch of bitlines, a split-bitline layout has been
proposed [10] and it is shown in Fig. 7.14. The split BL layout architecture consists
in having SSL of even and odd strings on the opposite sides of the block; thus, the
string current flows in opposite directions for even and odd strings. The description
of this architecture is done in the next section. The split-bitline approach improves
the process window as SSL are realized with double pitch compared to bitlines. BL
contacts are also at double pitch of the channel BL.

In 3D NAND, the string select transistor and the ground select transistor gate
dielectrics may make use of the cell’s trapping dielectric for simplicity of the
process architecture. In this case, the select transistors may suffer unwanted charge
injection that causes VTH shift during operation. For example, holes injection
during erasing may lower the VTH of the select transistor. If VTH is lowered, then it

Fig. 7.13 PN-diode decoding structure in 3D-VG NAND [19]

Fig. 7.14 Simplified 2 layer split page VG NAND [28]
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is not possible to properly isolate the strings during self-boosting (programming),
thus causing failures. To avoid the malfunction, it is necessary to properly bias the
select transistor for deselection, by using slightly negative voltages. Moreover, it
might be possible to implement VTH adjustments of the select transistors by special
algorithms. Because the use of negative voltages complicates the decoding of the
control lines, the use of charge-trapping free gate dielectric has been proposed [29].
Charge trapping free dielectric can be realized by removing the trapping oxide (O3)
in the BE-SONOS Stack (O1/N/O2/N/O3) and replacing it with an additional oxide
(O4) to reinforce the gate dielectric.

In order to reduce the overhead of the additional CSL and GSL lines of the
split-page design and optimize the space occupied by the island-gate SSLs, a new
decoding scheme with staggered SSL was proposed and it is shown in Fig. 7.15. In
this arrangement, each SSL transistor selects 2 strings and a combination of 2 SSL
in series is used to decode one string out of 16. Having SSL only on one side has
also the benefit of eliminating one GSL and one source line connecting area, thus
saving additional space; the resulting array efficiency is close 80 %, similar to that
of 2D NAND. By using staggered SSL arrangement, VG-type 3D NAND becomes
the most efficient among the 3D NAND solutions.

7.5 VG-Type 3D NAND Array Operations

In this section we will analyze the principal working modes of a VG-type
3D-NAND structure. 3D VG NAND with split page architecture [10] will be used
for this purpose. In order to simplify the understanding of the 3D structure, an
example with only two layers will be used. In Fig. 7.16 a 3D drawing of the
two-layer structure is shown. The figure shows a structure having two basic units

Fig. 7.15 Optimization of split-page string decoding in 3D-VG-Type NAND [26]
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side by side. Each unit is composed of four strings for each layer. Due to the split
page architecture, SSLs of even and odd strings are placed on the opposite sides of
the unit, thus allowing larger process window for SSL formation. Each single unit
contains 4 pages that can be accessed from the two M3 bitlines. Each page contains
cells that are on both layers. In the general case, each page contains N cells
belonging to all N layers. Staircase bitline contacts are fabricated for the array
decoding by using the MiLC approach [10]. ML1 and ML2 are used to decode the
eight SSL devices. The source contact is built at the line end of each channel, and it
is directly connected to a local ML1 common source line (local CSL). A top Metal
layer can be used to connect M1 local CSL to reduce the overall resistance. Each
memory cell is accessed by selecting the corresponding WL, ML3 BL (corre-
sponding to the memory layer), and SSL (corresponding to one channel BL).

Page programming and reading are performed by simultaneously operating SSLs
in parallel, in different units for a larger page. A simplified schematic of this basic
unit will be used in the next sections to describe the 3D NAND flash operations.

7.5.1 Read Operation

In Fig. 7.17 it is shown a simplified circuital schematic of 3D-VG-type Flash array.
There are two layers and four strings for each layer, in a split page organization.
The polysilicon BL pad structure is visualized in the schematic for a better
understanding of the architecture. Reading a Flash cell is achieved by using read
schemes as in a standard 2D NAND. Forward read sensing can be used also in 3D
NAND; the Flash string must be properly biased in order to read out the current

Fig. 7.16 2-layers structure example (2 units) [28]
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value of the selected cell. The forward-read sensing method is not described here
but is deeply studied in literature [30].

Reading a cell requires the corresponding SSL to be turned ON with VCC
voltage, while other SSLs need to be turned OFF. In the example of Fig. 7.17, the
selected cells are A and B of Page1. The corresponding SSL1 is at VCC.
Turning OFF of other SSLs is achieved by applying a negative voltage, e.g.
−0.5 V, so that SSLs are turned OFF even if their VTH has drifted. The VGSL even
transistors are turned ON by VCC and the selected wordline stays at read voltage of
0 V or even slightly negative. All other wordlines are turned ON at the Vpass
voltage of about 6 V. As shown by labels, cell ‘B’ is read out through bitline BL0,
while cell ‘A’ is read out through bitline BL1.

Figure 7.18 shows a detailed timing diagram of the read phase with forward
voltage sensing. To avoid “local self-boosting” at the cells between SSL and
selected WL, that may lead to hot-carrier induced read disturb, a proper discharge of
the channel is done by pulsing SSL during wordlines turn on [28]. The selected
wordline is biased slightly negative during the read phase.

Other read methods such as “reverse read” can be used as well in VG-type 3D
NAND. Reverse read can be useful to cope with specific characteristics of the
VG-type 3D NAND described in this section. In VG-type 3D NAND, cells
belonging to each of the layers are in the same page and, hence, are read out at the
same time. Every layer is connected to a separate M3 bitline, but every layer also
share the same SSL select line in the vertical direction. Due to the etching profile of
the stack there are geometrical differences among layers. As a consequence, the

Fig. 7.17 3D VG-type NAND read biasing
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VTH distribution of a specific layer is intrinsically different from the one of other
layers, and each layer also shows a different BL bias dependence during read. The
proposed layer-aware read method uses reverse read with different judging level for
each bitline, to compensate for the layer differences.

Figure 7.19 shows a schematic example of the reverse-read sensing with multi
VTH reading [28]. BL compensation consists in biasing the BLCLAMP transistors of
the page buffer at a proper voltage, depending on the layer being read. Reverse read
consists in the following sequence: firstly, bitlines BL are discharged to Ground
(GND) through the BLBIAS transistor; afterwards, CSL is biased at a positive
voltage (reverse read) and BLC is turned OFF to isolate the sensing node SEN from
the bitline; WL is raised to the Read or Program Verify voltage (in the example the
read voltage), then SSL is turned ON, and BL capacitance charges through the cell
and CSL until it reaches voltage VWL-VTHC, where VTHC is the selected cell’s
threshold voltage. During the sensing phase, BLC is set to the discriminating voltage
VBLCL (which varies according to bitline/layer L). If the cell’s VTH, VTHC, is lower
than the target VTH, then the BL voltage is higher than VBLC-VTHBLC, thus the BLC
transistor is OFF and the voltage of SEN node remains high. Otherwise, if the VTHC

is equal or greater than target VTH, then the BLC transistor is ON, SEN discharges,
and the sense amplifier output switches to ‘0’ value.

The proposed method for read and verify can optimize the reading conditions
based on the characteristics of the cells in each layer. Therefore, it is possible to

Fig. 7.18 Forward read with
bitline discharge to avoid read
disturb [28]
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optimize the target Program Verify PV for each layer instead of using a common
PV level; the programming time can significantly be reduced, and also the program
disturbance is reduced by avoiding unnecessary over programming of the lower
layers. A drawback of the layer-aware read/verify method is the difference in the
bitline voltage swing between layers. The top layer will have higher VTH than other
layers and, therefore, the greatest BL swing. This happens because, during reverse
read, the BL is charged from GND to the target voltage, which is different for each
layer/bitline. The layers with the higher operating point will result in higher
background pattern dependency. In order to level this kind of dependency, a
method was proposed where each bitline is pre-charged to specific layer-dependent
voltage instead of discharging all the bitlines to GND during the setup phase [31].

7.5.2 Program Operation

Programming 3D-VG NAND is obtained by optimized ISPP (Incremental Step
Programming Pulse) algorithms. In Fig. 7.20 it is shown the equivalent circuit to
illustrate the programming of page 0 (SSL1) and the corresponding program-inhibit
method used on the other cells not being programmed. When programming page 1,
the select line SSL1 is at VCC, while a slightly negative voltage is applied to other
SSLs to guarantee turn-off. GSL (even) is turned-on, while GSL (odd) is turned-off.

Fig. 7.19 Reverse read operation with BL clamp compensation [28]
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CSL is set to VCC in order to perform the inhibit operation. The selected wordline
is biased with the programming voltage according to the ISPP scheme, while other
wordlines are biased with Vpass voltage. Program Inhibit of unselected pages is
achieved by using different methods. The cells belonging to Page 3 (SSL3) bitlines
(e.g. Cell ‘E’) are inhibited by entirely floating the NAND string, because SSL3 and
GSL (even) are both deselected; the cells belonging to even pages (SSL0 and
SSL2), i.e. Cells ‘C’ and ‘D’, are inhibited by charging the channel via CSL and
GSL, which are both at VCC [10].

7.5.3 Erase Operation

A Barrier Engineered SONOS (BE-SONOS) device is adopted in 3D VG-type
NAND. Erasing of BE-SONOS devices is achieved by holes injection from the
channel. BE-SONOS can overcome Electron Gate injection due to the high electric
field during erase and reduce erase saturation with an excellent retention. Vertical
Channel devices, which usually have a gate-all-around structure, can benefit from
the Electric Field Enhancement (FE) due to the curvature effect which reduces the
electric field through the gate, thus mitigating the electrons injection from the poly
gate. However, FE method has several drawbacks and imposes limitations on the
cell size [32, 23]. Another way to reduce gate injection would be through the use of
Hi-K material which can minimize the electric field in the oxide. BE-SONOS

Fig. 7.20 3D VG-type program biasing
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devices allow avoiding the complication and drawbacks of FE or the use of Hi-K
materials. In 3D-VG NAND, further engineering of the BE-SONOS structure is
possible, thanks to the planar and very uniform structure [23]. In Fig. 7.21 erase
through holes injection from the substrate in a BE-SONOS device and the parasitic
electron injection from the polysilicon gate are shown. The displayed structure
shown is BE-SONOS with additional nitride and oxide layers specifically added to
stop electron injection at the additional nitride layer.

In 3D-NAND a junction-less cell with floating body is generally employed;
therefore, there is no holes source for erasing from the substrate. Holes generation
for erase can be obtained by GIDL (Gate-Induced Drain Leakage) at the select
transistors. Figure 7.22 shows that erase is achieved by applying a large voltage to
the CSL (Common Source Line) and MBL (Main Bitline), while an intermediate
voltage of about 6 V is applied to the SSL (String Select Line) and GSL (Ground
Select Line). The select transistors should be biased to pass the erase voltage
(13 V) from the source lines to the channel; at the same time, the pass transistors
must be guarded against parasitic charge injection that may damage them or make
their threshold voltage drift. With appropriate biasing of SSL and GSL, the GIDL
induced current that is built up at the drain junctions of the select transistors can
transfer the erasing voltage to the string channel and minimize the unwanted hole
injection that would result in erasing of the SSL and GSL themselves. To Erase a
Block in 3D-VG Type NAND, a high voltage is applied to the source lines while
the wordlines are grounded. To inhibit erasing of the unselected blocks, the
wordlines are left floating so that they are self-boosted to a inhibit voltage. It is
important to reduce any leakage on the wordlines that could reduce the efficiency of
the boosted potential and, hence, the erase inhibit.

Fig. 7.21 Erase Mechanism in a BE-SONOS CT device [23]
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7.6 Disturbs of VG-Type 3D NAND

The most peculiar disturbs and interference effects in 3D NAND are along the
vertical (Z) direction, which does obviously not exist in 2D architectures. In
VG-type 3D NAND, bitlines are completely shielded by wordline polysilicon
plugs; therefore, there is no electrostatic interference in the X-direction (along the
wordline direction) or even in diagonal direction between different layers, as shown
in Fig. 7.23. Instead, Z interference can be observed between adjacent vertical
layers: it is a back-gate bias effect caused by electrostatic interference between
adjacent cells. The electrostatic interference is caused by electrons stored in the
trapping layers during programming: the VTH shift of the adjacent victim layer can
be in the range of 150 mV. The interference is obviously dependent on the
inter-layer distance and it can be optimized [24, 33].

Wordline interference has also been observed in VG-type 3D NAND when
programming adjacent wordlines in the same layer due to the tight pitch. The WL
interference is associated to channel potential variations in the junction free channel
of the selected cell, which are induced by the charge accumulated in adjacent pass
cells. WL interference results in 400 mV VTH shift; this shift can be contained
by proper algorithmic countermeasures. Programming algorithm with Pre-PV

Fig. 7.22 VG-type block
erase diagram (selected block)
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(Pre-Program Verify) level can be used to alleviate WL-interference. The algorithm
consists of programming WL(n) to a pre-PV level lower than the target PV level,
then programming WL(N + 1) to the pre-PV level, going back to program WL(n)
to the final PV value, and so on.

Since all the layers are programmed simultaneously, as part of the same page in
3D-VG NAND, the interference and other effects caused by the programming
pattern must be considered.

A program disturb effect has been studied. As shown in Fig. 7.23, when a certain
layer is programmed, the related channel is kept at 0 V, while adjacent channels, if
not programmed, are boosted to the inhibit voltage. Due to the capacitive coupling
between layers, the resulting boosted value is lowered with respect to the case
where all the channels are in the inhibit condition. The inhibit function is therefore
degraded and a program disturb can be observed. The threshold shift due to
Z-disturb can result in a shift of 0.6 V of the VTH distribution, because of the
reduced inhibit efficiency [24]. Moreover, when different layers are programmed at
different times, an impact of the first programmed cells on the following pro-
gramming operations can be observed, due to the electrostatic potential change.
This effect is substantially changing the VTH distribution.

Another Z-effect, called enhanced programming Z-disturb, can be observed in
VG-type 3D NAND. When adjacent layers are programmed (biased to 0 V), the
programming speed is reduced with respect to the case where adjacent layers are
inhibited (boosted to inhibit high voltage). This effect is explained by the inversion
electron density function at the polysilicon channel that is increased in the second
case, while in the first case it limits the F-N tunneling current.

It is necessary to consider the impact of the Z-effects when the programming
pattern changes during the ISSP steps. The described Z-disturbs will cause the

Fig. 7.23 Z disturbs in VG-type 3D NAND
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enlargement of the programmed distribution and reduce the margin for multilevel
operation.

Z-interference (electrostatic) effects are obviously dependent on the thickness of
the buried oxide between layers; therefore, they are also controllable, to some
extent, by augmenting the inter distance between layers [8]. Algorithmic methods
can also be adopted to control the Z-disturbs. In the example shown in Fig. 7.24 the
programming sequence is split into a sequence involving only certain layers at a
time. In this example eight layers are divided into three groups and programming is
accomplished in three programming steps. During each of the programming steps,
each inhibited layer has only one adjacent layer (in Z-direction) which is pro-
grammed, thus limiting the interference to one neighbor only. At the same time,
each programmed layer has two inhibited adjacent layers on both sides so that the
enhanced Z-programming effect is constant [25].

Vpass disturb and Read disturb are also critical in 3D Flash. In VG-type 3D
Flash there are 2N pages per each wordline, where N is the number of layers. Thus
programming the entire block results in a very large Vpass disturb time. Read
disturb is also worsened due to the large number of pages in a WL.

Compared to Vertical Channel nanowires type of 3D NAND, substantially, the
effect of disturbs is similar. In VC-type 3D NAND the Field Enhancement Effect
allows achieving shorter programming time; however, enhanced field increases the
Vpass disturbance. On the contrary, the planar structure of VG-type 3D NAND can
minimize the Vpass disturb.

By implementing proper algorithmic sequences, as described in this section, it is
possible to obtain a VTH window large enough for MLC operations, as shown in

Fig. 7.24 An algorithmic programming method to level out Z-disturbs [24]
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Fig. 7.25. TLC window has been also demonstrated. With proper optimization of
the structure and Error Correcting techniques, VG-type 3D NAND is a viable
candidate for realizing high density products.

7.7 Conclusions

Vertical Gate (VG-type) 3D NAND technology capability has been demonstrated
with several studies and test chips. The technology can achieve cost effectiveness
through multiple memory layers and multilevel operations. The planarity of the
CT SONOS Flash cell is the key element because it avoids all the issues of the
non-ideal vertical etching required by Vertical Channel (VC-type) 3D NAND
architectures based on gate-all-around structures.
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Chapter 8
RRAM Cross-Point Arrays

Huaqiang Wu, Yan Liao, Bin Gao, Debanjan Jana and He Qian

8.1 Introduction of RRAM

In the age of Big Data, it has been always a dream for researchers to find the next
generation nonvolatile memory with higher density, lower latency and lower cost.
As a matter of fact, the last mainstream memory, NAND Flash memory, was
created decades ago. Nowadays, NAND Flash memory, based on metal-oxide-
semiconductor field-effect-transistor with an additional floating gate, is still one of
the most popular nonvolatile memories. However, its speed and density are now
approaching the physical limits of its basic structure. It takes longer than 1μsec to
store electrons into the floating gate [1], and it seems impossible to scale planar
technologies below 10 nm. This is not only due to the cost of lithography, but also
to the crosstalk and parasitic effects caused by the thick gate. In fact, to make sure
that electrons don’t leak away from the floating gate, gate thickness can’t be too
thin. Moreover, since the number of electrons trapped inside the floating gate is less
than 100 at 20 nm, losing few electrons can cause severe reliability issues [2].
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In such a situation, 3D vertical NAND is the emerging technology, and it has
recently achieved ultra-high density by stacking 48 memory layers. 3D NAND
replaces planar technology and extends the life of NAND Flash in the semicon-
ductor industry. But how many layers can we stack? 128, 256 or more? There are
many challenges to face with 3D vertical NAND technology and the speed limi-
tation still exists.

Recently, resistive random access memory (RRAM) has attracted a lot of
attention because of its excellent single-cell performance, like scalability (<10 nm),
latency (<10 ns), power consumption (voltage <3 V), improved reliability, endur-
ance (1E6

–1E12) and retention (>10 years) [3–5]. The 3D integration of RRAM,
especially the 3D Cross-point RRAM array with an effective memory cell area of
4F2/n (F is the minimum feature size, n is the number of 3-D-stacked memory
layers), can achieve ultra-high density, comparable with 3D vertical NAND tech-
nology [6]. RRAM is one of the most promising candidates for the next generation
nonvolatile memory [6]. More than this, it may even overthrow the memory
hierarchy, as shown in Fig. 8.1, and it may play an important role in nonvolatile
logic computing with its excellent combination of speed and density [7]. In both
cases we are talking about a revolution in semiconductor industry.

8.1.1 History and Development

It has been more than 50 years since the first observations of the resistive switching
phenomena. In the 60s, some researchers, like Hickmott, Gibbons and Beadle,
described the switching properties of thin oxide films [8, 9]. However, these early
reported resistive switching phenomena were not adequately robust for memory
application. It was only in the late 90 s when there was a renewed interest for

Fig. 8.1 Possible revolution in the memory hierarchy
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resistive switching as an alternative to conventional silicon-based memories. Many
types of material, such as complex metal oxides [8], binary metal oxides [9] and
organics [10] show resistive switching properties. In 2004 Samsung demonstrated a
NiO-based RRAM integrated with 0.18 μm CMOS technology at the International
Electron Devices Meetings (IEDM); in this paper, some critical device performance
metrics for memory application, such as endurance (more than 106 times of set/reset
cycles and 1012 reading cycles) and programming characteristics (operating below
3 V and 2 mA), were discussed [11]. Nowadays, the study of RRAMs is a hot area
with hundreds of publications per year.

Recently, great progress has been made in the performance of RRAM, including
speed, scalability and endurance. Lee et al. [12] demonstrated a HfOx-based bipolar
RRAM with a switching time of 300 ps, while excellent scaling properties of
TiN/HfOx/Hf/TiN bipolar RRAM were reported by Govoreanu et al. [13] with a
cell’s area smaller than 10� 10 nm2. Moreover, TaOx-based RRAM showed high
switching endurance (>1012 cycles), as proposed by Lee et al. [14]. Significant
breakthrough was also made with 3D architectures and high-density integration, as
it will be discussed in detail later in this chapter.

8.1.2 Structure and Mechanism of RRAM

In general, the basic structure of RRAM is a switching medium sandwiched
between two electrodes, like in Fig. 8.2a. Nonvolatile storage is based on resistive
switching between a low-resistance state (LRS or ON state) and a high-resistance
state (HRS or OFF state), under voltage or current stimulation. However, there are
multiple variations of this simple structure. There is a variety of materials that can
serve as a switching medium, like HfOx, AlOx and TaOx, and there are many
choices for electrodes, such as Pt, TiN and Ti. In fact, resistive switching does not
only depend on the switching medium, but also on the electrodes and their inter-
facial properties [6].

Fig. 8.2 a Schematic of top-electrode/switching medium/bottom-electrode sandwich structure.
Schematic I–V curves of b bipolar and c unipolar switching [2]
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Different switching materials combined with different electrodes generate two
kinds of switching modes and various switching mechanisms. Conventionally, the
switching event from LRS to HRS is called reset process and the corresponding
voltage is called reset voltage (Vreset). Inversely, the switching event from HRS to
LRS is called set process and the corresponding voltage is called set voltage (Vset).
The forming process is similar to the set process, but it happens when a fresh
sample is in its initial resistance state, with the goal of enabling resistive switching
cycles. Usually, the forming voltage is higher than Vset. According to the electrical
polarity required by set and reset processes, there are two kinds of switching modes:
bipolar and unipolar. Bipolar switching means that set and reset processes are
dependent on opposite electrical polarity voltage, while unipolar switching means
that set and reset voltages are with the same electrical polarity, but different
amplitude, as shown by Fig. 8.2b, c.

As mentioned above, resistive switching is not only dependent on switching
medium, but it is also affected by electrodes and their interfacial properties [6].
A comprehensive overview of resistive switching mechanisms will not be discussed
here; we briefly introduce the most common mechanisms with the highest scaling
potential, like valence change and electrochemical metallization [2]. In these
mechanisms, the formation and rupture of conductive filament in the bulk switching
medium are the intrinsic physical phenomena causing resistive switching.

In valence change-based RRAM, the switching medium is typically a transition
metal oxide, such as TiOx, HfOx and TaOx [2]. The forming process creates a
conductive filament of oxygen vacancies in the switching medium, and it enables
resistive switching cycles thanks to the migration of oxygen ions under high electric
field. After that, local rupture and re-formation of the conductive filament occur
during the reset and set processes, respectively, which leads to the switching
between LRS and HRS [15]. For a memory cell in LRS, the current flows through
the conductive filament, while in HRS it flows through the filament gap region
through tunneling (Fig. 8.3).

For electrochemical metallization-based RRAM, also known as Conductive
Bridge Random Access Memory (CBRAM), there are various switching materials,
such as chalcogenide, amorphous silicon and so on. In general, one of the electrodes
is an active metal, like Ag and Cu, while the other one is usually an inert metal [2].

Fig. 8.3 Schematic illustration of the switching process in valence change-based RRAM [2]
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The key difference between valence change-based RRAM and electrochemical
metallization-based RRAM is the filament type. As shown in Fig. 8.4, the metal
ions dissociated from the active metal electrode constitute the conductive filament
in electrochemical metallization-based RRAM. Conversely, its restoration under
reverse voltage causes the reset process. In other words, the electrochemical
metallization-based RRAM has to be bipolar. Electrochemical metallization-based
RRAM is not well suited for 3D vertical integration because the active metal can
easily diffuse across insulation layers. Till now, all the 3D vertical RRAMs reported
in literature are based on valence change mechanism.

Another promising nonvolatile memory technology is Phase Change Memory
(PCM); again, it utilizes the difference between a low-resistance state (crystalline
phase, set state) and a high-resistance state (amorphous phase, reset state) of the
phase change material. Figure 8.5a shows the typical structure of a PCM cell. The
electrical current crowding at the “heater” results in a programmed region illustrated
by the mushroom boundary [16]. To reset a PCM cell into the amorphous phase, a
large electrical current pulse is applied for a short time, making the programming
region first melted and then rapidly quenched. This amorphous region is in series

Fig. 8.4 Schematic illustration of the switching process in electrochemical metallization-based
RRAM [2]

Fig. 8.5 a Cross-section of the conventional PCM cell. b PCM cells are programmed and read by
applying electrical pulses which imply temperature change. c I–V characteristics of set and reset
states. The reset state shows switching behavior at the threshold switching voltage (Vth) [16]
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with the crystalline region of the PCM and dominates the resistance. To set a PCM
cell into crystalline phase, a medium electrical current pulse is applied for a long
time, annealing the programming region at a temperature between the crystalliza-
tion temperature and the melting temperature. To read the state of the PCM cell, its
electrical current is measured (to determine the resistance); of course, the absolute
value of the current has to be low enough to avoid disturbing the current state itself.

The resistance difference between set and reset states is remarkable below the
threshold switching voltage (Vth), while the reset state shows electronic threshold
switching behavior when the voltage increases to Vth. If a voltage larger than Vth is
applied for longer than the crystallization time, the PCM cell switches to the
low-resistance state, and this is the critical point of the set process. Without the
electronic threshold switching phenomenon, the resistance of the reset state would
be too high to conduct enough current to provide Joule heating to crystallize the
PCM cell [16].

8.2 3D RRAM

8.2.1 3D Architectures

Generally speaking, a 2D cross-point array includes bit lines (BL), word lines
(WL), and memory cells located at the intersection of each BL and WL. This
cross-point array can achieve the highest 4F2 (F is the feature size) integration
density in 2D manner. To build a 3D RRAM cell, there are two possible 3D
integration approaches: one is the conventional planar RRAM-based cross-point
array [17, 18], stacked layer by layer (3D Cross-point RRAM); the other one is the
novel 3D vertical RRAM [19–25] sandwiched between the vertical electrodes and
multilayer horizontal electrodes (3D VRRAM). Figure 8.6 compares the structures
of 3D Cross-point RRAM and 3D VRRAM [26].

Fig. 8.6 Schematic drawing of a 3D Cross-point RRAM, and b Vertical RRAM [26]
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8.2.1.1 3D Cross-Point RRAM

The 3D Cross-point RRAM, whose density can be as high as 4F2/N (N is the stack
number), has an advantage in lateral scaling compared to 3D VRRAM, since the
thickness of RRAM cell and selector may take more area in the 3D VRRAM case.
At the same time, the large resistance of vertical electrode affects the array per-
formance of 3D VRRAM. However, 3D Cross-point RRAM, because it simply
stacks planar RRAM layers, does not save lithography steps or masks, and,
therefore, the bit-cost remains high. On the contrary, 3D VRRAM requires only one
critical lithography step or mask for array fabrication (Fig. 8.7); as a result, it is a
more promising approach for reducing bit-cost [27]. Of course, costs can be sig-
nificantly reduced by stacking more layers.

For 3D Cross-point RRAM, Baek et al. [17] were the first to demonstrate a
2-layer 4 × 5 array. Lee et al. [18] have reported 2-stack 8 × 8 array 1D-1R (one
diode-one resistor) structure with 0.5 μm × 0.5 μm cells as part of the high density
stacked RRAM investigation. The schematic view of the fabricated 2 stacks
cross-point structure is shown in Fig. 8.8a. One BL serves two adjacent cross-point
layers. Therefore, the layer thickness and the number of critical lithographic steps
can be reduced. In this cross-point memory stack, Ti-doped NiO was used for the
storage node, and p-CuOx/n-InZnOx heterojunction thin film was used as an oxide
diode, as shown in Fig. 8.8b.

Fig. 8.7 The required
number of masks as a
function of the number of
memory stacks for 3D
Cross-point and
Vertical RRAM [27]
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8.2.1.2 Vertical RRAM

VRRAM was initially proposed by Yoon et al. in 2009 [28]. After that, several
different architectures of 3D VRRAM have been proposed and demonstrated.
Figure 8.9 shows two typical 3D VRRAM array architectures [29]. One of them uses
metal lines (1D) as the horizontal electrode, and the other one uses metal plane (2D).
Both of them use a metal pillar as the vertical electrode. Metal plane based VRRAM
requires one critical lithographic step only, and it has much lower line resistance,
which significantly reduces IR drop and RC delay effects. Metal line based VRRAM
requires at least two critical lithographic steps, and it suffers from more serious IR
drop and RC delay effects compared to metal plane based VRRAM and 3D
Cross-point RRAM. However, the density of metal line based VRRAM can be two
times higher than that of metal plane based VRRAM, since both left and right sides
of the metal pillar can form an independent RRAM cell. Therefore, the theoretical
limit of integration density of a metal line based VRRAM can reach 2F2/N.

Fig. 8.8 a Generalized 2 layers cross-point memory structure. A single cell of the array consists
of a memory element and a switch element between conductive lines on top (word line) and
bottom (bit line). b Schematic diagram of a 2-stack 1D-1R memory cell with upper layers reversed
to share the bit line [18]

230 H. Wu et al.

Micron Ex. 1008, p. 243 
Micron v. YMTC 
IPR2025-00119



Chen et al. [30] demonstrated a cost-effective fabrication process for metal plane
based VRRAM. As shown in Fig. 8.10, multi-layered silicon oxide and metal are
deposited initially, followed by a hole etching process. Then switching layer and
vertical metal pillar are deposited. Finally, the plane electrodes of different layers
and pillar electrodes are patterned. Actually, only the first pattern (forming a deep
hole) is a critical lithographic step.

Baek et al. [26] were the first to demonstrate the metal line based 3D VRRAM.
Since the aspect ratio of metal etching is much worse than oxide or nitride etching,
they developed a fabrication process without etching metal, as illustrated in
Fig. 8.11. Initially, multi-layered silicon oxide and silicon nitride are deposited,
followed by deep hole etching and switching layer/vertical metal electrode depo-
sition. Then, the vertical metal electrode and the stacked layers are etched to form
horizontal line and vertical metal pillar. After that, the silicon nitride layers are wet
etched and the remaining space is filled with metal. Finally, the new deposited
metal is patterned to form the horizontal line electrode.

In addition, unlike NAND flash, the requirement for random access of each
individual RRAM cell imposes a unique challenge to the design of the 3D VRRAM
array architecture. To apply voltage on each vertical electrode, a transistor array is
introduced below the VRRAM array [30], as illustrated in Fig. 8.12. A vertical
transistor is proposed to achieve 4F2/N integration density. In this architecture, a BL
is connected to the source of each vertical transistor, and the select line (SL) is
connected to the gate of each vertical transistor. By selecting BL and SL, one
vertical electrode can be identified. At the same time, a plane electrode, which
works as WL, is selected. In this case, each RRAM cell can be random accessed by
using this 3D selection scheme. It should be noticed that it is very challenging to
design an architecture that can randomly access each single cell in a metal line
based VRRAM array without significant area penalty.

Fig. 8.9 Two typical 3D VRRAM array architectures: in a the memory cell sits between the
horizontal word line and the vertical pillar, while in b the memory cell sits between the plane
electrode and the vertical pillar [29]
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8.2.1.3 RRAM Cells in 3D Array

The RRAM device in 3D cross-point array has structure and fabrication process
similar to 2D cross-point arrays, and thus it doesn’t suffer from any performance
degradation. The typical device structure includes top electrode, bottom electrode,
and a resistive switching dielectric layer between them. The switching layer can be
deposited by using either PVD or ALD method. Low operation voltage (1–3 V),
fast switching speed (0.3–50 ns), low peak current (25–100 μA), large HRS/LRS

Fig. 8.10 The cost-effective process flow of 3D vertical RRAM: (1) Multiple Pt (20 nm)/SiO2

(30 nm) are deposited by evaporation/LPCVD; (2) A trench (1–100 μm in size) is dry etched
down to the bottom SiO2 layer; (3) 5 nm HfOx is deposited by ALD conformally covering the
sidewall of the trench; (4) 150 nm TiN is deposited by sputtering to fill the trench as the pillar
electrode; (5) the plane electrode Pt is exposed by dry etching [30]
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ratio (10–1000x), robust endurance (106 to 1012 SET/RESET cycles) and retention
have been demonstrated with planar RRAM cells.

However, the performance may degrade for vertical RRAM due to the change of
device structure and imperfect interface between electrode and switching layer.
Park et al. [27] proposed using a barrier layer to improve RRAM’s performance and
achieve self-rectifying characteristics. Chen et al. [30] demonstrated Pt=HfOx=
TiON=TiN vertical RRAM cell with <50 μA peak current, >10 × HRS/LRS ratio,
*0 ns speed, >108 endurance, and >28 h @ 125 °C retention. Vertical RRAM can
compete with planar RRAM on all memory metrics. However, the application of Pt
electrode is not compatible with traditional CMOS technology. Cha et al. [31]
developed a TiN/Ta2O5/Ta VRRAM. The SET/RESET voltage was lower than
1.1 V and RESET current was around 100 uA. 106 switching cycles were also
demonstrated. Hsu et al. [32] presented a Ti/TiO2/TaOx/Ta VRRAM with ultralow
RESET current (*10−7 A). 1010 switching cycles were achieved under 6 V/1 μs

Fig. 8.11 Key process flow of VRRAM cell arrays [26]

Fig. 8.12 Schematic view of the 3D cross-point architecture, a using the vertical RRAM cell [30]
and a vertical MOSFET transistor b as the bit-line selector to enable the random access of each
individual cell in the array
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SET pulse and −6.5 V/1 μs RESET pulse. Looking forward, more efforts should be
spent on structure and fabrication process of vertical RRAM cells.

8.2.2 Sneak Path Issues in Cross-Point RRAM

8.2.2.1 Misreading

There is no doubt that 3D RRAM is very promising in terms of ultra-high inte-
gration density; however, the sneak paths of RRAM arrays degrade the array
performance, increase the total power consumption and limit the array size. As
shown in Fig. 8.13, when a device is addressed, which means that BL and WL
connected to this device are biased, while other BLs and WLs are floating, the
current flows through the selected path (the purple one), in parallel with several
paths through unselected RRAM cells (like the red one and the blue one) which are
called sneak paths. The red path marked as “1” in Fig. 8.13 is a typical sneak path
in a single layer cross-point array, which is composed of three unselected devices.
There are ðm� 1Þ � ðn� 1Þ possible sneak paths in a single layer cross-point array
with m rows and n columns; this means that the bigger the array size is the higher
the undesired current on the BL and WL is. The issue is even more complex in a 3D
arrays due to the additional introduced sneak paths, such as the blue one marked as
“2” in Fig. 8.13.

As a result, the equivalent resistance of the selected device in HRS might be
significant smaller than expected, making it difficult to distinguish HRS and LRS
during read [33]. More intuitively, let’s analyze the worst situation in a single layer
cross-point array to see how the sneak paths limit the array size, as shown in
Fig. 8.14. Let’s assume that there are m rows (BL) and n columns (WL) in the
cross-point array and the Roff =Ron ratio is b. The worst case for HRS read happens
when the parasitic resistance caused by sneak paths is the smallest, which means all

Fig. 8.13 Schematic of sneak paths in a cross-point array with multiple layers
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the unselected devices in the array are set to LRS. Conversely, when all the uns-
elected devices are set to HRS, the parasitic resistance is the biggest, leading to the
worst case for LRS read. To avoid the misreading, the readout resistance of HRS
under the worst case must be larger than the readout resistance of LRS, which
means:

Roff ==
Ron

m� 1
þ Ron

m� 1ð Þ � n� 1ð Þ þ
Ron

n� 1

� �
[Ron ==

Roff

m� 1
þ Roff

m� 1ð Þ � n� 1ð Þ þ
Roff

n� 1

� �

Then,

ð1� m� 1ð Þ � n� 1ð Þ
mþ n� 1

Þ � ðb� 1Þ[ 0

Obviously, the Roff =Ron-ratio b is larger than 1, which results in:

n\
2 � m� 1ð Þ
m� 2

, m\
2 � n� 1ð Þ
n� 2

That is to say, if either n or m is larger than 2, then the maximum array size can’t be
larger than 3� 3, independently from the Roff =Ron ratio b [34]!

Moreover, sneak paths increase the current in word lines and bit lines too. When
considering the line resistance, the misreading issues become more severe [35], and
the power consumption goes up.

Fig. 8.14 A m� n single layer cross-point array (a) with its equivalent circuit in the worst
situation (b) and (c). R1, R2 and R3 are the equivalent resistors of bits on selected BL, bits on
unselected WL and BL, bits on selected WL, respectively
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8.2.2.2 Write Crosstalk

Write crosstalk caused by sneak paths is a problem too. Let’s take a single 2� 2
cross-point array with its selected word line biased at the operating voltage (V),
selected bit line grounded and others floated: its equivalent circuit is shown in
Fig. 8.15a. When a set voltage is applied on the selected device (the red one in the
figure), an almost equal voltage is applied on several unselected devices at the same
time (e.g. the yellow one in the figure), which cause an undesired set or reset
operation (write crosstalk). Luckily, the write crosstalk issues can be suppressed by
using a proper write scheme, such as V/2 or V/3 write schemes, as shown in
Fig. 8.15b, c. A sufficient voltage margin between the selected bit (V) and the
unselected bits (V/2 or V/3) effectively suppresses the probability of unintentionally
write of unselected cells [35]. However, this partial biasing scheme brings new
reliability issues on unselected RRAM cells (write disturbance), which is even more
serious on large size arrays due to the switching voltage variation and the influence
of interconnect resistance.

Thermal crosstalk is another critical issue that must be considered in a 3D
cross-point array, when the feature size shrinks down to the nanometer scale. It is
widely accepted that the resistive switching behavior is due to the formation and
rupture of conductive filament, and the Joule heat generated during the operation,
especially the reset operation, plays an important role in this process [37]. As
demonstrated by Sun et al. [38] in a 3D cross-point array the thermal transfer is fast
along the WL/BLs and conductive filaments (CFs) of RRAMs in both horizontal
and vertical directions. It means that, in a cross-point array, the Joule heat generated
inside a RRAM device not only determines its own switching behavior, but it also
influences the properties of neighboring devices through the thermal transfer. Thus,
a larger cross-point array with more stack layers suffers from this thermal transfer
issue more severely, and it is more likely to generate a high enough temperature in
disturbed RRAM cells during cycling, thus leading to the thermal dissolution of the

Fig. 8.15 a The equivalent circuit of a single 2� 2 cross-point array, b schematic of V/2 write
scheme, c schematic of V/3 write scheme
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filament and premature loss of the resistance state of RRAM. Moreover, the thermal
crosstalk can limit the scaling of the integrated array due to its growing severity
with a reduced feature size F.

To alleviate thermal crosstalk effects, several schemes can be adopted. One of
them is decreasing the reset current, which could effectively suppress thermal
crosstalk [38]. A simple cycle-rehabilitate technique can also be used, i.e. erasing
and reprogramming the LRS of RRAM cells in the array after a certain number of
operation cycles. Of course, we need to make sure that the deteriorated LRS can
still be used to distinguish HRS and LRS [38].

8.2.2.3 Solutions

To handle the sneak-path issues, especially misreading, and increase memory
density, one of the most attractive approaches is concatenating a memory element
with a two-terminal selector device. The function of the selector device is weak-
ening the leakage through sneak paths according to two important features of sneak
paths: (1) the current flows through at least one of the unselected devices in the
reverse direction; (2) more than three unselected devices share the whole applied
voltage [33]. It means there are at least two categories of selector devices to address
the sneak paths. Ideally, if there is a selector device which permits the forward
current and prohibits the reverse current, or there is a selector device which turns on
at high voltage and turns off at low voltage, the sneak leakage could be avoided.
The former is an asymmetric device, like rectifying diodes, and the latter is a
nonlinear device, like mixed-ionic electron conduction (MIEC).

Now, a simple quantitative estimation can help us analyzing the influence of the
selector in a single layer cross-point array. The approach is similar to the analysis
done in Fig. 8.14, but here we simplify it by having m equal to n, as shown in
Fig. 8.16. For the cross-point array integrated with asymmetric selectors, the
reverse parasitic resistance is much larger than the forward parasitic resistance,
which means that the driving resistance is R2. Instead, for the cross-point array
integrated with nonlinear selectors, R1 and R3 share the majority of the read voltage
due to much fewer parallel devices in the equivalent region.

Based on above analysis, one of the most critical characteristics for selectors is
the nonlinearity factor (corresponding to the on/off ratio) a, which is defined for
asymmetric and nonlinear devices as shown in Fig. 8.17. Similar to the worst case
analysis done for misreading, let’s search the limitation for a single cross-point
array integrated with selectors. For asymmetric selectors, there must be:

Roff@Vread==
Ron@� Vread

ðn� 1Þ2 [Ron@Vread==
Roff@� Vread

ðn� 1Þ2
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Then,

1� ðn� 1Þ2
a

 !
� ðb� 1Þ[ 0

Obviously, the Roff =Ron-ratio b is larger than 1, so,

a[ ðn� 1Þ2 / n2

Fig. 8.16 Equivalent circuits of a n� n single layer cross-point array integrated with asymmetric
selectors (a) and nonlinear selectors (b)

Fig. 8.17 Definition of the nonlinearity factor α for asymmetric devices (a) and nonlinear devices
(b). Rs stands for the resistance of the integrated memory cell in a certain state
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Likely, for nonlinear selectors, there must be:

Roff@Vread==
2 � Ron@ Vread

2

n� 1
[Ron@Vread==

2 � Roff@ Vread
2

n� 1

Then,

1� n� 1
2 � a

� �
� ðb� 1Þ[ 0

So,

a[
n� 1
2

/ n

That is to say that the limitation to the array size, defined as n� n, is propor-
tional to a for asymmetric selectors, but to a2 for nonlinear selectors, which means
a huge superiority of nonlinear selectors for high-density application [36].

In addition to selector devices, a single RRAM cell with self-rectifying [27, 30,
32, 53–55] has a similar effect, while complementary resistive switches (CRSs)
[56–58] create a novel way to suppress sneak path issues.

8.2.3 Selector Devices

A select transistor is the best solution to fight against the sneak path issue. For this
1T1R (1 Transistor—1 RRAM) cell, the RRAM cell is connected to the drain of the
transistor. Turn on voltage is applied on the gate of the transistor during write and
read processes. Due to the excellent on/off characteristics of transistors, the sneak
path is entirely eliminated. However, the conventional planar 1T1R cell usually
takes more than 8F2 area, and this is not very well suited for 3D integration. To solve
this problem, Wang et al. [39] proposed a 3D vertical transistor based 1T1R cell.
RRAM cells were stacked onto the tip of the vertical nano-pillar transistors array,
which enabled a 4F2 density. Besides using transistors, Wang et al. [40] proposed a
3D 1BJT1R cell with 4F2 density. A BJT supplies much higher drive current than a
MOSFET transistor, and thus it is a better solution for a process shrink.

Two-terminal selectors are preferred for high density 3D RRAM array.
Generally, selectors have very simple device structures but complex I-V behaviors.
Although the selector based 1S1R (1 Selector—1 RRAM) cells cannot entirely
eliminate the sneak path effect, compared with 1T1R cells, the fabrication cost can
be significantly reduced. Therefore, different kinds of selectors have been devel-
oped to replace transistors.
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The most critical challenge for selectors is their current drive capability.
Since RRAM has a filamentary conduction mechanism, the LRS current remains
constant or slightly changes as the device size shrinks. In the previous report [6], the
RESET currents of RRAM are most between 20–200 μA for different sizes. In
contrast, the currents of most kinds of selectors are linearly dependent on the device
area. If the selector cannot supply enough current density, the 1S1R cell cannot
work when the size scales down. Besides current density, on/off ratio, threshold
voltage, endurance, and switching speed are also key parameters for selectors.

8.2.3.1 Diodes

A diode is a kind of selector, with asymmetric I-V characteristics. Si-based diodes
can supply larger current density but cannot be easily adopted for 3D integration
due to the unbearable thermal budget and other process issues [17]. Therefore,
oxide-based diodes are proposed to be fabricated at room temperatures and over
metal substrates. The combination of the p-type and n-type materials should be
carefully designed by considering the bandgap width and Fermi level. Baek et al.
[17] developed a p-NiO/n-TiO2 diode, and Lee et al. [18] developed a p-CuO/n-IZO
diode with >103 on/off ratio.

Since the diode can only work on the forward direction, bipolar RRAM is not
compatible with such a selector. However, compared with unipolar RRAM, bipolar
RRAM has better endurance, uniformity, and controllability. To be compatible with
bipolar RRAM, other kinds of diodes, such as Zener diodes, Reverse-conduction
diodes, and oxide-based Schottky diodes were proposed. With these diodes, large
reverse current can be supplied when reverse voltage is larger than a threshold. The
write voltage should be larger than this threshold voltage, while the read voltage
should be lower than the threshold voltage.

The major drawback of the oxide diode is the limited current density. The
CuO/IZO diode can only supply 104 A/cm2 current density [18], which cannot
drive a RRAM device when its size scales below 0.5 μm. The current density can
be improved by using oxide Schottky diodes [41], but it is still not acceptable for
100 nm applications. The low current density of the oxide diode is attributed to the
poor conductivity of the oxide materials and the current restriction of the junction.
To solve these problems, tunneling selectors were proposed, and they seem to be
very promising for the 1S1R configuration.

8.2.3.2 Tunneling-Based Nonlinear Selectors

Tunneling selectors usually have a metal/insulator (semiconductor)/metal (MIM or
MSM) symmetric structure. As illustrated in Fig. 8.18, under low voltage biasing,
the tunneling selector can be seen as a back-to-back Schottky diode. The con-
duction mechanisms are dominated by the reverse Schottky current or direct tun-
neling, which is very small. As the applied voltage increases, the width of the
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Schottky barrier decreases, and FN tunneling gradually becomes the relevant part
[42]. Compared with PN junction and Schottky junction, FN tunneling can supply
much higher current density, and the I-V curve is symmetric, being then compatible
with bipolar RRAM. The nonlinear I-V is due to FN tunneling and, therefore,
barrier’s height and width should be designed to achieve the highest nonlinearity.
Huang et al. [36] proposed a Ni/TiOx/Ni selector built on a flexible substrate.
1000 times on/off ratio (I(Vr)/I(Vr/2)) was achieved. Zhang et al. [42] proposed a
TiN/a-Si/TiN selector with >1 MA/cm2 current density and *103 on/off ratio.
Similar to the Si P/N type diode, this selector needs high temperature annealing.
Kawahara et al. proposed an all-nitride TaN/SiNx/TaN selector, and they built an
8 Mb 3D cross-point array on top of it. Lee et al. [43] proposed a Ta doped TiO2

varistor with >3 × 107 A/cm2 current density and *104 on/off ratio. The selector
was fabricated by atomic layer deposition (ALD), which is suitable for 3D vertical
RRAM array architecture. Later, Woo et al. demonstrated a fully CMOS compatible
stack (W/Ta2O5/TaOx/TiO2/TiN) with only <10 nm oxide thickness. They achieved
a current density higher than 107 A/cm2.

8.2.3.3 Volatile Switching Selectors

Another promising selector utilizes the threshold switching mechanism of some
dielectric materials. Threshold switching is a kind of volatile resistive switching
caused by Insulator-Metal-Transition (IMT). Under zero or low voltage bias, the
material is an insulator; as the voltage increases beyond a threshold value, the
material becomes conductive because of a phase change, and the current suddenly
increases. When the voltage decreases below the threshold, the material changes
back to insulator without any memory effect. Such selectors have very high on/off
ratio and enough current density for high density and large size array integration.
Lee et al. [44] proposed a TiN/TiOx/Ta/TiN threshold selector. Cha et al. [31]

Fig. 8.18 a Band diagram of
the conventional MSM
selector (at no bias), with
doped Si, and rectifying
back-to-back Schottky diode.
b Band diagram of the
tunneling MSM selector
(under bias), with ultrathin
undoped amorphous-Silicon
(a-Si), which behaves as a
low-bandgap tunnel
dielectric [42]
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proposed NbO2-based threshold selector with 3D vertical structure. The IMT was
attributed to the thermal induced transition from distorted-rutile phase to rutile
phase in NbO2. They also found that selector device with vertical structure has
lower current compared to the planar structure. Jo et al. [45] developed a
3D-stackable Field Assisted Superlinear Threshold (FAST) selector. A record
on/off ratio of 1010 was demonstrated. The phase change in the FAST selector was
electric field driven instead of thermal driven, and thus the off current could be
significantly reduced. The current density was higher than 5 × 106 A/cm2.
However, the detailed stack materials were not published. Meanwhile, Lee et al.
[46] proposed an AsTeGeSiN-based selector with >107 A/cm2 current density. The
threshold resistive transition originates from the Mott effect induced by the elec-
tronic charge injection [48], as shown in Fig. 8.19. Yang et al. [47] demonstrated a
similar doped-chalcogenide based selector with >107 on/off ratio.

8.2.3.4 Mixed Ionic-Electronic Conductors (MIECs)

IBM proposed another type of selector, based on mixed ionic-electronic conductors
(MIECs) [50–52]. MIEC is a material that conducts ions and electronic charge
carriers (electrons and/or holes), and its I-V characteristic depends on the relevant
defects, such as defects nature, concentration and local neutrality [49]. Figure 8.20a
shows a typical structure of a MIEC-based selector, with the MIEC material
sandwiched between two electrodes (at least one must be inert or non-Cu-ionizing).
These materials have a significant amount of mobile Cu, and under negative bias of
the top electrode (TEC), Cu+ ions are pulled away from the bottom electrode
(BEC), leaving vacancies that act as acceptors [51]. The increased acceptor (and
hole) concentration near the BEC depends exponentially on the applied bias [49],

Fig. 8.19 a low-current (off state) and high-current (on-state) potential profiles and energy
distribution of the electrons in the amorphous chalcogenide. b Measured and calculated
I–V characteristics at temperatures of 0, 20, 40, and 60 °C. c Measured and calculated I–V
characteristics of the threshold switching (TS) device. d Calculated I-V characteristics of the TS
device for different thicknesses [48]
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and its vertical gradient results in a steady-state hole diffusion current. Thus,
negative bias on TEC produces very tight, exponential diode-like I-V characteris-
tics. On the contrary, Cu+ ions swept from the large TEC into the tiny via form a
metallic filament and current abruptly increases [51], as shown in Fig. 8.20b.
Moreover, a series of excellent properties, such as high on current densities (due to
the large fraction of mobile Cu), ultra-low leakage (<10 pA), and fast operation
speeds, were also observed in follow-up studies satisfying the needs for large scale
cross-point arrays [50, 52].

It seems that the threshold switching selectors have larger on/off ratio, larger
current density, and lower threshold voltage, while the tunneling selectors have
better 3D integration process compatibility. Both of them can switch at* ns speed.
Looking forward, the reliability of the selector should be studied with more
attention, because the selector is turned on during both reads and writes and,
therefore, the endurance of selector should be much better than the endurance of the
RRAM device itself.

8.2.4 Self-rectifying RRAM

Implementing a selector requires the introduction of additional layers of material,
which is definitely not helping the 3D integration. Especially with 3D vertical
architectures, the selector takes additional area and the 4F2 density cannot be
achieved when the feature size scales below the thickness of the 1S1R stack.
Therefore, it is very important to develop RRAM devices with self-rectifying
characteristics.

Tran et al. [53] developed Ni/HfOx/n
+-Si stacked unipolar RRAM with asym-

metric positive/negative I-V curve. The ratio of forward/reverse current was larger
than 103. The diode-like behavior was attributed to the electron hopping barrier
between the conductive filament in the HfOx layer and conduction band of n+-Si, as
illustrated in Fig. 8.21. Park et al. [27] demonstrated self-rectifying characteristics
by inserting barrier layers between electrodes and oxide layers. Detailed materials
and processes were not published. They found that, after introducing a thin interface
layer, asymmetric positive/negative I-V curve could be realized and the current ratio

Fig. 8.20 a The structure of a MIEC-based selector, and b its I–V characteristics [50, 51]
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reached *100. Similarly, Chen et al. found that, by inserting a TiON interfacial
layer between the TiN electrode and the HfOx layer, >10 nonlinearity of the I-V
curve can be achieved. The nonlinearity derives from the electron tunneling through
the thin interfacial layer. Based on this finding, they developed a TiN/TiON/HfOx/
Pt 3D vertical RRAM array [30].

Hsu et al. [32] proposed a Ta/TaOx/TiO2/Ti 3D vertical RRAM with over 103

self-rectifying ratio. The TaOx layer acted as both a switching layer and a tunneling
barrier. Similarly, TiN/Al2O3/TiO2/TiN and Ti/HfO2/TiOx/Pt RRAM devices with
*100 self-rectifying ratio were demonstrated by Govoreanu et al. and Lee et al.
[54, 55]. It was found that TiOx plays an important role for the current rectifying
characteristics. However, the retention of these three stacks was not acceptable for
data storage application due to the interfacial switching mechanism (Fig. 8.22).

Compared with 1S1R cell, self-rectifying RRAM devices offer higher integration
density and there is no need to consider the endurance degradation, switching delay,
and variation issues of the selectors. However, the performances of self-rectifying
RRAM devices have insufficient self-rectifying ratio and poor retention issues and
cannot meet the requirement of data storage application [32, 54, 55]. Additional
research effort is required in this field.

Fig. 8.21 Reverse current transport diagram in nþ -Si/HfOx/Ni [53]

Fig. 8.22 Band diagrams of the Ta=TaOx=TiO2=Ti vertical RRAM at a set, b reset, c LRS read at
−2 V, d HRS read at −2 V, e LRS read at +2 V, f HRS read at +2 V. Oxygen ions (O2�)
migration in TaOx using Ta as a reservoir is driven by bipolar electric field at set/reset. The
oxygen-vacancy (V2þ

o ) concentration modulates the Schottky barrier at the Ta=TaOx interface at
negative read. Current conduction is dominated by the TaOx=TiO2 barrier at positive read [32]
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8.2.5 Complementary RRAM

Instead of utilizing the on/off ratio to suppress sneak leakage as mentioned above,
Waser et al. invented Complementary Resistive Switches (CRSs), consisting of two
bipolar memristive elements [56].

As shown in Fig. 8.23, a CRS is made of a memristive element A (Fig. 8.23a)
with symmetric bipolar I-V characteristic (Fig. 8.23b), combined with a memristive
element B with a reversed material order (Fig. 8.23c) and inverse I-V characteristic
(Fig. 8.23d). In the initial state, both memristive elements are in HRS, which is the
“OFF” state. An initialization process is needed to bring CRS to its stable switching
states by applying a voltage V\2 � Vth;3 or V[ 2 � Vth;1. If the initialization
voltage V[ 2 � Vth;1, element B switches to LRS, while element A stays in HRS,
which is the “0” state. On the contrary, if the initialization voltage V\2 � Vth;3,
element A switches to LRS, while element B stays in HRS, which is the “1” state.
After initialization if, for example, the CRS is in “1” state, almost all the voltage
applied to the CRS drops over element B. As the voltage increases to Vth;1, which is
slightly larger than the Vset of element B, element B switches to LRS, while element
A remains in LRS, which is the “ON” state. At this point, the voltage drop on both
elements is similar. When the voltage increases to Vth;2, i.e. when the voltage drop
over element A reaches its Vreset, element A switches to HRS. Then, CRS holds the
“0” state even if the voltage becomes higher. Similarly, “0” state turns to “ON”
state, and then to “1” state, as the voltage increases with opposite polarity.

The “OFF” state exists only before initialization and it doesn’t contribute to the
storage mechanism. After initialization, the circulating switching between “0” state
and “1” state becomes true by the application of a write voltage V\Vth;4 or
V[Vth;2, respectively. Different from conventional RRAM arrays, where the
information is stored as the difference between HRS and LRS, CRS utilizes the
switch between “0” state and “1” states. During read operations, a voltage value
between Vth;1 and Vth;2 is applied. A low current is observed if CRS stays in the “0”
state and the state remains the same. In case of the “1” state, the read voltage itself
triggers the “ON” state, thus leading to a higher current. As a matter of fact, this
operation destroys the information, which has to be restored by an additional
re-write operation.

As mentioned above, a CRS, independently from being in “0” state or “1” state,
consists of a memristive element in HRS and another one in LRS; its resistance is
always high if Vth;3\V\Vth;1. This is equivalent to say that the total resistance of
the array becomes independent from the stored information pattern [56]. With a
proper voltage scheme, such that the voltage drops over all unselected devices
satisfies Vth;3\V\Vth;1, like V/2 or V/3 voltage schemes [35], the CRS-based
arrays heavily suppress the sneak path issues. In subsequent studies, Waser et al.
demonstrated the vertical integration of CRS cells based on Cu/SiO2/Pt bipolar
resistive switches with nearly perfect symmetry and high resistance ratios, showing
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the potential for high-density cross-point arrays [57]. Nardi et al. [58] were the first
to propose complementary resistive switches consisting of a single RRAM cell with
natural asymmetry reset states, thus simplifying the complex multilayer-stack
structure, and significantly advancing the progress of CRS technology.

Fig. 8.23 Complementary Resistive Switch (CRS). a The structure of memristive element A and
b its I–V characteristic. c The structure of memristive element B and d its I–V characteristic. e The
structure of the whole CRS and f its I–V characteristic. g Measured I–V curve of two serial
5� 5 lm2 Pt/SiO2/GeSe/Cu (30 nm Pt, 3 nm SiO2, 25 nm GeSe and 70 nm Cu) crossjunction
memristive elements: Vth;1 ¼ 0:58 V, Vth;3 ¼ �0:56 V, Vth;2 ¼ 1:3 V, Vth;4 ¼ �1:4 V,
I Vth;1
� � ¼ 270 lA, I Vth;3

� � ¼ �280 lA, Vth;2
� � ¼ 860 lA, I Vth;4

� � ¼ �910 lA (measured done
with a 940 Ω series resistor) [56]
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8.3 Analysis of 3D RRAM Array

Compared to 2D arrays, 3D RRAM arrays offer higher density, but they are also
more prone to sneak paths and IR drop issues. Yu et al. [59] compared the maxi-
mum array size and integration density of 2D and 3D vertical RRAM arrays with
different feature sizes. They built a 3D resistor network considering both the
resistance of interconnects and a dynamic model of RRAM [69], as illustrated in
Fig. 8.24. A virtual node is used to simulate the influence of the plane electrode. It
was found that the array size is mainly limited by the degradation of write margin
caused by IR drop effects. The read and write margins of both 2D and 3D array
degrade as the feature size scales down due to the increased interconnect resistance.
For the same feature size, the 2D array has better read/write margin than 3D array
but, obviously, the array size and integration density are much smaller. To make a
relatively fair comparison, they kept the same array size and same array read/write
margin, and found that 3D array has 18 × higher density over 2D array, and it can
relax the feature size from 13 nm to 26 nm, which means that the fabrication cost
can be significantly reduced.

Furthermore, Deng et al. compared the performance of 3D RRAM arrays with
different architectures. They simulated a 3D cross-point array, a vertical array with
line shaped horizontal electrode, and a vertical array with plane shaped horizontal
electrode. They considered not only the interconnect resistance but also the
capacitance of interconnects and RRAM cell in the simulation; in this way, they
could evaluate both RC delays and dynamic power. They found that 3D cross-point
array has the best array performance, given the same feature size. The plane shape
vertical array has better read/write margin and access speed compared to line shape
vertical array, because of the lower interconnect resistance of the metal plane, but it
shows higher power consumption because there are more sneak paths. This result
indicates that 3D cross-point array is better for high performance application,
whereas 3D vertical array is better for low cost application. Deng et al. also found
that, given the same array size, stacking more layers can offer better array

Fig. 8.24 Schematic of a
small 3D resistor network
which can be extended to build
a whole 3D array. A virtual
node is added to simulate the
plane resistance [59]
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performance (read/write margin, speed, and power). They summarized the design
guidelines for 3D RRAM array in the Table 8.1 [29].

The scaling limit of 3D RRAM arrays was also investigated. Besides horizontal
scaling, which is mainly limited by lithography technology, vertical scaling is
crucial for 3D vertical arrays. Vertical scaling refers to the thickness reduction of
metal and insulating layers, which translates into a reduction of the vertical inter-
connect resistance and an increased number of stacked layers. The minimum
thickness of insulating layer is limited by the breakdown issue. For example, if we
use PECVD SiO2 as the insulating layer, at least 6 nm thickness is required to
prevent its breakdown under the stress of 4 V/10 years. At the same time, the
thickness of the metal layer should be carefully designed, since a thinner metal
increases the horizontal interconnect resistance. Bai et al. [19] proposed graphene or
Carbon Nano Tube (CNT) as the electrode to reduce the thickness while keeping
the interconnect resistance low. By using this method, the array size and integration
density can be significantly improved.

8.4 Progress of 3D RRAM

8.4.1 Intel and Micron 3D XPoint Memory

Recently, Intel and Micron announced a novel 3D XPoint memory. They claimed
that 3D XPoint technology is a major breakthrough in memory process technology
since the introduction of NAND flash in 1989, with unique material compounds and

Table 8.1 Summary of design tradeoffs

F is the minimum feature size; Ti and Tm are the thickness of the isolation layer and of the metal
plane electrode, respectively; RRRAM is the resistance of a RRAM cell in LRS

*Stacks is the number of stacked layers [29]
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a cross-point architecture, as shown in Fig. 8.25. The novel 3D XPoint memory can
be seen as a storage layer between DRAM and NAND, because it is 10 times denser
than DRAM, and speed and endurance can be 1000× higher than NAND Flash
memory. Intel and Micron reported that the first product is a two-layer 128Gbit
developed on a 20 nm process technology node.

As we speak, there are no public details about this memory cell, but it is
well-grounded to presume that 3D XPoint Technology is one type of RRAM
technology under extended definition, like ReRAM, PCM, CBRAM and so on. It is
worth highlighting that, in recent years, Micron has put a lot of effort into RRAM
technology. In 2014, they presented a 16 GB RRAM designed in a 27 nm node,
with 200 MB/s write and 1 GB/s read [61].

8.4.2 Sandisk and Toshiba 32 Gbit 3D Cross-Point RRAM

Liu et al. [62, 63] from Sandisk demonstrated a 32Gb 3D RRAM chip in 24-nm
process. Cross-point architecture with shared BL and WL between adjacent blocks
was adopted to allow multiple memory layers to be stacked above the supporting
circuitry, as shown in Fig. 8.26. Each memory block is composed of 4k� 2k cells
to allow most of the array supporting circuitry to be placed under the array, thus
minimizing the die area overhead. Each memory cell consists of metal oxide as the
switching element and a diode as the selector.

Moreover, the chip includes the whole peripheral circuit and many significant
design tricks are adopted to improve the performance: a pipelined array control

Fig. 8.25 Schematic of Intel/Micron 3D XPoint technology [60]
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scheme reduces the performance impact by up to 40 % resulting from shared sense
amplifier and array control circuit; Smart Read scheme during sensing allows the
memory cells to be read at a more accurate bias level and it improves the sensing
capability for weak cells; leakage current compensation scheme during program-
ming mitigates the effect of leakage current caused by the sneak path; a dynamic
charge pump control scheme optimizes the charge pump configuration for power
consumption based on the operation conditions [63]. The chip photo and its device
features are reported in Fig. 8.27.

Fig. 8.26 Sandisk 3D RRAM chip: a memory cell structure and b TEM image of memory array
and supporting circuitry [63]

Fig. 8.27 Die micrograph, cross-sectional view, and features [62]
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8.4.3 Crossbar 3D RRAM

In addition to the well established semiconductor companies, a startup named
Crossbar has made great progresses in the 3D RRAM development. At IEDM 2014,
Jo et al. [45] introduced a 3D-stackable Field Assisted Superlinear Threshold
(FAST) selector. An on/off ratio of 1010 was demonstrated, and the sneak current in
the 4Mbit 1S1R cross-point array was suppressed below 0.1 nA, as shown in
Fig. 8.28. Later on, they reported a 3D stackable 1S1R passive cross-point RRAM
based on FAST selector technology [64]. The selector offered excellent perfor-
mance characteristics, such as selectivity higher than 107, fast turn-on slope
(<5 mV/decade), the ability to tune the threshold voltage, and an endurance greater
than 1011 cycles. This 1S1R integration demonstration shows that the
selector-subthreshold current is <10 pA while offering >102 memory ON/OFF ratio
and >106 selectivity during cycling. It means that the sneak path challenge has been
overcome, and high-density and high-performance memory applications based on
RRAM will be available in the near future.

Moreover, Crossbar claimed that it has proven the manufacturability of 3D
RRAM with a working array produced in a commercial fab, integrated with CMOS
controller. The company is currently completing the characterization and opti-
mization of this device and it plans to bring its first product to market in the
embedded SoC market, while continuing the development of high-density storage
class memory arrays in advanced process geometries (Fig. 8.29).

8.4.4 Others

Hsieh et al. [66] proposed a 3D Via RRAM with 28 nm CMOS process.
The RRAM cell with Ta/TaN/TaON structure was formed between Cu Via and the
landed Cu metal layer in 28 nm single damascene process. 4 layers with shared BL
and WL were realized, as shown in Fig. 8.30. Unipolar switching with <5 V and
<500uA RESET current was presented. Later on, a self-rectifying twin-bit RRAM

Fig. 8.28 Integration of RRAM devices with FAST selectors done at Crossbar. I-V characteristics
of a single cell level a RRAM, b selector, and c integrated 1S1R device. d I–V characteristics of a
4Mbit passive cross-point array based on 1S1R [45]
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in a 3D interweaved cross-point array was proposed in 28 nm CMOS BEOL
process by the same group [67].

For 3D VRRAM, Chien et al. [21] have demonstrated 2 layers vertical 3D
RRAM stack by using a W/WOx/W stack. The schematic view and corresponding
STEM image of 2 layers vertical RRAM are shown in Fig. 8.31a, b, respectively.

In this stack, bottom W serves as plane electrode and top W as pillar electrode,
whereas WOx is used as the storage medium. The pillar electrode is the heart of this
structure: it is connected to the drain side of an access transistor which controls and
isolates 4 ReRAM elements in the 2-layer structure (Fig. 8.31a). Another advantage
of this structure is that we can reduce the device size by controlling the plane
electrode thickness. In this case W thickness was *10 nm which means that this
3D RRAM device can be scaled below the 10 nm node (Fig. 8.31b). The authors

Fig. 8.29 Schematic of Crossbar’s 3D RRAM: it is CMOS compatible for easy integration [65]

Fig. 8.30 a SEM picture of 28 nm TaON based 3D Cross-point Via RRAM b TEM picture of a
standard Cu Via c TEM picture of Via RRAM cell with 30 nm� 30 nm cell size [66]
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also reported typical bipolar I-V characteristics, as shown in Fig. 8.31c. A positive
voltage applied to pillar electrode can RESET the device while a negative voltage
can SET the device. The operating voltage was ± 3 V and current limitation of
100 μA was used to prevent permanent breakdown.

Li et al. [24] reported sidewall electrode technology by introducing ultra-small,
functional HfO2-based resistive random access memory (RRAM) device
(<1 × 3 nm2) which is very well suited for high density memory application. In
order to increase the number of vertical layers, Bai et al. [19] developed three-layer
3D vertical Pt/AlOδ/Ta2O5-x/TaOy/Pt RRAM cell structure, which is sketched in
Fig. 8.32a. The Pt pillar electrode and plane electrode serve as top electrode
(TE) and bottom electrode (BE), respectively, while the resistive-switching layer is
located along the sidewall of TE. This structure has huge potential for future
high-density integration and per-bit lithography cost reduction, because of the high
number of stacked layers. Figure 8.32b shows the cross-sectional TEM image of
typical 3D vertical AlOδ/Ta2O5−x/TaOy RRAM devices. The magnified TEM image

Fig. 8.31 a Proposed 3D structure for WOx based ReRAM and b STEM profile for the
self-aligned WOx/SP-TiNOx cell. W thickness is 10 nrn and it defines one side of the ReRAM cell.
c DC resistive switching behaviors for top and bottom layer devices, respectively. The device can
be RESET by applying a positive pulse voltage to the pillar electrode, and SET by a negative
pulse. A SET current of 100 μA is used to prevent oxide breakdown [21]

8 RRAM Cross-Point Arrays 253

Micron Ex. 1008, p. 266 
Micron v. YMTC 
IPR2025-00119



reveals the multiple layer structure of the switching layer. The detailed fabrication
process of 3 layers vertical RRAM device is described in Fig. 8.32c. 20 nm Pt BE
layer and 300 nm Si3N4 dielectric layer are stacked alternately by PVD and
PECVD method, at first. Then the plane electrode staircase is formed by dry etching
Si3N4 layers with C4F8/CF4 plasma and Pt layers with Cl2/Ar plasma alternately. In
the third step, the drilled holes to place vertical RRAM cells are dry etched with
Cl2/Ar plasma. Next, AlOδ/Ta2O5−x/TaOy TMO resistive-switching layers are
deposited on the sidewall of the drilled holes by reactive sputtering. Then 200 nm
Pt is deposited by PVD to form the pillar electrodes. Finally, the slits of plane
electrodes are dry etched to reduce the interference with neighbor cells. For further
scaling along the vertical direction, the concept of edge electrode have been
developed by introducing graphene and Carbon Nano Tube (CNT) by Prof. Wu’s
group [25]. In this case, they used graphene and CNT as plane electrode, Pt as pillar
electrode, and Ta2O5−x/TaOy acted as switching medium. VRRAM shows signif-
icant possibilities for future high density and below 10 nm technology node
applications.

To check the uniformity, Bai et al. studied cumulative probability distributions
of HRS-LRS and SET-RESET voltages of each layer, as reported in Fig. 8.33a, b,
respectively. Figure 8.33a shows the resistance distributions of HRS and LRS. The
low resistances are about 1 kΩ, while the high resistances are about 1 MΩ. The
resistance distributions of cells in all three layers shows good uniformity. It is worth
noting that the HRS/LRS resistance window is larger than 1000, which is very
suitable for MLC operations. Figure 8.33b shows the distributions of switching
voltages during SET and RESET processes. The SET voltages range from 2.08 to
2.15 V, while the RESET voltages are from 0.9 to 2 V. In terms of reliability, it is
necessary to perform long P/E endurance and robust data retention. In this research,

Fig. 8.32 a The schematic view of three-layer 3D vertical RRAM; b the cross-sectional TEM
image of vertical AlOδ/Ta2O5-x/TaOy RRAM cells; c the fabrication process of 3D RRAM [19]
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more than 1010 switching endurance cycles were demonstrated, by using a pulse
condition of −1.6 V/100 ns for SET, and 1.8 V/100 ns for RESET, as depicted in
Fig. 8.33c. Excellent retention was observed too, as shown in Fig. 8.33d.

To enhance storage density, one of the most important ways is multi-level cell
(MLC) operation because more logic bits can be stored within a single memory cell.
Bai et al. reported two methods to achieve MLC: (1) Current Controlled Scheme
(CCS) based on controlling the current compliance Ic during SET (e.g. 5 μA, 50 μA,
500 μA); (2) Voltage Controlled Scheme (VCS) based on controlling the stop voltage
Vstop during RESET (e.g. 1.9, 2.4, 2.8 V). Bothmethods are shown in Fig. 8.34a. The
devices in CCS share similar HRS, while, with VCS, the devices have similar LRS.
The resistance states of 4 level MLC are defined as following: Level 1 is the LRSwith
resistance from 1 to 10 kΩ; Level 2 and Level 3 are the intermediate states with
resistance of 100 kΩ and 1 MΩ, respectively; and Level 4 is the HRS with resistance
of 10 MΩ. As shown in Fig. 8.34b, all MLC levels show good resistance distribution
uniformity among three layers in the same pillar. Figure 8.34c shows MLC cycling
tests of three vertical RRAM sharing the same pillar electrode by using VCSmethod.
100 resistive-switching cycles were performed without any degradation.
Similar MLC performances were achieved by using CCS.

Fig. 8.33 The electrical performance of 3D Vertical AlOd=Ta2O5�x=TaOy RRAM. a Cumulative
probability distribution of HRS and LRS. b The switching voltage distributions during SET and
RESET. c 1010 switching cycles are demonstrated. d All cells show retention of more than 104 s at
125 °C [19]
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8.5 Challenges and Future Outlook for 3D RRAM

With all the development done over the past decades, 3D RRAM technology is
making progress towards higher-density and better-performance next generation
nonvolatile memories. Moreover, it may also play an important role in nonvolatile
logic [6], and it is even seen as a disruptive technology in the semiconductor
industry for its potential to overthrow the memory hierarchy and the conventional
von Neumann based computer architectures [56]. However, there are still some
serious challenges limiting the application of 3D RRAM, some coming from the
properties of memory cells and some others from the 3D architecture.

It is a fact that the switching mechanisms of RRAM haven’t been thoroughly
understood until now. The switching mechanism of the same sandwich structure is
usually explained in a different way by different research groups, probably due to
the differences in the fabrication process; of course, this is not helping in revealing
the underlying switching mechanisms. Moreover, though many papers have
reported excellent performances of RRAM devices for endurance, retention or any
other parameter, all these good results were based on different physical structures
and different materials. Seeking for a single memory cell with all the advantages at
the same time is still on the way [15].

Fig. 8.34 a Two methods to achieve MLC operations: CCS and VCS; b resistance distributions
of cells in three layers with 4 MLC levels: 1 kΩ, 100 kΩ, 1 MΩ and 10 MΩ; c stable MLC
resistive-switching cycles [19]
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In terms of large-scale manufacturing of 3D RRAM, uniformity and density are
a concern. There are variations of switching voltages and resistances from
cycle-to-cycle and from device-to-device [6]. The origin of the former is widely
believed to be the stochastic nature of the conductive filaments (CFs), while the
latter may be attributed to the inconsistent fabrication processes. Without unifor-
mity, these variations end up constraining operating voltages and narrowing down
the resistance gap between LRS and HRS, thus limiting the bit density.

Theoretically, switching elements can scale below 10 nm with good perfor-
mances of the conductive filaments [68]. The switching elements can be also easily
integrated in 3D structures with a minimum size of 4F2/n (F is the minimum feature
size, n is the number of 3D-stacked memory layers). However, the journey towards
3D RRAM is also full of challenges, especially sneak paths, as mentioned in
Sect. 8.2.2.

Despite all these challenges, 3D RRAM technology doesn’t stagnate, and great
progresses have been made by researchers all over the world, as reported in
Sect. 8.4. For sure the field of 3D RRAM is, and it will be, full of technical
challenges, research activity and, last but not least, excitement.
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Chapter 9
3D Multi-chip Integration and Packaging
Technology for NAND Flash Memories

Herb Huang and Rino Micheloni

9.1 3D Multi-chip Integration

Integration of multiple functions, performance enhancement, smaller package and
cost reduction are recognized as common but prevailing requirements for advancing
IC package technology in modern electronic systems applications such as smart
phones, wearable electronics and Internet of Things, or IoT. Ideally, electronic
package solutions should enable integration of multiple chips with a plurality and
variety of functions, as either raw chips or smaller packages of chips, into a geo-
metrically compact format with improved individual and/or overall performances, but
at a reduced total cost, which includes wafer processing, chip to system packaging,
testing, yield, and all the necessary stages of fabrication of a System In Package (SiP).

9.2 Challenges in Nanometer Devices Fabrication

Closely following the Moore’s Law, modern CMOS fabrication technology has
already surpassed deep submicron regime and now is marching rapidly into
nanometer scales, thanks to astonishing innovation and advances in transistor
device design, lithography and Silicon process technologies. However, such
advance by no means offers fundamental relief to some of the technical compli-
cations of the conventional IC fabrication approach, the so-called System-On-Chip
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or “SOC”, which means integrating multiple but different functional units on a
single silicon wafer through a unified wafer fabrication process.

One of the most noticeable is the technological challenge that the conventional
SOC approach continues to face: fabrication process of different functional devices
and interconnects at nanometer scales through a unified wafer process. And some of
the conventional process technology approaches can’t be used anymore when
entering in the nanometer scale. For instance, the floating-gate based embedded
memory solution becomes not viable when high-K metal gate (HKMG) is adopted
for MOS devices, i.e. at 28 nm or below. It is not viable because the complete
fabrication solution for incorporating the floating-gate add-on structure with logic
baseline process is technically challenging, and economically less attractive because
further complicating the fabrication process and reducing the overall process yield
as adding extra process layers and steps.

Re-integration of IC system through advanced system-in-package solutions allows
segregation of a single wafer fabrication into individual wafer processes, each opti-
mized for one or several but not all of the needed functional blocks. Each individual
fabrication process, thus dedicated and simplified, is then easier to be optimized.

9.3 Challenges of On-Chip Interconnections

Integration of multiple functional circuits into a single chip might also face issues
with on-chip interconnections. For example, the design rules and pattern density of
interconnect layers might differ between the on-chip memory blocks and the logical
blocks on a SOC chip. And elongated interconnects would likely worsen latency of
data and signal transmission among different functional blocks, on top of the
necessity for adding lithographic steps. High density inter-chip connection through
SiP is also an important alternative for resolving the speed bottleneck of on-chip
interconnects. Such bottleneck arises particularly due to dramatic increase of par-
asitic resistances of on-chip interconnects in a 2D planar configuration.

First of all, the net cross section areas of on-chip interconnects, still fabricated
with basic Cu damascene process, keeps shrinking together with transistor’s design
rules. There aren’t too many options for reducing the sheet resistance of on-chip
interconnection material and the dielectric constant of inter-metal dielectric layers.
The approach of fabricating air-gaps in inter-metal dielectric layers is one of the
most viable solutions for further boosting the K-value beyond ultra low-K dielec-
tric. Even though this approach was recently successfully deployed in a commercial
high performance CPU [1], air-gaps would have to be used cautiously in a
multi-layer BEOL (Back-End-Of-Line) due to various manufacturing and reliability
concerns (both mechanical and thermal).

Secondly, signal latency becomes severer because of the elongated interconnects
between different functional blocks in the conventional planar configuration of SOC
chips. Moreover, as data rate gets higher, power consumption over such elongated
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interconnects turns into another serious problem. Therefore, shorter connections
and better signal integrity become even more important to further boost system
performance.

9.4 Heterogeneous Integration Through SiP

System integration through SiP is a very effective solution for improving perfor-
mance of many microelectronic systems which incorporate multiple heterogeneous
microelectronic units for providing specific functions. Some of these heterogeneous
units might contain active semiconductor devices, such as MOS or diode, while
others might have passive devices, either integrated in units or just individually
packaged. Furthermore, active semiconductor devices might be individually fabri-
cated on different semiconductor substrates through different fabrication processes
in separate units, either packaged or as individual die.

A good example is the RF front-end module widely used in modern cellular
phones, which provides the most critical transmitting and receiving functions of
radio frequency signals between phones and base stations. Such RF front-end
modules typically include RF switches, power amplifiers, low noise amplifiers,
filters and controllers. Even though RF switches and low noise amplifiers are
usually fabricated on SOI substrate, most of the power amplifiers in modern LTE
and even in 3G cellular phones are built on GaAs substrate because of its high
power amplification efficiency, while controllers are on bulk silicon to reduce
substrate and fabrication costs. RF filters, such as Bulk Acoustic Wave (BAW) and
Surface Acoustic Wave (SAW) filters, are passive devices which are fabricated and
packaged individually through particular wafer fabrication and packaging pro-
cesses, substantially different from all the others used in front-end modules. High
density, high reliability SiP becomes the most desirable approach for improving the
signal integrity and overall performance of cellular RF front-end modules.

Another good example is theMicro Electro-Mechanical System (MEMS) IC used
in smartphones, and wearable, consumer and auto electronics. Most of the times,
MEMS devices are fabricated and packaged through special processes, in general
fairly different from CMOS, which is used for the companion ASIC IC; this second
device is used for signal readout and processing, system control and data buffering.
Although some of silicon based MEMS devices could be fabricated and integrated
with their companion CMOS ASIC by using a unified wafer process, there are still
manyMEMS devices which have to be fabricated and packaged individually through
special processes, either because they have to adopt unique fabrication and packaging
approaches or their die sizes are different from the companion CMOS ASIC chip.

Another example is silicon photonics, where devices such as waveguide, splitter,
modulator and detector need to be coupled with a light-source laser diode in a
seamless micro optical configuration, and electronically with high speed CMOS
controller: all of this through SiP. In particular, laser diode is a unique heteroge-
neous device based on compound semiconductors such as InP.
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9.5 Solutions for Size and Cost Reduction

As portable, mobile and wearable electronics become main stream system applica-
tions, aggressive shrinkage of all their constituent ICs and other components
becomes critical. At the same time, further reduction in costs to end-users for massive
applications mandates continuous cost reduction in fabricating and packaging these
IC devices, as well as system assembly and testing. Advanced SiP solutions are
considered as one of the most effective ways for achieving reduction in both the
physical size and overall manufacturing cost of IC component and system packages.

As the first and most obvious example, rapid adoption of interactive touch
sensing on flat panel display screens has driven fundamental change in spatial
configuration of mobile phone designs: their physical designs are centered with
high resolution, enlarged display and touch-sensing screens, typically in rectangular
shapes. While their screens keep getting bigger for higher resolutions and better
visual benefits, phones have to be thinner and lighter for being more portable.
Accordingly, their system boards have to be single layer and packaged in a low
profile, requiring not only thinner multilayer PCBs but thinner IC packages, often
mounted on both sides. This is where chip stacking or 3D SiP can substantially
contribute to reducing the vertical profile of IC packages. Furthermore, to enable
higher battery capacity, the total area allocated for system boards continues to
shrink dramatically and, of course, this limits the lateral dimension of IC packages
and other components.

Besides enabling size reduction, SiP solutions are also expected to enable
continuous, sustainable reduction in the overall costs of IC packages. More wafer
level assembly and testing process in SiP manufacturing is generally recognized as
one of the most effective and sustainable approaches, because it can substantially
leverage all the advantages of high precision, consistency and efficiency of auto-
mated high speed, high volume wafer fabrication technologies. This is where
numerous technological innovations emerge and are rapidly adopted for replacing,
either partially or completely, conventional die-based manufacturing practices.

In the following sections, the core technological elements and frameworks of
various popular and emerging 3D SiP solutions are discussed.

9.6 3D Multi-chip SiP Technology Solutions

Main components of 3D multi chip SiP are summarized below.

– Active components such as IC chips or dies, typically containing I/O pads either
on their top sides or, if Through-Silicon Via (TSV) is adopted, on their bottom
sides.

– Passive components, such as capacitors, resistors, filters and other passives
either packaged or partially packaged with contact pads, providing supporting
electronic functions to the IC chips and the system.
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– Substrates as dielectric carriers of IC chips and passive components, made of
any or a combination of silicon, glass, or polymeric compounds.

– In-package electrical interconnects such as bumps, pillars, RDL (Redistribution
Layer), and TSV built into the substrates, and micro metal tabs or flexes and
metallic wires not cast into any substrate between any two of core components.

– Out-package electrical interconnects, such as lead-frame, metal pins and tabs,
conductive flexes, and bumps, for providing the packaged system with electrical
interconnections to the external world, either to other packaged systems or to an
electronic interconnect board.

– Auxiliary components for optical, mechanical, thermal and chemical functions;
glass covers used in micro optical systems, metal caps with inlet holes for
MEMS pressure sensors and microphones, and metal fins as heat sinks in high
power IC systems are just few examples.

– Package fills, such as polymeric dielectric molding compounds and epoxies, for
filling spatial gaps or voids left among any of the above components, for
physically mounting them according to the designed spatial configuration, and
for preventing external chemical or mechanical attacks from surrounding
environment.

All the above are critical for achieving target performance, package size, fab-
rication costs and reliability.

3D multi-chip SiP can be categorized in many different ways according to their
various characteristics: for example, spatial configurations and integration process
of components, as discussed below.

9.6.1 2D, 3D Spatial Configurations of Multi-chip SiP
and Derivatives

Spatial arrangement of key components, i.e. IC dies and passive components in
particular, is the first aspect to consider when architecting the framework of a
multi-chip SiP solution. Let’s consider the simplest example of a package with 2
components: they could be either placed side by side in a planar or so-called 2D
configuration, or vertically stacked, one on top of each other, in a so-called 3D
configuration.

In a 2D configuration, metal wire bonds (Fig. 9.1) are the most conventional
in-package interconnects used as the horizontal, direct electrical connection
between the two components placed side by side, either on a substrate or simply
molded together without a substrate. In some cases, different in-package inter-
connects are used, such as micro metal tabs or flexes placed between the two
interconnected components. Another option to facilitate the basic 2D system inte-
gration is a redistribution layer RDL built on the components themselves.
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If a substrate is used as the physical carrier of the two components, the
in-package interconnects built onto the substrate can facilitate horizontal inter-
connection between the two carried components. “Bumps” are also commonly used
to facilitate vertical connection in the face-to-face physical contact of a component
with the carrier substrate and RDL; this is usually referred to as flip-chip assembly.
Wire bonds can also be used for vertical electrical connection, but they consume
extra lateral space.

If one component is carried by another component, instead of a substrate, such a
configuration of system assembly is often called 3D stacking. There are two fun-
damental 3D stacking options for assembling two components: both facing-up and
face-to-face. In the face-to-face option, flip-chip assembly is the most viable
solution path, employing RDL and bumps as discussed above. In the both facing-up
option, either in-package interconnects, such as wire bonds, or a re-routing scheme
to the face-to-face option are used. In the case that the top component is an active
device or specifically a CMOS chip, integrated or embedded TSV with CMOS must
be adopted in such re-routing scheme for later flip-chip assembly.

In general, a 2D configuration of multi-chip SiP occupies a horizontal area larger
than a 3D solution. On the other hand, a 3D configuration requires a vertical profile
thicker than a 2D configuration, as the components are vertically stacked.
Moreover, if wire bonds are adopted for vertical interconnects between stacked
components, the over-hang of wire bonds above the top component requires certain
clearance and protection, which adds extra height to the system assembly.

From the basic 2D and 3D configurations described above, some interesting
derivatives emerge, even for a simple two component system assembly. In case that
one active component is vertically stacked onto a substrate which further facilitates
re-routing of electrical connection on top surface to its opposite bottom, such
substrate is often called an interposer. If two or more active or passive components
are stacked onto the interposer, even though these components are placed side by
side horizontally, the system becomes a hybrid configuration with both 2D and 3D

Fig. 9.1 Metal wire bonds
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characteristics. The name of 2.5D is widely used in the industry for denoting such
configuration of multi-chip SiP. Most recently silicon interposer has become pop-
ular because of its capability of providing high density vertical (TSV) and lateral
(RDL) interconnects. High performance FPGAs are a good example of commercial
success of 2.5D multi-chip SiP [2]. In contrast, multi-layer polymeric substrates,
which have been used as interposers for constructing 2.5D multi-chip SiP for years,
are cheaper than silicon TSV interposer.

Another interesting derivative is when an active component is stacked vertically
with a passive component on its front-face, but has through-via for I/O re-routing to
the backside. Widely used in CMOS Image Sensor (CIS) and module assembly
application, wafer level chip-scale-package is an example where the active CIS chip
is capped with a highly transparent glass cover on top, having TSV for re-routing
I/O to backside. As an extension from the industry’s popular nomenclature of
interposer based 2.5D SiP, this is one of the cases called 2.1D SiP [3].

Another alternative is a particular fan-out multi-chip SiP in which two or mul-
tiple active or passive components are molded or cast in a planar package and
interconnected each other by using a typical 2D multi-chip SiP scheme. If
through-vias are also fabricated through the molding compound providing I/O
re-routing to backside, such a case is another example of 2.1D SiP: it partially
encompasses 2D, 2.5D and 3D multi-chip concepts, but it doesn’t exactly adopt the
conventional interposer and 2.5D approach.

Modern multi-chip SiP technologies are likely to evolve to versatile hybrid
spatial configurations incorporating multiple components for different applications,
as shown in Fig. 9.2 [3].

Fig. 9.2 Classification of multi-chip SiP solutions by spatial configurations and system
integration [3]
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9.6.2 Integration Process of Multi-chip SiP: Die-to-Die,
Wafer-to-Wafer and Die-to-Wafer

Multi-chip SiP can also be classified based on manufacturing process schemes for
component assembly and system integration.

Considering their fundamental differences in the manufacturing protocol of
component assembly, the two fundamental approaches are:

– purely chip or component level based system integration, or die-to-die approach;
– pure wafer level based system integration, or wafer-to-wafer approach, as shown

in Fig. 9.2.

Although the die-to-die approach is less efficient in exploiting advanced auto-
matic batch manufacturing practices, it offers great flexibility in the design of spatial
configurations and system integration, as well as in manufacturing. The die-to-die
approach can be used with 2D, 3D and any hybrid configurations SiP. There is also
a full flexibility in selecting substrates, in-package and out-package interconnects,
auxiliary components and filling materials, thus allowing optimal trade-off between
system performance and fabrication costs. Another key aspect is the possibility of
conducting electrical and other functional tests at the single die level for sorting out
quality and performance outliers as early as possible in the integration process; in
fact, early discard of bad performers reduces the overall cost of production.

In contrast, the wafer-to-wafer approach is far more efficient under the frame-
work of modern automatic wafer batch manufacturing, thanks to significant
advances in certain enabling wafer manufacturing technologies such as precision
wafer bonding [4] and TSV. However, it has limited flexibility for custom spatial
configurations of component assembly and system integration, as well as for
manufacturing implementation. In a pure wafer-to-wafer approach, only the vertical
3D configuration of component assembly is applicable, so that one component built
in batch on a first wafer must be vertically stacked, assembled and interconnected
with another component in a mirror match on a second wafer of the identical size.
Even though electrical and other functional tests can be performed with much
higher efficiency during wafer testing, quality and performance outliers cannot be
discarded, and they have to be carried over into wafer bonding process and system
integration. These outliers or “bad” dies result in “bad” 3D component, thus killing
their counterparts. This is the well-known Known Good Die or KGD. Moreover, the
size of the paired dies on the first and second wafers, as well as the layouts of their
I/O pads, have to match, which significantly undercuts the economic efficiency in
such a 3D system integration framework and limits its practical application.

To overcome the KGD issue but still maintaining the advantage of wafer-level
assembly and testing in batch processes, the intermediate die-to-wafer has been
developed: silicon dies are vertically stacked onto or assembled with the pairing
dies on a “carrier” wafer. Therefore, any outlier “bad” die on the first wafer can be
sorted and prevented from being integrated with good dies on the second wafer.
Also, neither the size of the paired dies nor the layouts of their I/O pads need to be
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matched. Furthermore, if their relative sizes match, two or multiple dies can be
assembled with one die on the carrier wafer; and to further benefit wafer-level batch
processes for post assembly steps, these two or multiple dies being placed side by
side horizontally can be molded, with certain dielectric molding compounds, in a
wafer-shaped cast onto the carrier wafer. In fact, such a scenario is a hybrid
approach which assumes partial aspects of both 2D and 3D spatial configurations of
component assembly and system integration.

9.6.3 Challenges of 3D Multi-chip SiP

For a successful commercial deployment a 3D multi-chip SiP must be designed as a
viable packaging technology solution for specific system integration and tailored
for meeting particular requirements in terms of performance, form factor and cost.
Most of such solutions often imply complications beyond the simple 2D and 3D
spatial configurations, as well as the pure die-to-die and wafer-to-wafer assembly
processes. In other words, appropriate hybrid multi-chip SiP approaches are
developed and adopted to specifically support particular application systems and the
integration of their components.

Several practical cases, either successfully implemented in commercial appli-
cations or under development, are illustrated in Fig. 9.2. Wafer level chip-scale-
package (WLCSP) of CIS, 2.5D multi-chip SiP of high performance FPGA or CPU
plus memory, and fan-out multi-chip SiP have been previously described. Further
extension from conventional 2.5D SiP approach is vertical stacking of a high
performance memory die onto an ASIC (such as CPU) die, while the ASIC is
mounted onto a silicon interposer through flip-chip, hereby named 2.5D + 3D flip-
chip SiP.

Facilitated by precision wafer bonding and TSV technologies, 3D SiP through
the straightforward wafer-to-wafer approach has been successfully implemented in
few commercial applications: stacked backside illumination (BSI) image sensor
SOC, multiple layers of memory stacked on logic, and MEMS sensor stacked onto
ASIC. Of course, in all these examples yield is the critical factor for success.

To overcome the size mismatch of stacked dies and to facilitate stacking of two
or more dies onto one die on the carrier wafer, a generic wafer-level 3D SiP (WL
3D SiP) has been established. In particular, such an approach facilitates high
density, low profile and compact SiP of heterogeneous dies, typically fabricated
through different wafer processes. With the help of TSV being embedded into the
carrier wafer, such an approach can eliminate the need for a carrier substrate
underneath the carrier wafer. Such potential benefits are highly desired in modern
smart phones, wearable electronics and IoT applications. A typical SiP required by
these applications has to incorporate multiple but different sensors together with an
ASIC, which serves as a sensor hub and gives “smart” outputs to the user end
systems [3].
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While no major showstoppers have been identified so far, there are still many
challenges to bring 3D multi-chip SiP into scaled commercialization for mainstream
applications.

Firstly, in terms of design, new capabilities are required for addressing impli-
cations to system-level, 3D floor-planning, implementation, extraction/analysis,
test, and IC/package co-design. New design flows have to support unified design
intent, abstraction, and convergence with physical and manufacturing data through
the whole SiP process to achieve optimal, timely and cost-effective design, which
simultaneously integrates three layers of fabrics: ICs and other components, SiP
package, and SiP board [5].

Secondly, testing 3D multi-chip SiP poses a number of technical challenges,
such as physical access to a die inside a SiP stack and delicate handling of thinned
wafers. Like conventional test of many single-die devices, test of 3D multi-chip SiP
must also be considered at two levels, wafer sorting for silicon dies and package test
after dies are assembled. However, there are far more intermediate steps, such as die
stacking and TSV bonding, involved in 3D multi-chip SiP, which provide more
testing opportunities before final assembly and packaging. Design-For-Test
(DFT) is becoming more and more popular as it can provide efficient ways to
control and observe individual dies from their I/Os [5].

Thirdly, reliability is a concern, because of the number of components, the pool
of materials used is expanded and their spatial configurations are more complicated
but compressed into significantly reduced and constrained sizes. For example, TSV
has been introduced in many 3D multi-chip SiP cases: its integration with silicon
substrate and even with CMOS imposes a number of reliability concerns. In fact,
TSV involves the substrate which is usually not the focus for testing. Moreover,
metal TSVs, due to the considerable volume of Cu [6], induce thermal mechanical
stress to the substrate which not only affects the electronic performance of active
devices in silicon substrate, but also results in physical damages and electrical
leakage to substrate. In addition, as components with different thermal-mechanical
properties are densely packed, both thermal and thermal-mechanical interactions
among components become more complicated. Therefore, design for reliability
becomes another critical consideration which cannot be ignored in designing and
manufacturing a 3D multi-chip SiP solution.

Last but not least, the overall cost for fabricating 3D multi-chip SiP still remains
as one of the important obstacles to its scaled commercial deployment into main-
stream applications. This is why there is still a lot of R&D activity on a number of
already validated 3D multi-chip SiP approaches and particularly. For example, to
dramatically reduce the overall fabrication cost of 2.5D SiP, two new alternative
approaches are in development, one called “silicon-less integrated module” or
“SLIM” and another “silicon wafer integrated fan-out technology” or “SWIFT”,
both falling in 2.1D multi-chip SiP category defined in Fig. 9.2. The “SLIM”
approach eliminates the costly silicon interposer component and process for 2.5D
SiP, while “SWIFT” approach not only eliminates the silicon interposer but also
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provides wafer-level fan-out [7]. It is foreseeable that similar approaches or further
disruptive low cost solutions are yet to emerge and to be deployed in commercial
applications in years to come.

9.7 NAND Die Stacking

Let’s now take a look at 3D integration of NAND Flash memories from a package
perspective.

Small form factors have been one of the main drivers for the success of Flash
memory cards (largely in the form of USB stick and Secure Digital, SD), which are
shown in Fig. 9.3.

On the other hand, mainly driven by the success of Solid State Drives (SSDs),
capacity requirement has grown dramatically to the extent that standard packaging
(and design) techniques are no longer able to sustain the pace. In order to solve this
issue, two approaches are possible: advanced die stacking and 3D monolithic
technologies. This chapter covers the former, while the latter is the main subject of
this book.

The standard way to increase capacity is to implement a multi-chip solution,
where several dies are stacked together. The advantage of this approach is that it can
be applied to existing bare die, as shown in Fig. 9.4: dies are separated by means of
a so-called interposer, so that there is enough space for the bonding wires to be
connected to the pads. On the other hand, the use of the interposer has the
immediate drawback of increasing the height of the multi-chip, and height is one of
the most relevant limiting factors for memory cards, and packages in general.

One way to overcome this issue is to exploit both sides of the PCB, as shown in
Fig. 9.5: in this way, the PCB acts as interposer, and components are placed on the
two sides of the PCB. Height is reduced, but there is an additional constraint on
design: in fact, since the lower die is flipped, its pads are no longer matching those
of the upper die. The only way to have corresponding pads facing one another is to
design the pad section in such a way that pad-to-signal correspondence can be

Fig. 9.3 Popular Flash card form factors
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scrambled: that is, when a die is used as the bottom one, it is configured with
mirrored-pads. Such a solution is achievable, but chip design is more complex
(signals must be multiplexed in order to perform the scramble) and chip area is
increased, since it might be necessary to have additional pads to ensure symmetry
when flipping.

The real breakthrough is achieved by completely removing the interposer, thus
using all the available height for silicon (apart from a minimum overhead due to the
die-to-die glue). Figure 9.6 shows an implementation, where a staircase arrange-
ment of the dies is used: any overhead is reduced to the minimum, bonding does not
pose any particular issue and chip mechanical reliability is maintained (the dis-
overlap between dies is small compared to the die length, and therefore the overall
stability is not compromised, since the upmost die does not go beyond the overall
center of mass).

Fig. 9.4 Standard die stacking

4 dies, 2 interposers, pads on 1-2 sides

interposer
die

PCB

Wire 
Bonding

Fig. 9.5 Flipped die stacking

272 H. Huang and R. Micheloni

Micron Ex. 1008, p. 285 
Micron v. YMTC 
IPR2025-00119



The drawback is that such a solution has a heavy impact on chip design, since all
the pads must be located on the same side of the die. In a conventional memory
component, pads are arranged along 2 sides of the device: circuitry is then evenly
located next to the two pad rows and the array occupies the majority of the central
area. Figure 9.7 shows the floorplan of a memory device whose pads lie on 2
opposite sides.

If all pads lie on one side, as shown in Fig. 9.8, chip floorplan is heavily
impacted [8]: most of the circuits are moved next to the pads in order to minimize
the length of the connection and to optimize circuit placement. But some of the
circuits still reside on the opposite side of the die (for instance, part of the decoding
logic of the array and part of the page buffers, i.e. the latches where data are stored,
either to be written to the memory or when they are read from the memory to be
output to the external world).

Wire 
Bonding

substrate glue

die

Fig. 9.6 Staircase die stacking: 4 dies, 0 interposers, pads on 1 side
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Fig. 9.8 Memory device with pads along one side

Fig. 9.9 Double-stair die stacking

substrate
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die
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Fig. 9.10 “Zig-zag” die stacking
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Of course, those circuits must be connected to the rest of the chip, from both a
functional and a power supply point of view. Since all pads are on one side,
including power supply, it is necessary to re-design the power rail distribution
inside the chip, making sure that size and geometry of the rails are good enough to
avoid IR drops issues (in fact, the voltage at the end of the rail is reduced due to the
resistive nature of the metal line).

One of the main disadvantages of staircase stacking is the increased size in the
direction perpendicular to the pad row: this fact limits the number of dies, given a
specific package. When the number of dies grows up, 2 stairs can be combined
together: Fig. 9.9 shows 2 stairs of 4 die each.

The “zig-zag” stacking displayed in Fig. 9.10 is another common solution. In
this case, thanks to the double side bonding, the overall size can be clearly reduced.

9.8 TSV NAND

As already mentioned above, another stacking option is Through-Silicon-Via
(TSV). Application of TSV to NAND Flash memories has been studied for few
years [9–18], and Toshiba announced the first NAND product based on TSV
technology at Flash Memory Summit 2015 [19]; please refer to Fig. 1.15. With this
stacking technology, dies are directly connected without asking for wire bonding, as
depicted in Fig. 9.11. A bird’s-eye view of one TSV connection is shown in Fig. 9.
12. Compared to conventional wire bonding, one of the main advantages of this
technology is the reduction of the interconnection length and the associated para-
sitic RC. As a result, data transfer rate can be definitely improved, as well as power
consumption.

DRAM has historically been the main driver for TSV, exactly because of the
speed. DDR4 can run up to 2400 MT/s with a clock of 1.2 GHz: at this speed,
because of the parasitic capacitance of interconnections and I/O pads, it gets almost
impossible to stack more than two dies in the same package with the standard wire

Die<n>

Die<0>

TSV

Solder ball Bonding channel
encapsulation

Substrate

Interconnect padFig. 9.11 Die stacking with
TSV technology
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bonding technology. TSV is an effective way to solve this problem, at least at the
package level; buffer chips might be used to increase the overall number of
packages at the system level.

Fig. 9.12 Bird’s-eye view of
TSV

Fig. 9.13 Chip-to-chip connection by using TSVs
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Figure 9.13 shows few more details about TSV connections between 2 chips.
Metal levels are visible in each die (blue rectangles). It is worth highlighting that
not always the center of the interconnect pad is fully aligned with the center of the
TSV itself. This is especially true for control signals, i.e. electrical signals that are

Fig. 9.14 TSVs for signal pads

Fig. 9.15 A TSV array is used for power pads
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not supposed to drive current into the device. Figure 9.14 includes top views of
aligned (left) and misaligned (right) Pad/TSV pairs. Of course, this feature adds
great flexibility to the chip design.

Because the current density of each TSV cannot exceed a certain limit, power
connections require an array of TSVs, as sketched in Fig. 9.15.

At the end of this chapter, it is worth mentioning that 3D die stacking and 3D
monolithic integration (i.e. a single NAND Flash chip with multiple memory lay-
ers) can be effectively combined together to serve the storage market, from con-
sumer to enterprise applications. By building a stack of 16 Flash dies, where each
single NAND die has a capacity of 768 Gb [20], almost 1.5 TB of storage can
already be squeezed in a single package (12 mm × 18 mm)! By leveraging all the
effort that Flash vendors are spending in increasing the number of memory layers
within each single die, Multi-Tera bytes packages will be available in few years.
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Chapter 10
BCH and LDPC Error Correction Codes
for NAND Flash Memories

Alessia Marelli and Rino Micheloni

Nowadays NAND Flash memories are part of our lives in many ways. The storage
world is a completely new world thanks to NAND. As a matter of fact, it wouldn’t
be possible to have a smartphone without the use of NAND memories as the storage
media. After USB keys and digital cameras, Solid State Drives (SSDs) are now the
new disruptive application for Flash. Consumer-class ultra-light and ultra-thin
laptops require NAND storage, but it is really in the cloud and in enterprise servers
that the use of NAND can be a paradigm shift.

Because NAND devices can’t be manufactured without defects, the use of Error
Correction Codes (ECCs) has always been a common practice. While BCH
(Bose-Chaudhuri-Hocquenghem) is a de facto standard for consumer applications,
LDPC (Low-Density-Parity-Check) codes are a typical choice in the enterprise
world. This is especially true when looking at planar (2D) ultra-scaled (e.g. 15 nm)
NAND. Generally speaking, LDPC offers higher correction capabilities, but BCH
remains a good solution when bandwidth requirements are very stringent.

As discussed in previous chapters, 3D NAND is becoming a reality in the
market. In terms of noise models, 2D and 3D have some commonalities: they are
both very complex and they change during the NAND’s lifetime!

We do expect 3D NAND to bring new failure models into the game; all the
scientists working on ECCs for non-volatile memories will have to put their best
effort for getting as close as possible to the Shannon limit.

To set the stage, in this chapter we cover both BCH and LDPC codes. After a
brief introduction, we will see the implementation issues when coupling these codes
with a “real” NAND communication channel; practical workarounds will also be
discussed.

A. Marelli (&) � R. Micheloni
Performance Storage BU, Microsemi Corporation, Vimercate, Italy
e-mail: alessia.marelli@ieee.org

R. Micheloni
e-mail: rino.micheloni@ieee.org

© Springer Science+Business Media Dordrecht 2016
R. Micheloni (ed.), 3D Flash Memories, DOI 10.1007/978-94-017-7512-0_10

281

Micron Ex. 1008, p. 293 
Micron v. YMTC 
IPR2025-00119



10.1 Introduction

During life, multiple sources can corrupt the data stored in NAND cells. The most
popular way for data recovery, sometimes used in conjunction with other tech-
niques (e.g. signal processing), is the adoption of an error correction code.

ECCs add redundant terms to the message, such that, on the receiver side, it is
possible to detect the errors and to recover the message that was “most probably”
transmitted. The set of “encoded” data, i.e. data with the added redundant terms, is
usually called codeword.

In other words, ECC can decrease the native Raw Bit Error Rate (RBER) of
NAND. Given a RBER as defined in Eq. (10.1)

RBER ¼ Number of bit errors
Total number of bits

ð10:1Þ

and an ECC able to recover t errors, the codeword error rate, sometimes called
Frame Error Rate (FER) is computed as in Eq. (10.2)

FER ¼ 1� ð1� RBERÞA þ A

1

� �
RBERð1� RBERÞA�1

	

þ � � � þ A

t

� �
RBERtð1� RBERÞA�t


 ð10:2Þ

where A is the codeword size.
Figure 10.1 shows the FER for a 1 kB codeword with an ECC able to correct 1,

10, 50 or 100 errors.

Fig. 10.1 Graph of the frame error probability for a 1 kB codeword with an ECC able to correct
1, 10, 50 and 100 errors
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Another quantity used to measure the impact of ECC is the Uncorrectable Bit
Error Rate (UBER). This is defined as in Eq. (10.3)

UBER ¼ FER
A

ð10:3Þ

A fundamental quantity used to decide which ECC to apply is the Code Rate.
The Code Rate is defined as the ratio between the number of protected bits and the
total number of transmitted bits (codeword size). If the Code Rate is high, we have
few ECC parity bits, i.e. the error correction capability is low. On the other hand,
we do not need too much extra space to store them. If the Code Rate is low, we
have a higher number of parity bits to protect the data, and the error correction
capability is high. In this case, we need more additional space to store the parity
bits, and in some cases this is not possible. Even when this is possible, it costs
money.

The trade-off between Code Rate and cost ($) is shown in Fig. 10.2. ECC
correctability (i.e. the number of correctable bits per codeword) is a function of the
Code Rate, as shown in Fig. 10.3. A lower code rate is less efficient in terms of
silicon area, but it can recover more errors.

Error correction capability is also influenced by the codeword size (Fig. 10.4).
Given the same code rate, the longer the codeword is, the higher the error correction
capability is. On the other hand, the longer the codeword is, the more complex the
ECC hardware is; a longer latency time to recover the corrupted data is another
downside.

In communication theory, Signal-to-Noise Ratio (SNR) is usually adopted
instead of RBER. Signal-to-noise ratio is a measure that compares the level of a
desired signal to the level of the background noise. It is defined as the ratio of the

Fig. 10.2 Trade-off between code rate and cost
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signal power to the noise power, and it is often expressed in decibels. A ratio higher
than 1 (i.e. greater than 0 dB) indicates more signal than noise.

Error correction codes belong to the information theory, whose “father” is
Shannon; he demonstrated a fundamental theorem known as Shannon Limit [1].
This theorem establishes a limit in terms of achievable signal to noise ratio
(SNR) for an error-free communication in a coded system with Code Rate R. The
power of Shannon limit is the following: if we can guarantee that SNR does not
exceed this limit, then we are sure of the existence of a coded system (with rate R)
able to achieve error-free communication. Unfortunately, there isn’t any

Fig. 10.3 Trade-off between code rate and correctability t for a codeword size of 1024 bytes

Fig. 10.4 FER versus BER for an ECC with code rate of 0.9 and different codeword sizes
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constructive way for building such a coded system; this is why there is an intense
research activity for finding codes that get as close as possible to the Shannon limit.
The limit can be computed assuming an AWGN (Additive White Gaussian Noise)
channel and a BPSK (Binary Phase Shift Keying) modulation (Fig. 10.5).

The achievable SNR can be translated in achievable BER. The Shannon limit is
used to evaluate different coded systems: the best code is the one closest to the limit
[2, 3].

ECCs can be split in hard decision codes and soft decision codes. This dis-
tinction is not based on the structure of the code itself, but on the way the infor-
mation is treated by the code. A binary hard decision code treats all the data in a
digital way, i.e. “0” or “1”; in other words, the analog information is converted into
digital format by using one fixed reference level. On the contrary, a soft decision
code uses reliability information to take decisions: for example, a “0” is read with a
90 % reliability and a “1” is read with a 10 % reliability. In the following sections,
we will see how the soft information applies to NAND Flash, and a comparison
between hard and soft codes [3].

Basically, a Code C is the set of codewords obtained by associating the qk

messages of length k of the space A to qk words of length n of the space B in a
univocal way. A code is defined as linear if, given two codewords, their sum is a
codeword. When a code is linear, encoding and decoding can be described with
matrix operations.

We define the generator matrix of a code C as G. It follows that all the code-
words can be obtained as a combination of the rows of G. Therefore, encoding a
data message m is equivalent to multiply the message m by the code generator
matrix G, according to Eq. (10.4).

Fig. 10.5 Shannon limit for different code rates
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c ¼ m � G ð10:4Þ

G is called in standard form or in systematic form if G = (Ik, P), where Ik is the
identity matrix k × k, and P is a matrix k × (n − k). If G is in standard form, then
the first k symbols of a codeword are called information symbols.

From the matrix G in systematic form, it is straightforward to derive the parity
matrix H = (−PT, In−k) where PT is the transpose of P and it is a matrix
(n − k) × k, and In−k is the identity matrix (n − k) × (n − k) [4, 5].

Systematic codes have the advantage that the data message can clearly be
identified in the codeword and, therefore, it can be read before decoding. For codes
in non-systematic form the message is no more recognizable in the encoded
sequence and it is necessary to have the inverse encoding function to recognize the
data sequence.

If C is a linear code with parity matrix H, then x � HT is called syndrome of x. It
follows that all the codewords have a syndrome equal to 0.

The syndrome is the key player of decoding. Once a message r is received (i.e.
read from the memory), it is necessary to understand if it has been corrupted by
calculating:

s ¼ x � HT ð10:5Þ

There are two possibilities:

• s = 0 ⟹ the message r is recognized as correct;
• s ≠ 0 ⟹ the received message contains some errors.

In the latter case a decoding procedure starts.
In order to understand how many errors a code is able to correct and detect we

need a metric. In the coding theory, it is called minimum distance or Hamming
distance d of a code, and it corresponds to the minimum number of different
symbols between any two codewords.

A code has detection capability v if it is able to recognize all the messages,
containing v errors at the most, as corrupted.

The detection capability is related to the minimum distance as described in
Eq. (10.6).

v ¼ d � 1 ð10:6Þ

A code has correction capability t if it is able to correct each combination of a
number of errors equal to t at the most. The correction capability is calculated from
the minimum distance d with Eq. (10.7):

t ¼ d � 1
2

	 

ð10:7Þ

where the square brackets mean the floor function.
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Codes can be manipulated or combined depending on applications. The possible
operation to increase the minimum distance of a code is the extension: a code C[n,
k] is extended to a code C′[n + 1, k] by adding one more parity symbol. Generally
speaking, for binary codes, the additional parity bit is the total parity of the mes-
sage. This is calculated as sum modulo 2 (XOR) of all the bits of the message.

When the “natural” length of the code does not fit the application constraints
(e.g. the NAND Flash page), it is possible to change it with the shortening oper-
ation: a C[n, k] is shortened into a code C′[n − j, k − j] by erasing j columns of the
parity matrix. Please note that the columns deleted are the ones corresponding to the
user data. With this operation, the Code Rate is decreased.

A similar operation, but with a very different outcome, is the puncturing oper-
ation. Puncturing is the process of removing some of the parity bits after encoding.
This has the same effect of encoding with an error correction code with a higher
rate. The good things is that the same decoder can be used regardless of how many
bits have been punctured; therefore, puncturing considerably increases the flexi-
bility of the system without significantly increasing its complexity [6].

10.2 BCH Codes

BCH codes belong to the most important class of cyclic algebraic codes. They were
found through independent researches by Hocquenghem in 1959 and by Bose and
Ray-Chauduri in 1960 [7, 8].

For BCH codes the minimum distance can be ensured during construction. The
definition of the code itself is based on the distance concept and on the Galois field
[9, 10].

Let β be an element of the Galois Field GF(qm). Let b be a non-negative integer.
A BCH code with “designed” distance d is generated by the polynomial g(x) of
minimal degree that has d − 1 consecutive powers of β: βb, βb+1,…, βb+d−2 as roots.
Given wi the minimal polynomial of βb+i for 0 ≤ i < d − 1, g(x) is computed as:

g xð Þ ¼ LCM w0 xð Þ;w1 xð Þ; . . .;wd�2 xð Þf g ð10:8Þ

and the protected data size is k = n − deg(g(x)).
It is possible to show that the designed d is at least 2t + 1, hence the code is able

to correct t errors.
If we assume b = 1, and β a primitive element of GF(qm), then the code becomes

a narrow-sense and primitive BCH code of length qm − 1 able to correct t errors.
We shall now consider narrow-sense primitive BCH codes.

In general, decoding of a BCH code is at least 10 times more complicated than
encoding. In this chapter we deal with binary BCH codes only, whose structure is
presented in Fig. 10.6.
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10.2.1 BCH Encoding

Let’s assume a BCH code [n, k] with generator polynomial g(x) and a message
m(x) to be encoded, which is written as a polynomial of degree k − 1.

First of all, the message m(x) is multiplied by xn−k and subsequently divided by
g(x), thus obtaining a quotient q(x) and a remainder r(x) in accordance with
Eqs. (10.9) and (10.10).

mðxÞ � xn�k

gðxÞ ¼ qðxÞþ rðxÞ
gðxÞ ð10:9Þ

mðxÞ � xn�k þ rðxÞ ¼ qðxÞ � gðxÞ ð10:10Þ

The multiplication of the message m(x) by xn−k produces, as a result, a poly-
nomial of degree n − 1 where the first n − k coefficients, now null, will then be
occupied by parity bits.

Therefore, the encoded word c(x) is calculated as:

cðxÞ ¼ mðxÞ � xn�k þ rðxÞ ð10:11Þ

Practical implementation of Eq. (10.11) is depicted in Fig. 10.7. Please note that,
since we are considering binary BCH codes, the sum is actually a XOR, while the
product is an AND.

The “natural” structure of BCH encoding is sequential; this is not great in
high-speed implementations, because it slowly proceeds by byte, word or double
word. Figure 10.7b shows the unrolled implementation, assuming a processing of 1
byte at a time [4]. In the figure it is possible to see that the content of each register
does not depend on a single input anymore but on a whole byte.
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Fig. 10.6 General structure of a binary BCH code
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10.2.2 BCH Decoding

The decoding operation follows three fundamental steps, as shown in Fig. 10.6:

• calculation of the syndromes;
• calculation of the coefficients of the error locator polynomial (usually done with

Berlekamp-Massey algorithm [4, 5]);
• calculation of the roots of the error locator polynomial (usually done with Chien

algorithm [4, 11]).

During transmission (reading) of the encoded message some errors may occur.
Errors can be represented by a polynomial that has coefficient “1” at every error’s
position:

E xð Þ ¼ E0 þE1xþ � � � þEn�1x
n�1 ð10:12Þ

If ECC can correct t errors, then t non-null coefficients are allowed in
Eq. (10.12) at most.

DXOR D FlipFlop

D D D D D

D D D D D

1·x75 1·x74 0·x73 1·x72 0·x71 1·x0

...,m(n·8-2),m(n·8-1)

…,m(n·8-2),m(n·8-1)

a74

c74

b0

b1

b7

a73

c73

a72

c72

a71

c71
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c0

c74 c73 c72 c71 c0

Sequential implementation

Unrolled implementation

...

...

...g   = + + + + +

…,m((n-1)·8-2),m((n-1)·8-1)

…,m((n-2)·8-2),m((n-2)·8-1)

Fig. 10.7 Description of the sequential implementation of the BCH divider: it can be unrolled for
a parallel implementation [4]
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Therefore, the transmitted (read) vector R(x) is:

R xð Þ ¼ c xð ÞþE xð Þ ð10:13Þ

The first decoding step consists in calculating the 2t syndromes for the read
message:

RðxÞ
wiðxÞ

¼ QiðxÞþ Si xð Þ
wiðxÞ

with 1� i� 2t ð10:14Þ

Si xð Þ ¼ QiðxÞ � wiðxÞþRðxÞ with 1� i� 2t ð10:15Þ

In accordance with Eqs. (10.14) and (10.15), the received vector is divided by
each minimal polynomial wi forming the generator polynomial, thus getting a
quotient Qi(x) and a remainder Si(x) called syndrome.

At this point the 2t syndromes must be evaluated into the elements β, β2, β3,…,
β2t, whose wi are the minimal polynomials. According to Eq (10.16), this evalua-
tion is the evaluation of the message received in β, β2, β3,…, β2t, since wi(β

i) = 0
(for 1 ≤ i ≤ 2t) because of the definition of minimal polynomial.

Si b
i� � ¼ Si ¼ Qi b

i� � � wi b
i� �þR bi

� � ¼ R bi
� � ð10:16Þ

Consequently, the ith syndrome can be calculated either as a remainder of the
division between the received message and the minimal polynomial wi, then
evaluated in βi, or as the evaluation in βi of the received message.

In case there aren’t any errors, the received polynomial is a codeword: therefore,
the remainder of the division of Eq. (10.14) is null and all the syndromes are
identically null. Verifying if the syndromes are identically null is a necessary and
sufficient condition to understand if the read message is a codeword (or if some
errors occurred).

For binary codes we use the following property:

S2i ¼ S2i ð10:17Þ

such that we can calculate only t syndromes.
Since the syndromes are computed as the remainder of the division between two

polynomials in the Galois field, it is straightforward to understand that the imple-
mentation is similar to the one of the encoder.

The Error Locator Polynomial Λ(x) is defined as the polynomial whose roots are
the inverse of the error positions.

K xð Þ ¼
Yv
i¼1

1� xXið Þ ð10:18Þ
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The degree of the error locator polynomial gives the number of errors that
occurred. As the degree of Λ(x) is t at most, in case of more than t errors, Λ(x) could
erroneously indicate t or less errors.

Coefficients of the error locator polynomial are linked to the syndromes by the
following equations

Svþ 1

Svþ 2

Svþ 3

..

.

S2v�1

0
BBBBB@

1
CCCCCA ¼

S1 S2 S3 � � � Sm
S2 S3 S4 � � � Smþ 1

S3 S4 � � � � � � Smþ 2

..

. ..
. ..

. ..
.

Sv Svþ 1 Svþ 2 � � � S2v�1

0
BBBBB@

1
CCCCCA �

Km

Km�1

Km�2

..

.

K1

0
BBBBB@

1
CCCCCA ð10:19Þ

Generally speaking, the method to compute the coefficients of the error locator
polynomial is the Berlekamp-Massey algorithm [4, 12].

The philosophy of the Berlekamp algorithm consists in solving the set of
Eq. (10.19) in an iterative way by consecutive approximations.

After 2t iterations, Λ(x) is the error locator polynomial; in the binary case it is
possible to perform the Berlekamp algorithm in t iterations. In the following we
describe the flow diagram for the inversion-less binary Berlekamp Massey algo-
rithm (Fig. 10.8) [13].

First of all, we define the syndrome polynomial as

1þ S ¼ 1þ S1zþ S2z
2 þ � � � þ S2t�1z

2t�1 ð10:20Þ

The initial conditions are given as follows:

m 0ð Þ ¼ 1 k 0ð Þ ¼ 1 and d 2ið Þ ¼ 1 if i\0 ð10:21Þ

We define d(2i) as the coefficient of z2i+1 in the product (1 + S(z))ν(2i)(z).

• If S2i+1 is unknown the algorithm is finished;
• otherwise

m 2iþ 2ð ÞðzÞ ¼ d 2i�2ð Þm 2ið ÞðzÞþ d 2ið Þk 2ið ÞðzÞ � z ð10:22Þ

k 2iþ 2ð ÞðzÞ ¼ z2k 2ið Þðz) if d 2ið Þ ¼ 0 or if deg m 2ið ÞðzÞ[ i
zm 2ið Þðz) if d 2ið Þ 6¼ 0 or if deg m 2ið ÞðzÞ� i

�
ð10:23Þ

d 2ið Þ ¼ d 2i�2ð Þ if d 2ið Þ ¼ 0 or if deg m 2ið ÞðzÞ[ i
d 2ið Þ if d 2ið Þ 6¼ 0 or if deg m 2ið ÞðzÞ� i

�
ð10:24Þ

The roots of ν(2t)(z) coincide with those of Λ(2t)(z).
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Even if the algorithm is very complex, it usually does not require a parallel
implementation, since the size of the memory buffer and the execution latency are
acceptable in most of the cases.

The last step of the decoding process consists in searching for the roots of the
error locator polynomial, as per Eq. (10.25). If the roots are not coincident and they
belong to the Galois field, then it is enough to calculate their inverse to have the
error positions. If they are coincident, or they do not belong to the correct field, it

Initialize
ν(z)=1

δ=1, k=1, i=0

ν(z)=δν(z)+dkz

d=0 or
Deg ν(z)>i? k(z)=zν(z)

k(z)=z2k(z)

i=i+1

i<t? Deg v(z)>t?

NO

YES

NO

YES

v(z) is the 
error locator 
polynomial

NO

FAILURE

δ=d

Fig. 10.8 Flow diagram for the inversion-less Berlekamp algorithm
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means that the received message has a distance from a codeword greater than t. In
this case an uncorrectable error pattern occurred and the decoding process fails.

K xð Þ ¼ 1þK1xþ � � � þKtx
t ð10:25Þ

To determine the roots of the polynomial, the Chien machine neatly evaluates
Λ(x) in all the elements of the field α0, α1, α2, α3,… αN. For each element i of the field
such that the polynomial is null, the corresponding position (2m – 1 − i) is an error
position. A possible implementation of the Chien machine is represented in Fig. 10.9.

10.2.3 Multi-channel BCH

When BCH is used in a NAND-based system such as a Solid State Drive, it is
necessary to find out a balance between area and bandwidth. In fact, SSDs run
several NAND devices in parallel in order to achieve their target performances of
bandwidth and IOPS. Usually, NANDs are split in groups called “Flash Channels”:
channels work in parallel and read/write/erase operations can be interleaved within
the same channel (Fig. 10.10). In this multi-channel scenario, multiple encoding
and decoding machines are necessary, considering that, especially with ultra-scaled
geometries and multi-level storage (Chap. 3), correction is required all the time
(because of the high RBER).

In order to keep up with the bandwidth requirements, the most straightforward
solution would be one encoder and one decoder per channel. However, this
approach is extremely area consuming, especially because of the decoder.

As far as the encoding is concerned, it is very important that the data coming
from the host (CPU or Operating System) are dispatched to the various channels
without latency. There are three possible approaches, starting from the less area
consuming:

• single encoder shared among all Flash channels [14];
• a pool of encoders;
• one encoder per channel.

Fig. 10.9 Chien machine for a 5-error BCH: sequential implementation [4]
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As mentioned, the right hardware choice comes from the tradeoff between sil-
icon area and latency.

Let’s now move to the decoding phase. The overall structure is shown in Fig. 10.11.
In this scenario, number of hardware machines to execute syndrome computation,
Berlekamp-Massey algorithm and Chien computation can be different.

Syndrome computation can be treated in the same way as the encoder, since all
the read messages require this computation. Execution of the Berlekamp–Massey
algorithm is pretty fast because it requires t iterations only.

As described in the previous section, the Chien machine searches for the roots,
one at a time. Such operation, carried out for all the bits of the message, results to be
very time consuming. Solution is, of course, a parallel architecture. Unlike the
parity and the syndromes computation machines, which have to operate with a
parallelism equal to the input data parallelism, the Chien machine does not have
particular limits other than complexity, area and power consumption. In this parallel

Fig. 10.10 Flash channel inside a solid state drive

Fig. 10.11 ECC decoding structure for handling multiple channels
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implementation, more error positions are contemporarily evaluated at each com-
putation cycle.

The execution time of the Chien algorithm is usually seen by the system as an
additional latency time. If the probability to have one or more errors becomes
considerable, this latency can significantly impact the system performance. The
downside of the Chien parallelism is the impact on silicon area, as sketched in
Fig. 10.12.

1 10 20
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Simultaneously tested elements

X
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R
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2÷5 errors Chien machine

1 error Chien machine

Fig. 10.12 Area impact of the Chien parallelism

Fig. 10.13 Probability of correction for a 2112-byte page: single error versus 2 ÷ 5 errors
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Figure 10.13 shows, for a 2112-Byte page, the probability of correcting only one
error and the probability of correcting 2 ÷ 5 errors. Assuming a BER of 10−6, we
have that the probability of a single error is equal to 1.7 × 10−2 and the probability
of 2 ÷ 5 errors is equal to 1.5 × 10−4, respectively. The probability of a single error
is definitely more significant and since the Berlekamp algorithm exactly indicates
the number of errors to correct, it may be useful to exploit this information.

The resulting system is, therefore, composed of a couple of Chien machines with
different parallelisms, one for the correction of the single error and the second for
the correction of 2 ÷ 5 errors (Fig. 10.14).

This solution can be multiplied by any number of machines, especially if the
error correction capability t of the BCH we are dealing with is high. In this case, we
can compute the frequency of errors t′ that is more likely to occur, given the
estimated raw bit error rate, and have multiple Chien machine searching for t′ roots
with a high parallelism. On the contrary, the number of hardware machines to locate
the roots of t* > t′ errors can be smaller, and with a smaller parallelism [3, 4].

Of course, the numbers mentioned above are just an example; they might sig-
nificantly change depending on the NAND technology node and on the number of
bits stored within the same physical cell (e.g. MLC or TLC).

10.2.4 Multi-code Rate BCH

As discussed in the introduction of this chapter, it is typical for NAND to deal with
noise sources that vary during its lifetime. When NAND is fresh (i.e. few
Program/Erase cycles, Chap. 2) and there is no retention, RBER can be pretty low;
the situation is totally different at the end of life, i.e. when the device has been
read/erased/written multiple times. It follows that it is desirable to have an ECC able
to change its correction capability during life.

There are codes for which it is easy to change the code rate, while in other cases
it is not that straightforward: BCH is one of them because of its construction. In this
section, we present a way for building a multi-code rate BCH with a minimum area
overhead.

Encoder is the main issue. As discussed above, parity bits are computed as the
remainder of the division between the user data and the generator polynomial,
where the latter one is computed as the multiplication among the minimum poly-
nomial of t elements. If we want to adapt a BCH code able to correct t error to
correct t′ errors, where t′ < t, the easiest way is to have a second encoder which
computes the remainder of the division between the user data and the generator
polynomial, where the latter one is computed as the multiplication among the
minimum polynomial of t′ elements. This approach has a big area overhead,
because the encoding area is doubled.

A smarter and a less area consuming way is to derive the parity bits of the t′-code
from the parity bits of the t-code. Indeed, for the generator polynomials the equality
Eq. (10.26) holds true.
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gðt; xÞ ¼ gðt0; xÞ � hðxÞ ð10:26Þ

Parity bits r(x) are computed as remainder of the division between user data
c(x) and generator polynomial g(t, x). From the definition of remainder we can write

c xð Þ ¼ qðxÞ � gðt; xÞþ rðxÞ ð10:27Þ

where q(x) is the quotient of the division and deg(r(x)) < deg(g(t, x)).
The division of r(x) by g(t′, x) leads to

r xð Þ ¼ q1ðxÞ � gðt0; xÞþ r0ðxÞ ð10:28Þ

where q1(x) is the quotient of the division and deg(r′(x)) < deg(g(t′, x)). By sub-
stituting Eqs. (10.26) and (10.28) in Eq. (10.27) we obtain

cðxÞ ¼ qðxÞ � gðt0; xÞ � hðxÞþ q1ðxÞ � gðt0; xÞþ r0ðxÞ
¼ qðxÞ � hðxÞþ q1ðxÞ½ � � gðt0; xÞþ r0ðxÞ ð10:29Þ

It is clear that r′(x) is the remainder of the division between c(x) and g(t′, x). The
circuit for a multi-code rate BCH encoder is shown in Fig. 10.15.

The overhead for this implementation is a programmable LSFR, which divides
the remainder of the first division by a factor of g(x). Of course, we can have more
than 2 encoders and multiple programmable LSFRs. Thanks to the LSFR pro-
grammability, when NAND is fresh, we can select a BCH code with a small error
correction capability, and user data are encoded with two subsequent divisions.
When the NAND gets older, we can execute a single division, as the subsequent
division is not required anymore.

Decoding is much easier. The syndromes are computed as different divisions by
all the factors of g(t, x). If we want to compute the syndromes by using the factors
of g(t′, x), where g(t′, x) is a factor of g(t, x), it is enough to disable the circuits that
compute the last t − t′ syndromes.

Fig. 10.15 Example of multi-code rate BCH encoder with two different generator polynomials
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Berlekamp-Massey algorithm is not impacted by the multi-code rate: it com-
pletes in fewer iterations at the beginning of life, with coefficients t′ instead of t.

Chien algorithm is not impacted at all. Again, it will stop after finding t′ roots
instead of t. However, in order to keep up with the SSD’s bandwidth, a multi-Chien
machine approach (Sect. 10.2.3) is likely to be implemented in a multi-code rate
environment.

10.2.5 BCH Detection Properties

BCH codes are not perfect codes: for this reason it is difficult that a codeword with
more than t errors moves in the correction sphere of another codeword. The
codewords of BCH codes are well separated, and only a number of errors much
bigger than t could partially overlap their correction spheres [3]. It follows that the
erroneous corrections are made only when the received message is located in a
correction sphere different from the original codeword.

Given a binary linear code C able to correct t errors, the probability of mis-
correction PME is defined as the probability that an ideal bounded distance decoder
executes erroneous corrections. The weighted probability PE(w) is the probability of
executing erroneous corrections when w errors occur.

Please note that the probability PME depends on the code C and on the trans-
mission channel.

Theorem 10.2.1 The weighted probability PE(w) is computed as:

PEðwÞ ¼ Dw

n
w

� � ð10:30Þ

where Dw is the number of decodable words and w is in the range [t + 1, n].
The number of decodable words can be computed as

Dw ¼
Xn
i¼0

ai
Xt
s¼0

Nði;w; sÞ ð10:31Þ

where N(i, w; s) is the number of words with weight w and distance s from a word
of weight i. This is computed by Eq. (10.32)

N i;w; sð Þ ¼
n� i
sþw�i

2

� �
i

s�wþ 1
2

� �
if w� ij j � s

0 if w� ij j[ s

8<
: ð10:32Þ
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By substituting Eq. (10.31) in Eq. (10.30) we have:

PEðwÞ ¼
Pn

i¼0 ai
Pt

s¼0 Nði;w; sÞ
n
w

� � ð10:33Þ

PME is computed based on PE(w) as described in Eq. (10.34)

PME ¼
Xn

w¼tþ 1

PEðwÞ/ðwÞ ð10:34Þ

where /ðwÞ is the probability that a word has weight w.
For a Binary Symmetric Channel BSC

PME ¼
Xn

w¼tþ 1

Dwp
w 1� pð Þn�w ð10:35Þ

where p is the bit error probability.
Dw can be computed according to Eq. (10.31). Unfortunately, the weights ai are

unknown for BCH codes and must be estimated.
There are a number of different theorems that can help estimating these weights

for a BCH code.

Theorem 10.2.2 Peterson Estimation The weight aiof a primitive BCH code of
length n and error correction capability t can be approximated as

ai ffi
n
i

� �
nþ 1ð Þt ð10:36Þ

In order to have upper bounds, different correction terms are added to
Eq. (10.36).

Figures 10.16 and 10.17 shows PE and PME for BCH[16383, 15851, 77], based
on the Peterson estimation. Both PE and PME exhibit a monotonic behavior.

It follows that the real PE and PME behaviour should be increasingly monotonic
with a long floor in the middle [11].

When both the code length and the Code Rate are high, this floor can be
approximated with

Q ¼ 2� n�kð ÞXt
s¼0

n
s

� �
ð10:37Þ
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To sum up, we can state that the BCH code has a very good detection properties
for a long codeword; this feature is well suited for NAND-based systems such as
SSDs. In fact, when a catastrophic error occurs or when the error correction
capability of the code is overcome, in the vast majority of the cases, BCH signals a
decoding failure without attempting erroneous corrections.

Of course, this behaviour becomes really key when BCH is concatenated with
another code.

Fig. 10.16 PE behavior for
BCH[16383, 15851, 77]
based on the Peterson
estimation

Fig. 10.17 PME for BCH
[16383, 15851, 77] based on
the Peterson estimation
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10.3 Low-Density Parity-Check (LDPC) Codes

Since its re-discovery in late 1990s, LDPC code has received a tremendous amount
of attentions because of the excellent error-correction capability and experienced a
widespread use in many real-life data communication and storage applications. In
1960s Dr. Gallager invented LDPC codes [15], in which two innovative ideas were
exploited: iterative decoding and constrained random code construction.

LDPC codes are known as “capacity approaching codes”; in other words, they
are a category of codes able to reach a Frame Error Rate very close to the Shannon
limit. The main reason is the powerful soft decoding, as shown in Figs. 10.18 and
10.19. Figure 10.18 shows the Shannon limit for 2 BCH codes and 2 hard decoded
LDPC codes. In this case, LDPC doesn’t show any significant advantage, mainly
because of two reasons: the use of hard instead of soft, and the adopted decoding
algorithm (i.e. bit-flipping) [5]. LDPC is the clear winner in Fig. 10.19, thanks to
the soft decoding. To be fair, the truth is that soft decoding pushes away the
Shannon limit; a careful review of the graph reveals that soft LDPC is very close to
the Hard Shannon limit, but still far from the Soft Shannon limit.

LDPC are block linear codes defined with a very sparse parity check matrix
H. Each matrix can be translated into its corresponding Tanner graph, where there is
a number of parity checks equal to the number of the matrix rows called “check
nodes”; there is also a number of variable nodes equal to the number of matrix
columns. A check node is connected to a variable node if there is a “1” in the
corresponding position in the matrix H.

ð10:38Þ

Figure 10.20 displays the Tanner graph of the matrix described in Eq. (10.38).
Tanner Graph can have cycles; in other words, we can start from a variable node

and come back to it by following different paths. The size of the smallest cycle is
called girth of the LDPC matrix. In Fig. 10.18 the matrix has girth 4 and the cycle
is shown with the bold red path; the corresponding 1s in Eq. (10.38) are highlighted
with a red circle, and they are the vertices of a rectangle.

Cycles are very dangerous in LDPC decoding because it is there where the
decoder can be “trapped”, being unable to find a solution.

While, conceptually, the encoder is a multiplication between the transmitted data
and the generator matrix G, LDPC codes can be effectively decoded by the iterative
Belief Propagation (BP) algorithm (also known as Sum-Product or SPA). BP
decoding matches the underlying code bipartite graph: decoding message is com-
puted on each variable node and check node, and iteratively exchanged through the
edges between neighboring nodes (Fig. 10.21). At the end of every iteration an
estimated codeword is produced; by multiplying this temporary codeword with H,
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Fig. 10.19 Soft LDPC versus BCH code, and soft Shannon limit

Fig. 10.20 Tanner graph of
matrix H of Eq. (10.38)

Fig. 10.18 Hard LDPC versus BCH, and hard Shannon limit
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we can check if it is a correct one. If this is the case, then decoding stops, otherwise
a new iteration starts. It is well known that BP decoding algorithm works well if the
underlying code bipartite graph does not contain too many short cycles. Thus, it is
typically required that the graph is 4-cycle free, which is relatively easy to achieve.
The construction of graphs with higher order cycle free is definitely not trivial.

There a lot of different LDPC families. The LDPC code is called (j, k)-regular if
each variable node has a degree of j and each check node has a degree of k. There
are also irregular codes. To be useful for Flash memories, LDPC codes must not
only achieve very low decoding error rate with high Code Rates, but also be
suitable for high-speed VLSI implementation, with minimal silicon and energy cost.
It has been well demonstrated that Quasi-Cyclic (QC) LDPC codes are one family
of such implementation-oriented LDPC codes. The parity check matrix of a
QC-LDPC code consists of arrays of circulants. A circulant is a square matrix in
which each row is the cyclic shift of the row above it, and the first row is the cyclic
shift of the last row. The parity check matrix H of a QC-LDPC code can be written
as

H ¼
H1;1 H1;2 � � � H1;n

H2;1 H2;2 � � � H2;n

..

. ..
. . .

. ..
.

Hm;1 Hm;2 � � � Hm;n

2
6664

3
7775 ð10:39Þ

where each sub-matrix Hi,j is a binary circulant. Data storage systems such as Flash
demand very high Code Rates (e.g. 8/9 and higher). It has been proved that LDPCs
with best performances are the irregular ones [16–18]. However, with high Code
Rates, regular QC-LDPC codes are typically used, because they are easier to
implement in hardware. In this case, all the rows have the same number of 1s, all
the columns have the same number of 1s, and all the sub-matrices Hi,j have the
same column weight of 1 or 2. Since LDPC codes are subject to error floor, the code
parity check matrix column weight is typically 4, or even higher, in order to ensure

Fig. 10.21 Iterative LDPC
decoding
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a sufficiently low error floor (e.g., error floor only occurs below the decoding failure
rate of 10−12) [5]. The regular and cyclic structure of QC-LDPC code parity check
matrix can be leveraged to largely improve its encoder and decoder implementation
efficiency as described below.

10.3.1 LDPC Codes and NAND Flash Memories

Planar TLC NAND has recently pushed for LDPC codes adoption, mainly because
of the very high NAND raw BER. The complexity for tuning LDPC codes to the
NAND characteristics is definitely high. The good thing is that the industry already
paid the price (in terms of R&D) and today LDPC can be leveraged to foster the 3D
evolution (shrink) even more.

A Read operation in the NAND environment is of a hard type by its nature.
Sense Amplifiers translate cells threshold voltages into digital values, “0” or “1”
(Chap. 3). This is the reason why it is not easy to extract a soft information.

In Fig. 10.22, the two VTH distributions represent the two possible cell states:
“0” and “1” (assuming SLC NAND). When distributions overlap, errors pop
up. A hard decision decoder reads all the positive values as 0 and the negative ones
as 1, so that the overlap area in the figure represents the NAND raw BER. However,
A and B are very different errors, because A is a little positive, while B is far away
from 0. It’s like saying that B is much more likely to be an error than A. By
exploiting the exact value of A and B, the decoder can have a better starting point.
This is the so called soft information and it is measured by the Log Likelihood Ratio
(LLR).

The LLR for a particular value x is the logarithmic ratio between the probability
that the bit x was a 0 given the read value y, and the probability that the bit x was a 1
given the read value y. Given this definition, LLR can be written as:

LðuiÞ ¼ log
Pðui ¼ 0jyÞ
Pðui ¼ 1jyÞ
	 


ð10:40Þ

With NAND it’s not possible to know the exact value of the threshold voltage
VTH. As an approximation, each overlap area is split in a number of slices, by
moving the reference voltages. Figure 10.23 shows a MLC NAND where each
overlap area is split in 4 slices, so that each bit (LSB and MSB) is read with 3 soft
bits. The higher the number of soft bits, the more accurate the information is. This
technique has a cost because each bit has to be read 3 times (in this example).
Basically, soft information is asking for read oversampling.

In order to maximize the return on soft information, it is necessary to carefully
understand how to move each read reference voltage, and how many times, since
each additional read increases the latency.

The interaction between LDPC and NAND Flash is illustrated in Fig. 10.24.
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Fig. 10.22 Threshold voltage distributions in SLC NAND flash

Fig. 10.23 Soft reads in MLC NAND flash

306 A. Marelli and R. Micheloni

Micron Ex. 1008, p. 318 
Micron v. YMTC 
IPR2025-00119



10.3.2 LDPC Code Encoding

In the context of LDPC encoder design, the most straightforward approach is to
multiply the information bits with the dense generator matrix derived from the
sparse parity check matrix. The density of the generator matrix together with a large
code length make the parallel implementation of generator matrix-vector multipli-
cation impractical due to very high implementation complexity [19]. Hence, a
partially parallel encoder implementation is a must. However, for general non-QC
LDPC codes randomly constructed, their dense generator matrices may not have
any structural regularity that can be used to develop efficient partially parallel
encoder architecture. For QC-LDPC codes, partially parallel encoder design
becomes much more affordable. Let’s assume that the QC-LDPC code parity check
matrix is a m × n array of circulants, and each circulant is p × p. In the simplest
scenario, the matrix has a full rank of m � p. We assume that code parity check
matrix can be column-wise permuted so that the following sub-array has a full rank
of m � p:

Fig. 10.24 Soft LDPC in the NAND context
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H1;n�mþ 1 H1;n�mþ 2 � � � H1;n

H2;n�mþ 1 H2;n�mþ 2 � � � H2;n

..

. ..
. . .

. ..
.

Hm;n�mþ 1 Hm;n�mþ 2 � � � Hm;n

2
6664

3
7775 ð10:41Þ

Let’s also consider a systematic encoding, i.e. the first (n – m) � p bits in each
codeword are the information bits, and the first (n − m) � p columns of the parity
check matrix correspond to the (n − m) � p information bits. Hence, the corre-
sponding generator matrix has the following form:

G ¼
I O � � � O G1;1 G1;2 � � � G1;m

O I � � � O G2;1 G2;2 � � � G2;m

..

. ..
. . .

. ..
. ..

. ..
. . .

. ..
.

O O � � � I Gn�m;1 Gn�m;2 � � � Gn�m;m

2
6664

3
7775 ð10:42Þ

where I and O represent identity p × p matrix and zero p × p matrix. Being G the
generator matrix, it must satisfies H � GT = 0, which clearly suggests that each Gi,j

should also be a p × p circulant.
The generator matrix-vector multiplication for QC-LDPC encoding can be

carried out in a partially parallel manner by leveraging the inherent cyclic structure
of the generator matrix (Fig. 10.25).

If the matrix H is not full rank, the code is semi-systematic. In other words, the
matrix G is shown in Eq. (10.43),

Fig. 10.25 LDPC encoding
with a full-rank matrix
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G ¼

I G1;1 � � � G1;z

I G2;1 � � � G2;z

. .
. ..

. ..
.

I Gn�z;1 � � � Gn�z;z

0 0 � � � 0 Q1;1 � � � Q1;z

..

. ..
. ..

. ..
.

0 0 � � � 0 Qz;1 � � � Qz;z

2
66666666664

3
77777777775

ð10:43Þ

where the part represented by Q is neither systematic nor regular (in size).
The hardware structure is represented in Fig. 10.26. The systematic part is

equivalent to the one of the full-rank H matrix. The grey part is non-systematic and
is not regular since the size of the Qs circulants is not fixed. In addition to that, it is
not easy to make it parallel due to its irregularity.

During read, once decoding stops, it is necessary to multiply the non-systematic
part by Q−1, in order to recover the original data [20].

As discussed, a semi-systematic implementation is much more complex than a
systematic one. When H is not full-rank, a possible workaround is to fix the parity
section. Parity-check matrix H on the parity section is composed by a specific
circulants. Those circulants can be all-zeros circulants so that matrix H won’t be
regular anymore. For more detailed discussions on QC-LDPC code encoder design,
readers can refer to [19, 21, 22].

Fig. 10.26 LDPC encoding without a full-rank matrix
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10.3.3 LDPC Code Decoding

To understand LDPC decoding, one of the key concepts is the extrinsic informa-
tion. Here it is explained through an example [5].

We have a troop of 6 soldiers and each soldier wants to know the total number of
soldiers in the troop. In Fig. 10.27 we have a linear troop. In this case, each soldier
takes the number provided by the neighbour behind, he adds 1, and he transmits the
result to the neighbour in front of him. Soldiers at the edges receive a 0 from the
side without neighbour. For each soldier, the sum of received and transmitted
numbers is equal to the total number of soldiers.

The second troop (Fig. 10.28) is a little more complex, and it requires different
rules to pass the information. Each soldier takes all the numbers from his neigh-
bours, he adds 1, and he subtracts the number passed by the neighbour he wants to
send the message to. For example, the yellow soldier sends 2 + 3 + 2 + 1 − 2 = 6
to the green soldier. Soldiers at the edges receive a 0 from the side without
neighbour. The sum of the number that a soldier receives from anyone of his
neighbours plus the one the soldier passes to that neighbour is equal to the total
number of soldiers. This introduces the concept of extrinsic information. The idea is
that a soldier does not pass to a neighbouring soldier any information that the

Fig. 10.27 Linear troop

Fig. 10.28 Extrinsic
information
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neighbouring soldier already has; in other words only extrinsic information is
passed.

The last troop (Fig. 10.29) contains a cycle. The situation is unsolvable: no
matter what counting rule one may devise, the cycle represents a type of positive
feedback, both in clockwise and counter-clockwise direction, so that the messages
passed within the cycle will increase without bound. This shows that the message
passing on a graph cannot be claimed to be optimal if the graph contains one or
more cycles. However, while most practical codes contain cycles, it is well known
that message-passing decoding performs very well, assuming properly designed
codes.

The key innovation behind LDPC codes is the low-density nature of the parity
check matrix, which facilitates iterative decoding. Message-passing decoding refers
to a collection of low-complexity decoders working in a distributed fashion to
decode a received codeword, in a concatenated coded scheme. We can better
understand this sentence by using the crossword-puzzle analogy (Fig. 10.30).

Solving a crossword-puzzle proceeds as follows:

• start with all the horizontal words we know → red circles;
• proceed with all the vertical words we know → blue circles;
• re-start to see if we are able to complete more horizontal words given the

addition of the vertical words of the previous step → green circles;
• re-start to see if we are able to complete more vertical words → magenta

circles;
• keep looping until the crossword-puzzle is completed (or a codeword is found)

and stop when either we are not able to solve it (we fell in error floor) or we are
too tired (we reached the maximum number of iterations).

Belief Propagation algorithm is the best iterative decoding methods for LDPC.
In order to understand it, it might be useful to consider the Tanner Graph of the
parity check matrix (Fig. 10.31).

Fig. 10.29 Soldier formation
containing a cycle
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Fig. 10.30 Crossword-puzzle

Fig. 10.31 Tanner graph of a
LDPC parity check matrix

Fig. 10.32 Check node
processing of LDPC BP
decoding
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During the check node processing phase (Fig. 10.32), each check node has to
compute the values m it has to send to variable nodes it is connected to. Values are
computed according to Eq. (10.44).

mi
j ¼

Y
k2N jð Þnfig

sign r jk
� � � / X

k2N jð Þnfig
/ jr jkj
� �0

@
1
A ð10:44Þ

/ xð Þ ¼ � log tanh
x
2

� �� �
ð10:45Þ

Remembering the soldier example, please note that only the extrinsic informa-
tion is taken into account: in fact, the value mi is computed by using all the values
sent by the variable nodes connected to that specific check node, except variable
node i.

The same idea applies to variable node processing (Fig. 10.33), where value rj is
computed by using all the values sent by the check nodes connected to the variable
node, except check node j. Equation (10.46) is used

r ji ¼ wi þ
X

k2N ið Þnfjg
mi

k ð10:46Þ

where w are the input LLRs.
Values r represent the estimated codeword. At the end of each iteration this word

is multiplied by the transpose of H to check if it is a real codeword. If the result is
null, then r is a codeword and the decoding is finished, otherwise a new iteration
starts.

The formula used for check node processing is a very complex one and it
involves the function tanh, which is sketched in Fig. 10.34.

BP can be approximated with the so-called min-sum decoding algorithm: the
computational complexity can be largely reduced by paying a small decoding

Fig. 10.33 Variable node
processing of LDPC BP
decoding
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performance degradation. The main difference between BP and min-sum lies in the
check node: Eq. (10.44) applies to BP, while the check node processing for
min-sum is described by Eq. (10.47).

mi
j ¼

Y
k2NðjÞnfig

sign r jk
� � � min

k2NðjÞnfig
r jk
�� �� ð10:47Þ

Therefore, the function Φ(x) (i.e. tanh), which is typically implemented as LUT,
is eliminated in the min-sum decoding algorithm. Min-sum can be further opti-
mized, as described below.

Figure 10.35a shows the comparison between values computed via sum-product
(SPA) and values computed via min-sum. Dots on the bisector would mean that
min-sum is a great approximation of sum-product, but this is not the case; even the
average has a different slope. By introducing an attenuation factor α, the approxi-
mation can be much better, as shown in Fig. 10.35b.

In other words, Eq. (10.47) can be computed as

mi
j ¼ a �

Y
k2NðjÞnfig

sign r jk
� � � min

k2NðjÞnfig
r jk
�� �� ð10:48Þ

The attenuation factors could change at each iteration and they must be properly
studied.

Fig. 10.34 Tanh function
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Fig. 10.35 a Comparison
between check node variables
computed with SPA and
min-sum. b Comparison
between check node variables
computed with SPA and
normalized min-sum [25]

Fig. 10.36 LDPC layered
decoding
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Regardless of the specific decoding algorithm, the hardware implementation can
be parallelized by splitting the circulants processing (for both variable and check
nodes), as sketched in Fig. 10.36. This solution is known as “layered decoding”.

Taking again the crossword-puzzle analogy, in the min-sum case we first work
on all horizontal words (check nodes) and only then we switch to the vertical words
(variable nodes). In the layered case, once we have enough information on the
horizontal words (check nodes of one circulant row), we immediately switch to the
vertical words (variable nodes). In this way, the computation on the check nodes of
the second layer (second circulant row) has a much cleaner input (because it doesn’t
use the initial variable node value but the one already computed by the first layer).
Indeed, layered decoding requires much less iterations than standard min-sum.

10.3.4 QC-LDPC Applied to NAND Flash Memories

For Enterprise SSDs, target UBER is 10−16 (Eq. 10.3). Unfortunately, it is not
possible to evaluate LDPC performances without simulations, since there aren’t any
closed formulas like in the BCH case.

In addition to that, LDPC decoding algorithm, because of its iterative nature, has
a big drawback known as error floor [23, 24, 27].

Figure 10.37 shows how the error floor manifests itself: it is basically a change
of the slope at low BER. With BCH it is possible to exactly predict at which BER
the resulting UBER will be 10−16; with LDPC we don’t know at which BER the
error floor will appear and its slope. The only certainty is that it will appear.

Fig. 10.37 Error floor
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It is still a mystery why error floor pops up. Nowadays, mathematicians think
that it is due to trapping sets. Once the decoder is trapped in a trapping set, values
of the variable nodes corresponding to some of the wrong bits become bigger and
bigger as decoding proceeds; in other words, at some point, it becomes almost
impossible for the decoder to revert its decision. The decoding will reach the
maximum number of allowed iterations without finding a codeword.

Because there are 3 different types of trapping sets (Fig. 10.38), the output of the
decoder might be:

• a codeword containing few constant errors;
• a codeword containing a random number of errors;
• a codeword that contains a periodical number of errors.

The last one is very dangerous because a codeword with 6 errors can have 200
errors after decoding!

Going back to the simulation topic, software simulations are not a viable solution
to reach a UBER of 10−16; hardware co-simulations are a must. A single FPGA can
run few hundred million codewords per day, and this acceptable only if the target
FER is in the range of 10−6.

On the other hand, because of error floor, it is not possible to approximate the
graph below FER of 10−6 with a simple straight line. Bottom line, enterprise
applications ask for simulations of not less than 1013 codewords. One FPGA would

Fig. 10.38 Different kind of trapping sets [26]
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need 100,000 days of simulations! This is why networks of FPGAs are the only
practical solution to this problem [24].

It is worth highlighting that it is important to run the “correct” simulations. In
fact, each parameter change requires a different simulation. For example, it is not
possible to extract the soft error floor from the hard error floor. For the same reason,
the min-sum decoding error floor can’t be used to deduce the floor for the nor-
malized min-sum.

Figure 10.39 shows a comparison between LDPC and BCH on AWGN channel.
NAND VTH distributions are modeled as two symmetric Gaussian distributions,
whose mean values are VTH = −1 and VTH = +1, respectively. In this model the
NAND raw BER is represented by the variance σ of the distributions.

In order to understand the actual performances of a specific LDPC code, it is
fundamental to make simulations based on data extracted from silicon.

Data read from NAND Flash memories are always either a 0 or a 1, as already
explained in Sect. 10.3.2. Therefore, the starting point is always hard decoding; if it
fails, soft decoding takes over and we need to:

• Re-Read in order to get reliability info for each single bit;
• Map each bit to a LLR value;
• run soft simulations.

Re-Read strategy is described in Sect. 10.3.2: basically, the read reference
voltage is shifted, and one or more additional Read operations are performed to
understand where bits are located within the voltage distribution.

Fig. 10.39 QC-LDPC versus
BCH for 2-bit/cell NAND
flash memory [12]

Table 10.1 Example of LLR
values for soft decoding

Value read from NAND flash

1st read 2nd read (re-read) LLR

0 0 +7

0 1 +1

1 0 −1

1 1 −7
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Each Re-Read operation returns a sequence of 0s and 1s, which can be coupled
to the sequence of the previous Read, as shown in Table 10.1.

The LLR sign indicates whether the bit of the 1st Read is more likely to be a 0 or
a 1; the magnitude indicates the confidence level associated to the 1st Read. Let’s
look at a couple of examples: “+1” indicates that we have read a 0 but we are not
that confident, while “+7” indicates that we have read a 0 and we are pretty sure
about this bit to be correct.

Once each bit of the transmitted message has been mapped to an LLR value, this
value is the input for soft decoding simulations, which are used to build curves like
the one shown in Fig. 10.19.

To sum up, despite all the challenges related to error floor and soft information,
LDPC can successfully be utilized to boost ECC performances, and it is definitely
the most promising solution for 3D NAND Flash memories, especially when
looking at TLC and QLC storage.
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Chapter 11
Advanced Algebraic and Graph-Based
ECC Schemes for Modern NVMs

Frederic Sala, Clayton Schoeny and Lara Dolecek

In this chapter, we discuss advanced error-correcting code techniques. In particular,
we focus on two complementary strategies, asymmetric algebraic codes and
non-binary low-density parity-check (LDPC) codes. Both of these techniques are
inspired by traditional coding theory; however, in both cases, we depart from
classical approaches and develop new concepts specifically designed to take
advantage of inherent channel characteristics that describe non-volatile memories.

We focus, in particular, on modern flash devices, including multi-level and 3D
flash technology. Flash is a phenomenally popular technology; the attention it has
received has led to numerous process innovations. As a result, current implemen-
tations of flash, such as 3D flash, contain vast numbers of tightly-packed transistors.
Flash cells suffer from a variety of physical issues, including interference/crosstalk
(stronger in certain dimensions compared to others due to the packing design
parameters in 3D flash), read and write disturbs, charge leakage, and many others.
These complex effects are poorly modeled by traditional channels and the resulting
errors are not well handled by traditional coding schemes; we must look towards
novel approaches. We select two distinct, opposite points of attack. The first is
improving on classical algebraic codes, which offer known, efficient encoding and
decoding algorithms and are suitable for inexpensive, efficient devices with mild
error tolerance requirements. The second is improving on cutting-edge non-binary
LDPC codes, which have among the very best error-correcting ability of all known
coding schemes, at the cost of more complex encoding and decoding circuitry.
Additionally, new algebraic codes are particularly suitable for hard-read channels
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whereas LDPC codes are most beneficial for soft-read channels. The two coding
approaches thus target the opposite ends of the flash quality/cost tradeoff curve.

In the case of algebraic codes, we discuss a set of code constructions which rely
on traditional symmetric codes, such as BCH codes, as building blocks. The final
result is a family of codes specifically tailored towards asymmetric channels, such
as the triple-level cell (TLC) flash data storage channel, which can be deployed in
both 2D and 3D flash. We introduce a variation of these codes which can handle a
type of very specific flash errors, along with codes suitable for the dynamic
thresholding scheme, which is effective for non-volatile memories. For a subset of
our techniques, we quantify the offered improvements on data sets measured from
real flash devices.

In the case of LDPC codes, we present design and optimization techniques that
result in non-binary LDPC codes with lowered error floors. The error floor is an
effect which reduces the improvement in the output error rate of iteratively-decoded
LDPC codes as the input SNR increases; this effect occurs for high SNRs, limiting
the applicability of LDPC codes for high-reliability applications, such as flash. In
order to resolve this problem, we identify certain subgraph objects, called absorbing
sets, which occur in the Tanner graph structure of the LDPC code and contribute to
the error floor. We characterize these objects for the non-binary LDPC case and
present an algorithm to remove the smallest absorbing sets. Here too, the resulting
code construction is tailored for an asymmetric channel. The power of the technique
is illustrated for a series of non-binary LDPC codes, including the practical
quasi-cyclic (QC-LPDC) codes.

11.1 Asymmetric Algebraic ECCs

One of the most interesting features of real-life memory channels is their asym-
metry; that is, the fact that not all errors in such channels occur with equal prob-
ability. For example, the channel induced by a multiple-level flash storage device
has a vastly higher chance of inducing an error between the erased state and a
non-erased state compared to that of errors between two non-erased states.

Traditional coding theory largely does not concern itself with these asymmetries.
The binary symmetric (BSC) and binary erasure (BEC) channels are the most
frequently studied discrete channels while the additive white Gaussian noise
(AWGN) channel is the most used continuous channel. None of these channels
model asymmetries beyond the particular channel parameters. As a result, in order
to apply tools from traditional coding theory to real-life situations, a symmetric
channel is selected based on the worst-case error. This conservative approach
allows for a safe margin.

On the other hand, such approaches are also wasteful for asymmetric channels,
since a large amount of the strength of the code is then applied towards correcting
errors which are rare. This unneeded strength results in a lower-than-necessary code
rate, wasting energy or storage capacity. Conversely, if the code rate is kept
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constant, it would be more effective to place the code’s power into correcting
frequent errors, thus improving the overall error probability of the system. This
concept of coding for asymmetries is illustrated in Fig. 11.1.

In the remainder of this section, we discuss asymmetric error-correcting codes.
We formalize the intuition presented in the previous discussion. As described
earlier, we focus especially on the case of data storage in flash. In fact, data sets
collected from production flash devices are available. Since encoders and decoders
for algebraic codes are easy to specify and implement, we can test our proposed
codes directly on the real data (rather than perform simulations using synthetic
data).

11.1.1 Graded-Bit-Error Correcting Codes

We begin by considering the TLC (triple-level cell) flash channel, which, until very
recently, was the most advanced and dense flash technology. Despite the name
given to these devices, each cell has eight possible charge levels and thus represents
three bits of information. The organization of flash devices places each of these
three bits on a different page; pages are themselves collected as blocks, which are
further organized into planes [1].

This organization allows us to model the TLC flash channel in two natural ways.
First, looking at each cell separately, we may view the cell as an 8-ary channel, as
each cell has eight possible states. Secondly, we may view each bit separately, since
these bits are placed on different pages. In this case, the cell can be modeled as three
independent binary channels.

Fig. 11.1 The left diagram represents a packing of traditional Hamming spheres that are agnostic
to the error distribution. The right diagram represents a packing of spheres that are designed with
the error asymmetry in mind. The black dot at the center of each sphere represents the codeword,
and the red dots represent the most likely erroneously received words. By targeting the specific
error distribution, we can pack more asymmetric spheres than symmetric spheres, which translates
into a higher code rate. Note that this is a simplified illustration of n-dimensional spheres
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In the case of the 8-ary channel, we may apply non-binary codes. We can use the
statistics of the 8-ary channel to estimate the number of errors expected in a block
of cells. Using this information and a target error rate, we can select an appropriate
code, such, as for example, a code from the 8-ary BCH code family. Similarly, if we
view the cell as three independent binary channels, we can select three binary
codes, such as three binary BCH codes, based on the error probability of each
channel.

It turns out, however, that neither of these approaches is suitable. An [n,k,t]8
BCH code (t-error-correcting 8-ary code of length n and dimension k, e.g., con-
taining 8k codewords) corrects any t 8-ary errors. For example, an error between
states 2 and 6 (a 2 → 6 error) can be corrected just as well as a 1 → 2 error.
However, our channel produces vastly more 1 → 2 errors. In particular, most errors
are only in one bit of the three-bit binary representation of each 8-ary state.

To illustrate this idea, we present the most frequent errors that occurred on a
TLC flash chip over 5000 program/erase (P/E) cycles of operation. Comparing the
programmed and errored state for the most frequent errors indeed confirms that
most errors occur only in a single bit of the three-bit triplet (Table 11.1).

Table 11.1 Most frequent
errors measured in a TLC
flash device (3-bit cells)

Programmed state Errored state Fraction of errors

000 010 0.2467

000 001 0.2444

111 101 0.0820

111 110 0.0807

000 100 0.0669

011 001 0.0556

100 110 0.0550

011 010 0.0547

100 101 0.0540

111 011 0.0217

The left column gives the intended, programmed state of the cell;
the middle column shows the result, which contains an error. The
right column gives the fraction of total errors caused. Note that
each of these 10 most popular errors contain only one bit in error

Fig. 11.2 Distributions for different voltage levels in a TLC (3-bit/8-state) cell. The 3-bit
representations rely on a Gray code
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The reason for this is explained by Fig. 11.2: the 3-bit binary representation of
the levels is based on a Gray code, so that going from one consecutive state to the
next only changes a single bit. We conclude that the ability to correct many 2 → 6
errors is an inefficiency in the code.

In the binary case, there is a similar problem. As can be predicted from the fact that
the three binary channels are really all operating in a single cell, the channels are not
independent. In this case, assuming independence underestimates the number of errors
where more than one of the bits is in error. That is, errors such as e = (1,1,0) and
e′ = (1,0,1) (here each non-zero value in a triplet represents an error in one of the three
bits) are under-represented. In fact, in our TLC device, we measured that the fraction of
errors that have 2 bits in error is 0.0314 and the fraction with 3 bits in error is 0.0069.
These quantities are far too large to have been produced if the probability of error
among each of the pages was independent. Nevertheless, the separate binary code
approach is a more accurate model compared to the 8-ary channel.

How can we design a code tailored to specifically deal with such error patterns?
First, as shown in the table above, we can profile the channel to discover how many
errors are typically single-bit errors and how many are multiple-bit errors. We then seek
to introduce a code which corrects errors with precisely these ratios. We detail this
notion in the following.

Definition 1 Let t,v > 0. Then, a vector e = (e1, e2, …, en) over (GF(2)
m)n is called

a [t;v]-bit error vector if it satisfies the following two properties:

1. wt(e) = |{i : ei ≠ 0}| ≤ t, and
2. for all i, wt(ei) ≤ v.

Definition 2 Let 0 < v1 < v2 ≤ m and t1, t2 > 0. A vector e = (e1, e2, …, en) over
(GF(2)m)n is a [t1, t2; v1, v2]-graded bit error vector if it satisfies the following
properties:

1. wt(e) = |{i : ei ≠ 0}| ≤ t1 + t2,
2. for all i, wt(ei) ≤ v2, and
3. |{i : wt(ei) > v1}| ≤ t2.

In the previous definitions, wt() refers to the Hamming weight of the vector (the
number of nonzero components in this vector). The basic idea is to introduce a more
refined version of the usual definition of error vectors. Rather than simply counting
the number of nonzero components, we classify them according to how many bits
are in error as well. The first definition is particularly suitable for the case where all
errors involve only a small number of bits. The second definition is more flexible: it
enables us to profile errors as involving some number of errors in few bits and a
(normally smaller) quantity of errors in a larger number of bits. Next, we define
codes which are capable of correcting such error patterns:

Definition 3 Let v, t > 0. Then, a code C is a [t;v]-bit error correcting code if it is
capable of correcting every [t;v]-graded bit error vector.
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Definition 4 Let 0 < v1 < v2 ≤ m and t1, t2 > 0. Then, a code C is a [t1, t2; v1, v2]-
graded-bit error correcting code if it is capable of correcting every [t1, t2; v1, v2]-
graded bit error vector.

To see how these definitions work (and how they apply to our asymmetric TLC
flash channel), consider the following example. We store vectors of length n, where
each element is a 3-bit vector. For the sake of this example, we take n = 7. Say we
store the vector

x ¼ 000 110 010 101 000 111 000ð Þ:

After some time, we read back the stored data as

y ¼ 111 110 110 101 010 111 010ð Þ:

We can conclude that the error vector was

e ¼ 111 000 100 000 010 000 010ð Þ:

We can classify this error vector as a [3,1; 1,3]-graded-bit-error vector. There are
a total of 3 + 1 = 4 cells in error (4 triplets that are not all 0). Of these four, three
have only one bit in error, while the remaining has three bits in error. Based on this,
we can take v1 = 1, v2 = 3, and t1 = 3, t2 = 1.

Observe how this classification differs from the much more coarse error defi-
nition used by BCH codes. In the case of an 8-ary BCH code, we would simply
record that there were 4 errors, not distinguishing between the single-bit and
multiple-bit errors.

Next, our goal is to introduce graded bit error-correcting code constructions. As
we will see, an operation from linear algebra known as the tensor product is a
crucial ingredient in these constructions. The tensor product is an operation on
matrices defined as follows. Let us say that A is a matrix in Rm×n and B is a matrix
in Rp×q. Then, the tensor product A ⊗ B is defined as

A	 B ¼
a11B � � � a1nB
..
. . .

. ..
.

am1B � � � amnB

2
64

3
75:

In other words, A ⊗ B is an mp × nq block matrix where each of the elements
of A is (scalar) multiplied by the matrix B. This operation has many important
properties in mathematics and physics. In coding theory, it was first used by Wolf to
produce a construction of [t;v]-bit error correcting codes [2]:

Construction 1 Let CA be a code with a parity check matrix given by
HA = H2 ⊗ H1, where H1 is the parity-check matrix of a binary [m,k1,v]2 code C1,
and H2 is the parity-check matrix for a [n,k2,t]d code C2, where d = 2m−k1. Then,
CA is a [t;v]-bit error correcting code.
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We can provide a simple example of such a code construction. For C1, we use
the Hamming code [3,1,1]2, which has parity check matrix

H1 ¼ 1 0 1
0 1 1

	 

:

In other words, we will use as one of our two constituent codes the binary 3-bit
repetition code with codewords {000,111}. Next, we can select a different code for
C2. Note that this code, in our case, must be over GF(4), since our final output must
be over GF(8), according to our requirements for TLC flash cells. Since we require
a code over GF(4), we let α be a primitive element over this finite field. Then, we
can take C2 to be a [4,2,1]4 code, which also corrects one error:

H2 ¼ 1 0 1 1
0 1 1 a

	 

:

Then, it is not hard to see that the resulting matrix is

HA ¼ 1 a a2 0 0 0 1 a a2 1 a a2

0 0 0 1 a a2 1 a a2 a a2 1

	 

:

Of course, it is possible to take the binary image of this GF(4) matrix:

HA ¼
1 0 1 0 0 0 1 0 1 1 0 1
0 1 1 0 0 0 0 1 1 0 1 1
0 0 1 1 0 1 1 0 1 0 1 1
0 0 1 0 1 1 0 1 1 1 1 0

2
664

3
775:

Since H1 and H2 are parity-check matrices for single-error correcting codes with
the desired properties, we expect CA (with parity-check matrix HA) to be a [1;1]-bit
error-correcting code. This is indeed the case: we observe that the columns of HA

are all distinct, so that therefore, an error vector with a single bit in error can be
corrected. Moreover, if we group the 12-bit long codewords in CA into 4 groups of
3 bits each, we regain the GF(8) interpretation of the code.

More recently, a construction for the more refined graded-bit-error correcting
codes was introduced [3]. This construction relies on the tensor product operation
as well; however, the construction is somewhat more sophisticated:

Construction 2 Let CB be a code with a parity check matrix given by

HB ¼ H2 	 H3

H4 	 H5

	 

:

Here, we have C1 a [m,k,v2]2 binary code with parity-check matrix H1. Let
r = m − k. We take H1 to be such that the top r3 rows of H1 are a parity-check
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matrix for an [m,m − r3,v1]2 code for some r3 < r. This code will be called C3 (with
parity-check matrix H3). We let H5 be the submatrix of H1 including the bottom
r5 = r − r3 rows of H1. Finally, we let H2 be the parity-check matrix for a 2r3-ary [n,
k2,t1 + t2]d code C2 (d = 2r3) and H4 to be the parity-check matrix for a 2r5-ary [n,
k4,t2]f code C4 (f = 2r5).

Then, CB is a [t1,t2;v1,v2]-graded bit error correcting code of length n.
Let us see how the decoding works for this type of code. For the code CB, we

introduce the decoder DB which takes as an input a vector y = c + e, with c a
codeword in CB and e a [t1,t2; v1,v2]2

m-bit error vector. The output here is an
estimate e′ of the error vector e (note that we use a slightly abnormal convention
where the output is the error estimate rather than an estimate of the transmitted
codeword. The codeword estimate can be computed as c′ = y − e′). Then, the
decoder DB operates in the following way. Each of the other Di are the decoders for
the corresponding codes Ci.

1. Form the vectors (s1
0,…,sn

0) from the decoder D2(H2 � (H1′ � y1T,…, H1′ � ynT)T).
2. Set the error e* to be (D1′(s1

0),…,D1′(sn
0)).

3. Set the codeword y′ to be y + e*.
4. Compute (s1′,…,sn′) from D2(H2 � (H1′ � y1′T,…,H1′ � yn′T)T).
5. Set (s1″,…,sn″) to be D3(H3 � (H1″ � y1′T,…,H1″ � yn′T)T).
6. Set I to be {i : (si′,si″) ≠ (0,0)}.
7. Let y″ satisfy yi″ = yi if i is in I and yi″ = yi′ if i is not in I.
8. Set (s1

1,…,sn
1) to be D3(H3 � (H1″ � y1″T, …, H1″ � yn″T)T).

9. e = (e1,…,en) where ei = ei* if i is not in I and otherwise ei = D1(si
0,si

1).

The basic idea here is to first correct the errors with fewer bits in error. Of
course, some errors have too many bits in error, so they will be miscorrected (but
only to at most weight v1 + v2). Next, we detect which errors are the miscorrected
ones, and correct them as well.

We also note that all of the non-trivial operations in the decoding procedure are uses
of the decoding functions D1, D2, D3. Moreover, each of these operations is performed
at most twice. Therefore, the overall decoding complexity is a small constant factor
times the complexity of the worst (in terms of complexity) constituent code. So, for
example, if we use BCH codes as our constituent codes, our overall decoding algorithm
has complexity roughly twice as large as the largest constituent BCH code.

As mentioned, we can test the proposed graded-bit error-correcting codes on
actual data collected from TLC flash devices. The data was collected in the fol-
lowing way: random data patterns are written to the device, filling each block. This
procedure is repeated for 5000 program/erase (P/E) cycles; each 100 cycles, the
data is read back for errors [1].

The comparisons were performed against other BCH codes with the same rate
and length. In the three plots in Fig. 11.3, codes had lengths of 4096, 8192, and
16,384, respectively. The purple curve in the bottom figure, for example, indicates a
graded bit error correcting code with parameters [t1,t2; v1,v2] = [242,8; 1,3]. The
red curves represent 8-ary BCH codes. The blue curves represent (identical) binary
BCH codes used to protect each of the 3 bits in the cell separately. The black curves
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represent three binary BCH codes (with different parameters) selected to optimize
the error rate on each bit separately. For our graded bit error-correcting code
constructions, we also selected BCH codes as our underlying constituent codes, so
that the final parity check matrix HB is produced by stacking the tensor products of
parity check matrices of BCH codes.

Fig. 11.3 Page error rates
(PERs) for codes of with
approximately the same
length (4096, 8192, and
16,384 bits, respectively) and
rate tested using data
collected from TLC flash
devices after varying numbers
of program/erase cycles. The
red, blue, and black curves
use BCH codes (non-binary,
identical binary over the
separate pages, and differing
binary codes over the separate
pages, respectively.) The
purple curves show our
graded-bit error-correcting
code construction. As can be
seen, our asymmetric
construction results in no
errors (perfect operation) until
much later in the device
lifetime compared to
traditional codes
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As can be seen, using graded bit error-correcting codes allows for no errors at all
on the measured data until late in the device lifetime (past 3000 P/E cycles). After
this point, these codes perform as well or better than the separate binary BCH
codes. Meanwhile, the 8-ary symmetric scheme has by far the worst performance.

We must point out that this is not the limit of what can be accomplished by the
use of asymmetric codes tailored to handle specific error patterns. We have
observed several other types of errors as well [4]. In the case of TLC flash, a careful
study of the error patterns indicates that cells can be broadly divided into reliable
and unreliable cells, where the unreliable cells are vastly more likely to be in error.
In the case of the data set we examined, we noted that a specific set of roughly
65,000 cells (forming approximately 0.05 % of the total number of cells) resulted in
more than 50 errors each across the 5000 P/E cycles from the test. In other words,
about 10−4 of the cells account for more than 10 % of the errors.

What is the behavior of these unreliable cells? We observed that the cells produce
these errors specifically when they are programmed to a higher voltage level. TLC cells
have 8 possible voltage levels; frequent errors occurred when the unreliable cells were
programmed to levels 4–7 (but not levels 0–3). Therefore, it is desirable to introduce a
code that has the same features as the graded-bit-error-correcting codes previously
discussed while also avoiding programming the unreliable cells to dangerously high
levels.

Fortunately, this turns out to be possible. We restrict ourselves to the specific
case of TLC flash, which means that we wish to create a code in GF(8), or,
equivalently, a binary code of length 3n. Of course, a similar construction can be
created for more general cases as well.

Before we proceed, let us introduce an auxiliary code construction, known as
“stuck-at” error-correcting codes. First, let the operation ◦: GF(2)m × GF(3)m to GF
(2)m be defined so that b = a ◦ s, where bi = si if si < 2 and bi = ai, otherwise. Pj is
defined as the set of all vectors s = (s1, …, sm) in Pj so that |{i : si < 2}| ≤ j. Then,
stuck-at error-correcting codes are defined in the following way:

Definition 5 For positive integers m,k,t,j, a [m,k,t,j]2 binary code C is a linear code
of length m and dimension k over GF(2) with encoding and decoding maps EC and
DC such that

1. For all s in Pj and any message h, EC(h,s) ◦ s = EC(h,s), and
2. For any error vector e in GF(2)m with wt(e) ≤ t, DC(EC(h,s) + e) = h.

The idea behind Definition 5 is that even if a particular subset of cells is stuck
(the subset has size at most j), the stuck-at error-correcting code C can still recover
from errors. As we will see, we can use these types of codes as a building block for
our construction; we adapt the stuck-at-error behavior to limit the levels of our
target cells.

Next, we introduce our goal codes:

Definition 6 Let n,k,t1,t2,j be positive integers where j,t1,t2 < n. Then, a [3n,k,t1,t2,
j] dynamic bit-error-correcting code C is a binary linear code of length 3n and
dimension k that is capable of correcting any [t1,t2]-bit-error vector. There is an

330 F. Sala et al.

Micron Ex. 1008, p. 342 
Micron v. YMTC 
IPR2025-00119



additional constraint: if we write a codeword in C as c = (c1,c2, …, cn), where each
ci is an element in GF(8), then, given a set I of size at most j, ci ≤ 3 for all i in I and
all codewords c in C.

Definition 6 matches Definition 4 from our previous discussion, but adds the
requirement that a particular subset of cells is programmed to low levels only.
Therefore, we introduce a construction that builds on Construction 2 and adds a
corresponding constraint. Let us also use a simple map from elements in GF(4) to
binary vectors of length 2 (again, α is a primitive element in GF(4)):

CðaÞ ¼ 0;1ð ÞT; C a2
� � ¼ 1;1ð ÞT; C a3

� � ¼ 1;0ð ÞT; and Cð0Þ ¼ 0;0ð ÞT:

Construction 3 Let H1 = (α α2 α3) and H2 = (1 1 1), where H1 is a matrix in GF
(4)1×3 and H2 is a matrix in GF(2)1×3. Let H3 be a parity check matrix for a [n,k3,
t1 + t2]4 code C3. Also, let H4 be a parity check matrix for a [n,k4,t2,j]2 stuck-at-error
correcting code (as introduced in Definition 5). Then, a parity check matrix for a
[3n,2k3 + k4,t1,t2,j]2 dynamic bit-error-correcting code of length 3n is given by

H ¼ CðH3 	 H1Þ
H4 	 H2

	 

:

The basic idea here is to slightly modify our previous graded-bit error-correcting
construction (Construction 2) by forcing the use of a stuck-at error-correcting code
construction. Rather than use it to specifically correct stuck-at errors, we do almost
the reverse. The construction allows for mapping a message to one of several
possible codewords, in order to deal with the stuck-at behavior. We take advantage
of this by selecting the codeword where our unreliable cells are at lower levels.

For the case of our dynamic bit-error correcting codes, too, we can perform
simulations to show the advantages of such codes. We perform the comparison
against graded bit-error correcting codes (which lack the specific constraint of
avoiding high levels in unreliable cells) and other previously mentioned codes,
including various BCH codes.

In Fig. 11.4, the page error rates (PERs) are shown for codes of lengths 4096,
8192, and 16,384, respectively. As before, the lengths and rates of the codes
compared against are the approximately equal. The same code constructions are
shown as before; the green curve shows the new dynamic-bit-error code con-
struction. Exactly 2 unreliable cells were forced to lower levels in the top two plots,
while 4 unreliable cells were used in bottom plot. The purple curve shows the
graded-bit error-correcting codes. The other curves are the same types of codes used
for comparison in the previous sections.

Note that the dynamic-bit error-correcting codes have the best overall PER,
while still not exhibiting any errors until very far in the lifetime of the device. The
additional asymmetry of these codes (compared to the graded-bit error-correcting
codes) has granted us an additional half an order of magnitude in PER performance.
Therefore, we have the best of both worlds: codes with very good PERs, which do
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not allow for any errors at all until late in the operative lifetime of the flash devices.
We have successfully taken advantage of asymmetry to produce codes which are a
dramatic improvement over traditional, symmetric codes.

Fig. 11.4 Page error rates
(PERs) for codes of with
approximately the same
length and rate tested with
data collected from TLC flash
devices after varying numbers
of program/erase cycles. As
before, the red, blue, and
black lines show varying
BCH-based code
constructions. The purple
curve shows the graded
bit-error correcting code
construction. The green
curves are the new
dynamic-bit error-correcting
codes, which continue to
show no errors until late in the
device lifetime, but also offer
an additional half-magnitude
improvement in overall PER
over the graded construction
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11.1.2 Dynamic Thresholds

Another particularly interesting feature of the flash channel is the fact that it is
time-varying. The longer the period of time between data write and data access
operations, the higher the probability of read error. This property is due to certain
physical effects acting on flash transistors. For example, over time, the electrons
trapped on the floating gates of flash cells will leak out, escaping these gates. The
errors caused by such effects are therefore inherently asymmetric.

In addition to these asymmetries, the time-varying character of the channel is
also not considered or exploited by traditional coding techniques. Recall that flash
devices work in the following way: the amount of charge on the floating gate is
measured and compared to a set of thresholds. The result of this comparison
determines the discrete value read out from the device. The thresholds used are
traditionally fixed and permanent, ignoring the degradation of the channel over
time. Although these fixed thresholds may be suitable for the channel at a particular
period of operation, they often prove to be inefficient for differing retention periods.

One solution to this problem is to introduce dynamic thresholds, which can be
changed over time. Although there are many ways to accomplish this task, there is a
particularly simple approach. We set the thresholds in such a way that the distri-
bution of the values in a block of cells is identical when being read as it was upon
write [5, 6]. In other words, we use this distribution of values as side information.

Let us formalize this idea. Say that we have a block x = (x1,x2,…, xn) of n cells
that can take on any of the q values (0,1,…, q − 1) each. In TLC flash, as in our
previous discussion, q = 8. Now, some time passes and the written values have
become the real values v = (v1,v2,…, vn). We have the thresholds t = (t1,…, tq−1),
which we use to read v in the following way: the output y = t(v) is given by

yi ¼ a; if ta � vi � taþ 1;

where we take t0 to be negative infinity and tq to be positive infinity.
Now, let us denote by k = (k0,…,kq−1) the distribution of values in x. That is,

ka = |{i | xi = a, 1 ≤ i ≤ n}|. Thus, for example, x = (1,0,0,3,1,1,1,2) has k
(x) = (2,4,1,1), since x has 2 values of 0, 4 values of 1, and so on.

Then, we can define dynamic thresholds in the following way:

Definition 7 A threshold vector t is a dynamic threshold if

k yð Þ ¼ k t vð Þð Þ ¼ k xð Þ:
For example, say that the vector x above was written, and the real charge values

are given by

v ¼ 1:2;0:2;0:6;2:3;1:1;1:0;1:3;2:2ð Þ:
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Then, if we use the fixed threshold t1 = (0.5,1.5,2.5), we would read the output

y1 ¼ t1 vð Þ ¼ 1;0;1;2;1;1;1;2ð Þ;

with errors in the third and fourth positions. However, t1 is not a dynamic threshold:
the distribution of y1 is k(y1) = (1,5,2,0), which is not equal to k(x) = (2,4,1,1). Let
us instead select a dynamic threshold td = (0.7,2,2.25). Then, we correctly read

yd ¼ td vð Þ ¼ 1;0;0;3;1;1;1;2ð Þ:

Of course, dynamic thresholds do not guarantee that the read sequence is
error-free. However, they reduce error rates, since to yield an error, two components
(with differing initial values) must have their values switched relative to each other.
For example, if we have xi < xj, we must have vi > vj to cause an error. This event
occurs with lower probability in comparison to simply requiring xi < txi, which is
sufficient for an error in the fixed threshold case.

An illustration of this claim is in Fig. 11.5, where we simulated the degradation
of the channel with the passage of time by modeling flash cells as Gaussians with
increasing standard deviation over time. We then simulated a block of 105 cells by
writing random values and reading back for errors using dynamic thresholds versus
fixed thresholds. As the standard deviation of the Gaussians modeling the flash
channel increases, the dynamic threshold scheme yields a much slower growth in
error probability.

This type of simulation offers experimental support to the suggestion that
dynamic thresholds outperform fixed thresholds. However, we add a theoretical
comparison as well. Let us say that that N(x,y) is the Hamming distance between
vectors x and y. If y is generated by reading x, that is, y = t(v(x)) is the value read
from v (itself formed by the written values x) using the threshold t, then, we write N
(x,y) as N(t). Let us say also that t* is the optimal threshold in the sense that
t* = mint N(x,y) for some fixed x,y.

Fig. 11.5 Bit error rates
(BERs) in a simple
experiment modeling
multi-level flash cells as
Gaussians with increasing
standard deviations over time.
Blocks contain 105 cells.
Dynamic thresholds and fixed
thresholds were compared; as
can be seen, dynamic
thresholds offer improved
performance versus traditional
fixed thresholds
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We also make the assumption that the maximum possible error magnitude is
given by r, for some r in {0,…, q − 1}. This is a reasonable assumption for flash:
we expect most errors to be of small magnitude, possibly at most 1. With this, we
can say that any dynamic threshold td is quite close to the optimal threshold t*:

N td
� �( rþ 1ð ÞN t�ð Þ:

In other words, any dynamic threshold is at most a constant factor (depending on
the maximum error magnitude) from the optimal threshold. Of course, this optimal
threshold requires knowledge of x itself to compute. This knowledge is not
available when reading: a reliable estimate of x is the goal of the read operation. In
other words, the dynamic threshold offers a practical solution that is quite close to
an unobtainable optimum.

So far we have not discussed how to generate a set of thresholds. This is, of
course, an important practical concern. There are two possible approaches (and a
variety of combinations of the two) available [6]. The first is to use the distributions
of values in blocks as side information.

This side information is then stored elsewhere. For example, we can store these
values in very robust, highly-reliable cells, protected by powerful codes, which can
then be read with fixed thresholds with low risk of error.

Another approach is to store data in constant-weight codewords. These codewords
have a fixed distribution of values. Since the distribution is fixed, it can be hardcoded
into the system from production, bypassing the need to communicate side informa-
tion at all. The tradeoff here, of course, is the fact that constant-weight codes eliminate
certain codewords from being used, yielding a potentially smaller overall rate.

With either approach, we must further protect our system with error-correcting
codes. Dynamic thresholds by themselves will not sufficiently reduce the system’s
error rate to the target rate. This leaves us with the question of what choice of code
to select. We could, of course, use an existing, off-the-shelf code, such as BCH
codes. However, these schemes ignore the fact that dynamic thresholds yield
asymmetric errors, in the same way that asymmetry in 3-bit TLC error vectors are
ignored (leading to our improved tensor product-based constructions.) For example,
a single component error in a vector cannot occur, since this would change the read
codeword distribution, which is not possible with dynamic thresholds by definition.
However, traditional codes cannot take advantage of this idea.

Instead, we can propose specialized asymmetric codes that operate specifically
on dynamic thresholds.

Definition 8 Let a vector x be stored in a system with dynamic thresholds. An error
e that x can experience under dynamic thresholding is called a [t,v]-DT error if
e has at most t non-zero components and if each component has magnitude at most
v. A code capable of correcting any [t,v]-DT error is called a [t,v]-dynamic
threshold error correcting (DTEC) code.

Note that not all [t,v]-error vectors are [t,v]-DT error vectors. For example
(1,0,0,0) is a [1,1]-error vector of length 1, but not a DT error vector, since with
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dynamic thresholds, errors require at least two positions to be non-zero in order to
preserve the distribution of values between x and x + e. In other words, there are
fewer DT-error vectors than there are error vectors in general. Although a con-
ventional error-correcting code can correct DT errors, it also corrects error vectors
which cannot occur with DT errors, which reduces the overall performance of the
code by sacrificing rate for unused error-correction strength.

We introduce a type of asymmetric construction that specifically corrects 2 DT
errors of any magnitude, thus providing an example of a [2,q − 1]-DTEC code
construction:

Construction 4 Let C be a [n,n − 2]q linear block code (of length n and dimension
n − 2) over a field Fq with parity-check matrix given by

H ¼ a1 a2 . . . an
a21 a22 . . . a2n

	 

;

where S = {a1, a2, …, an} is a subset of distinct elements of Fq. Then, C is a [2,
q − 1]-DTEC code if S is a Sidon set (a set with the property that for any four
distinct elements a,b,c,d in S, a + b ≠ c + d).

Note that such a code corrects any 2 errors in dynamic thresholding, while a general
2-error correcting code requires a much larger redundancy. This is the advantage of
custom, asymmetric error-correcting codes. It is possible to modify the previous
construction to yield codes for other values of limited magnitude r smaller than q − 1.

With, this, we have seen a further example of how to take advantage of
asymmetries in order to introduce superior algebraic error-correcting codes.

11.2 Non-binary LDPC Codes

Next, we switch our focus from algebraic codes to graph-based codes. Graph-based
codes have a nice advantage over algebraic codes, since it is possible to decode using
soft information. In other words, graph-based code decoders can take as inputs
fractional (rather than integer) values. Algebraic codes, however, lack this ability.
The use of soft information is particularly important for storage devices such as flash,
since we can perform multiple reads of the data in order to retrieve more accurate
decoder inputs. Soft information thus yields excellent error-correcting performance.
We provide more detail on this concept later on in this chapter.

We are particularly interested in one of the most important class of graph-based
codes, non-binary low-density parity-check (NB-LDPC) codes. LDPC codes were
first introduced in Gallager’s seminal doctoral thesis in the 1960s and rediscovered
during the 90s. Binary LDPC codes have been extensively studied and have found
use in numerous applications.

Non-binary LDPC codes, however, have remained somewhat less well-
understood. An early work by Davey and MacKay [7] showed that non-binary
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LDPC codes offer better performance compared to their binary counterparts. This
performance scales up with the field size parameter. However, this performance
gain comes at the cost of decoder complexity. The initial implantation of the LDPC
belief-propagation decoder for non-binary codes had a complexity of O(q2) for a
field size of q. However, this complexity can be reduced to a more manageable
Oðq log qÞ by an FFT-based decoder implementation. Other techniques for
low-complexity decoding have been proposed, including ones based on linear
programming.

In addition to improved decoder complexity, a large number of constructions for
non-binary LDPC codes have been proposed over the last ten years. The approaches
taken for such constructions vary widely; for example, constructions include
quasi-cyclic codes (some based on geometric approaches), protograph-based codes,
quantum LDPC codes, and many others [8–10]. The proliferation of such improved
works in the non-binary LDPC area of study suggests that such codes are
approaching common, practical application. In general, increasing the code length
of an LDPC code improves its performance; however, there are diminishing returns.
For example, doubling the code length from 1000 bits to 2000 bits typically has a
much greater positive effect on performance than doubling the code length from
100,000 bits to 200,000 bits.

However, before common application of non-binary LDPC codes can become
reality, there is an additional roadblock to handle. This is the so-called LDPC “error
floor”. The terminology reflects the appearance of the bit-error or frame-error rate
versus SNR for LDPC codes. Initially, as the SNR increases, the BERs/FERs
correspondingly improve dramatically; this is the “waterfall regime.” However,
after a certain point, these curves become increasingly flat, entering the error-floor
region. This error floor is a particularly important problem, since many applications
for LDPC codes, such as data storage devices, operate at very high SNRs. For
example, for Flash memory, the desired output FER often exceeds 10−15; this point
lies squarely in the error floor region for many LDPC codes. An illustration of an
error floor is shown in Fig. 11.6.

What causes the error floor behavior? This is an important question that has been
closely studied in the context of binary LDPC codes [11, 12]. We thus focus our
attention on higher performance, non-binary LDPC codes. We begin by explaining
the operation of practical LDPC decoders. In the case of storage devices, for
example, a small number of probes of the underlying device are allowed. If there is
only such probe permitted, we refer to the system as hard-decision. With more than
one read, the system is soft-decision, as shown in the bottom of Fig. 11.7. However,
only a small number of probes are allowed, due to latency issues. Note that an
important problem is setting the reference thresholds (VR1,VR2,VR3 for the
single-read case and VR1,…,VR6 for the two-read case.) A method based on
mutual-information optimization was presented in [13].

As a result of the small number of reads, the continuous channel of the storage
device has been transformed into a discrete channel. Similarly, in a digital system,
the messages are quantized to finite-precision variables. As a result, in practical
systems, decoder behavior ends up resembling that of decoders operating over
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Fig. 11.6 Illustration of the
“error floor” behavior of
LDPC codes. Initially, as the
SNR increases, there is a
sharp downward slope as the
frame error rate
(FER) decreases. However,
this slope eventually levels
off, leading to much smaller
improvement in FER for high
SNRs

Fig. 11.7 Example of reads
in a MLC (4-level) flash
device. Hard decision allows
only one read, and thus only
one output state. For this
reason, there is a single
distinct threshold separating
each state. Soft decision
allows for multiple reads; 2
reads are shown on the bottom
figure. There are many
strategies for where to place
the thresholds VRi

much simpler channels, such as discrete memoryless channels. LDPC codes over
such channels are very well studied.

The majority of this existing research examines the error floors of binary codes.
The error floor is in fact intimately connected to certain objects in the graph
structure of the LDPC code. This graph structure is the Tanner graph; the Tanner
graph of an LDPC code is a bipartite graph where the two classes of nodes are
variable nodes (corresponding to components in LDPC codeword vectors) and
check nodes (corresponding to the parity-check equations.) There is an edge
between a check node and a variable node if the corresponding component is
involved in the corresponding check equation, respectively. An example of a
Tanner graph for a Hamming [7,4] binary code is shown below (Fig. 11.8). Of
course, this code is not low-density; however, the simple parity-check matrix helps
illustrate the idea behind the definition of the Tanner graph.

Since belief-propagation decoders operate on this graph structure, it is not sur-
prising that certain configurations of nodes cause decoding problems. Trapping sets
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and absorbing sets are examples of subgraph objects that, when found in the Tanner
graph of a particular code, are known to cause errors. These objects have been
extensively studied in the case of binary LDPC codes. Many papers have proposed
design algorithms for LDPC codes in order to avoid trapping and absorbing sets and
thus to remove the error floor behavior [14, 15].

However, this problem is more challenging in the non-binary LDPC case. In this
part of the chapter, we explore how to identify, enumerate, and remove absorbing
sets for non-binary LDPC codes. We begin with a summary of absorbing sets in the
traditional, binary LDPC case.

11.2.1 Binary Trapping/Absorbing Sets

We start with a subgraph of the Tanner graph for a binary LDPC code. The
subgraph contains the variable node set V with |V| = a. The variable nodes in V are
set to 1 while all other variable nodes are set to 0. The check nodes connected to the
vertices in V are divided into sets E and O, where E contains check nodes with an
even number of edges to vertices in V, and O has check nodes with an odd number
of such edges. Of course, in this configuration, E contains satisfied check nodes
while O contains unsatisfied check nodes. Now we can introduce trapping and
absorbing sets:

Definition 9 V is an (a,b) trapping set if |O| = b.

Definition 10 V is an (a,b) absorbing set if |O| = b and if each variable node in V
has (strictly) more neighbors in E than it does in O.

Definition 11 An elementary absorbing set/trapping set is an absorbing
set/trapping set with the added condition that each of the neighboring satisfied
check nodes has two edges connected to the set, while each of the neighboring
unsatisfied check nodes has exactly one edge connected to the set.

Fig. 11.8 Example of a Tanner graph for the (non-LDPC) Hamming [4, 7] binary code. The
circles represent the 7 variable nodes corresponding to each bit in the codeword. The squares
represent the three check equations from the code’s parity-check matrix. There is an edge between
a check node and a variable node if the corresponding bit is used in the parity-check equation
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We show an illustration of such a set in Fig. 11.9.
We see that the configuration shown produces a (4,4) absorbing set. We have 4

variable nodes that are connected to 4 unsatisfied check nodes. The unsatisfied
check nodes are gray squares, while the satisfied check nodes are white. Note that in
addition, this is an elementary (4,4) absorbing set, since each of the unsatisfied
check nodes has exactly one edge connecting it to the 4 variable nodes, while each
of the satisfied check nodes has exactly two edges to the variable nodes.

Notice the basic idea of the absorbing set: it is a configuration of variable nodes
where a majority-logic bit-flipping decoder will make an error (here, we assume
that the all zero-codeword was sent) but will be unable to recover from this error.
This behavior occurs precisely because of the fact that the majority of the neigh-
boring check nodes are satisfied.

We will also require a few additional graph theory concepts. We can define a
vector space on the set of all cycles of an undirected graph. For such a graph G with
G = (V,E), the power set of E, 2E, is a vector space when taking symmetric set
difference as the addition operation, the identity function as the negation operation,
and the empty set as the additive identity element. Then, the cycle space of the
graph G is the subspace of 2E which has the cycles of G as its elements. Now we
apply basic principles from linear algebra:

Definition 12 A set of cycles F in G = (V,E) is the cycle span of G if it forms a
basis for the cycle space. Cycles in a cycle span are called fundamental cycles.

We can also introduce a related graph structure, called a variable node
(VN) graph. This graph is defined based on the bipartite graph of an elementary
absorbing set. The variable node graph contains only variable nodes; these nodes
are connected by an edge if they share a degree-two check node as a neighbor.

Fig. 11.9 Illustration of a (4,4) binary absorbing set. The white circles represent the four variable
nodes in the absorbing set. The white squares are satisfied check nodes while the gray squares are
unsatisfied check nodes. Since each of the unsatisfied check nodes has exactly one edge to the
variable node set, this is an elementary (4,4) absorbing set

340 F. Sala et al.

Micron Ex. 1008, p. 352 
Micron v. YMTC 
IPR2025-00119



11.2.2 Non-binary Absorbing Sets

We are now ready to tackle the matter of non-binary absorbing sets. Since we are
working in the non-binary regime, the Tanner graph of a code has weights placed
on the edges connecting variable and check nodes. This weight is equal to the
corresponding non-zero value in the non-binary parity-check matrix of the LDPC
code. This adds an additional aspect to the graph structure: there is a topological
structure (just as is the case with binary codes), but also we now have a weight
structure. As a result, non-binary absorbing sets must also satisfy weight conditions.

As before, we seek a configuration where each variable node has more satisfied
neighboring check nodes compared to unsatisfied nodes; however, for
satisfied/unsatisfied part to be the case, we will require certain relationships between
the weights. We show an example of such an absorbing set in Fig. 11.10.

Note that here the edge weights are taken to be nonzero elements from the code’s
finite field GF(q). This absorbing set has the same topological structure as the
previous binary absorbing set example.

In the general case, however, in order for the degree-two check nodes to be
satisfied, we need the following relationships to hold over GF(q). Note that the
weights are labeled on the earlier diagram.

v1 w1 ¼ v2 w2; v2 w3 ¼ v4 w4; v4 w5 ¼ v3 w6;

v3 w7 ¼ v1 w8; v2 w11 ¼ v3 w12; v1 w9 ¼ v4 w10:

Fig. 11.10 Illustration of a non-binary (4,4) absorbing set. As before, this is an elementary
absorbing set. Note that each edge now has a weight; these weights must satisfy certain conditions
for the subgraph to form an absorbing set. However, the unlabeled version of the graph forms a
binary absorbing set
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Each of these equations comes directly from the definition of the Tanner graph.
For example, the check node between v1 and v2 is only satisfied if (recall that all
variable nodes except for v1,…,v4 are set to 0, while v1,…,v4 are set to 1) if the
corresponding check equation is 0: v1w1 + v2w2 = 0.

If our field size is a power of 2, so that q = 2p, we can eliminate the variable
nodes in these equations in order to write a series of conditions exclusively for the
weights:

w1 w7 w11 ¼ w2 w8 w12; w3 w5 w12 ¼ w4 w6 w11; w2 w4 w9 ¼ w1 w3 w10;

where, as before, the equations are taken over GF(2p).
The basic idea can be written in a general form to define non-binary absorbing

sets:

Definition 13 A set V is an (a,b) absorbing set over GF(q) if there exists an (l − b)
x a submatrix B of rank rB given by elements bj,i for 1 ≤ j ≤ l − b, 1 ≤ i ≤ a in
matrix A satisfying the conditions:

1. If N(B) is the null space of B and di, 1 ≤ i ≤ b is the ith row of D where D is
given by excluding the matrix B from A, then, there exists x = [x1 x2 … xa]

T in
N(B) such that for xi is non-zero for all i in {1,…,a} and there is no i such that di
x = 0.

2. If D contains the elements dj,i for 1 ≤ j ≤ b, 1 ≤ i ≤ a, then, for all i in {1,2,…
a}, then

Xl�b

j¼1

S bj;i
� �

[
Xb
j¼1

S dj;i
� �

Here the function S is an indicator function such that S(x) = 1 for x nonzero and
0 for x = 0.

We observe that a similar type of adaptation to the non-binary case is possible
for trapping sets as well.

We can define non-binary elementary absorbing sets by adding the same con-
dition as we did for the binary absorbing set to elementary binary absorbing set
case. In this elementary absorbing set case, we can further manipulate the condi-
tions above to have the following form, which resembles that as shown in our
example. Let Cp be a cycle that contains p distinct variable nodes and p distinct
check nodes in a graph induced by an (a,b) non-binary absorbing set. Let Cp = c1–
v1–c2–v2–���–cp–vp–c1. The weight w2i−1 is the label on the edge connecting ci and
vi. Similarly, w2i is the label on the edge connecting vi and ci+1. Then, we have the
following.

Lemma 1 If the field size parameter q = 2p, then, every cycle Cp satisfies the
following relationship:

342 F. Sala et al.

Micron Ex. 1008, p. 354 
Micron v. YMTC 
IPR2025-00119



Yp
k¼1

w2k�1 ¼
Yp
k¼1

w2k:

In the case of elementary non-binary absorbing sets, we now have a simple
breakdown of the definition: the (unweighted) topological structure must be a binary
absorbing set, and, in addition, the weights must satisfy the equation given in Lemma 1.

Now that we have set up our definitions and identified just what a non-binary
absorbing set is, we are ready to examine how to improve the performance of our
non-binary codes.

11.2.3 Performance Analysis and Implications

We begin by identifying how frequently the weight conditions can be satisfied. This
is an important question, since if the conditions are not met, we do not have an
absorbing set. This concept is described in the following theorem.

Theorem 1 We have an (a,b) unlabeled (binary) elementary absorbing set with e
satisfied check nodes. Then,

1. A fraction of (q − 1)a−e−1 of edge weight assignments (taken over GF(q))
produce non-binary elementary absorbing sets.

2. A fraction of e(q − 1)a−e−1(q − 2) of edge weight assignments (again taken over
GF(q)) produce (a,b + 1) non-binary trapping sets.

The proof of the theorem relies on simple counting arguments based on the
graph-theoretic ideas already introduced.

The theorem implies that there is a larger number (by a factor of e(q − 2))
non-binary trapping sets compared to non-binary absorbing sets, assuming that the
code and its weights are generated randomly. In practice, however, simulation
results show that error profiles do not involve any errors from trapping sets. On the
other hand, error profiles do show errors that are a result of absorbing sets. What
explains this behavior? The idea is that quantization used in decoding algorithms
results in these belief propagations acting in a way similar to majority-logic bit
flipping decoders. Such decoders do not struggle with the more general trapping set
errors, but, as we see from the definition of absorbing sets, these decoders will
produce errors when faced with absorbing sets.

For this reason, it is more desirable to find a way to remove or reduce absorbing
sets from the Tanner graphs of non-binary LDPC codes. First, we note that we must
target certain absorbing set parameters over others. In the error-floor regime, which
is at high SNR, errors typically only include a small number of variable nodes.
Therefore, we look at small absorbing sets. In fact, the performance of the LDPC
decoder will be dominated by the smallest absorbing set, which is also typically an
elementary absorbing set. The goal thus becomes to maximize the size of the
smallest absorbing set.
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We are now ready to introduce an algorithm that eliminates problematic absorbing
sets from non-binary LDPC code Tanner graphs. As described, the key idea is to
manipulate the edge weights in such a way that the subgraphs involved are no longer
absorbing sets. The algorithm is given below.We use one additional term: an absorbing
set A is a child of an absorbing set B if A is a subgraph of B. We call B a parent of A.
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The basic concepts in Algorithm 1 follow. First, we select the elementary
absorbing sets that we wish to eliminate. These sets must be determined according
to the code parameters (for example, column weight, girth, etc.). Next, among this
group of sets, we examine the smallest absorbing set. We look for binary versions
of this set in the unlabeled (that is, the binary version of the) Tanner graph. If the
fundamental cycles of these absorbing sets satisfy the formula in Lemma 1, we
modify the weight of one of the edges to some other non-zero element in GF(q). We
make this choice in such a way that the previously removed absorbing sets are not
brought back. The process continues once the current absorbing set has been
removed.

Let us see an error profile (giving errors due to various absorbing sets) for a
particular choice of code. We show the effects of the previous algorithm on these
errors (Table 11.2).

Each of the error types refers to an (a,b) absorbing set which causes the error.
The algorithm removes all of these absorbing sets (up to the (8,2) set), which
dramatically reduces the number of errors. Here, the code is a non-binary LDPC
code over GF(4). The length was 2904 bits, the SNR was 5.1 dB, the code rate was
0.878, and the column weight was 4.

Next, in Fig. 11.11, we show a performance plot showing the effect of using the
algorithm (which is labeled A-method). We also compare with several other
algorithms which also attempt to resolve error floors through absorbing/trapping set
modification. In particular, we compare against the approach presented in [17],
which we refer to as the ‘P-method’. This approach attempts to cancel all cycles of
length l in the Tanner graph, where l is between the girth g and a lmax parameter.
This cancellation has the effect of removing certain absorbing sets as well (in
particular very small ones.) Another method we compare against, which we refer to
as the ‘N-method’, was proposed in [18].

Here, the figure shows frame error rate (FER) versus SNR for the original codes
and the three methods discussed. Note that the previously introduced algorithm
produces the best overall improvement in the FER. The code length was approx-
imately 2930 bits, the rate was 0.88, the column weight was 4, and the QSPA-FFT
decoder was used for decoding.

In the case of non-binary quasi-cyclic (NB-QC LDPC) codes, which are a very
practical class of non-binary LDPC codes, we have the results shown in Fig. 11.12.
Here the length is approximately 1400, the rate approximately 0.81, the column
weight 4, and, again, the QSPA-FFT decoder was used.

Table 11.2 Error profile for non-binary LDPC code over GF(4)

Error type (4,4) (5,0) (5,2) (6,2) (6,4) (6,6) (7,4) (8,2) others

Original 35 7 9 11 17 21 8 10 10

After Alg. 0 0 0 0 0 0 0 0 9

Code length is 2904 bits and code rate is 0.878. The code has column weight 4 and the SNR is
5.1 dB. Shown are the error profiles due to various absorbing sets before and after the absorbing
set removal algorithm
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Fig. 11.11 SNR versus frame error rate (FER) for binary and non-binary LDPC codes over
several fields. The codes had approximate length 2930 bits, rate 0.88, and column weight 4. The
curves include the original, unmodified codes along with codes resulting from several methods
aimed at improving non-binary LDPC codes. The method described in Algorithm 1 is labeled
A-method; this method yields the most significant improvement in FER

Fig. 11.12 SNR versus FER plot for non-binary QC-LPDC with different field sizes. We compare
the original code to the codes improved by using the A-method from Algorithm 1. Note that the
improvement is strongest in smaller field sizes

346 F. Sala et al.

Micron Ex. 1008, p. 358 
Micron v. YMTC 
IPR2025-00119



We note the fact that the improvement over the baseline diminishes as the field
size q grows. The reason for this is the fact that since there are many more choices
of edge weights for larger field sizes, absorbing sets naturally occur with smaller
probability, so that there are fewer of them to remove through any of the possible
algorithms.

11.3 Summary

In this chapter, two classes of non-standard codes were studied. The first class is
composed of algebraic codes, which rely only on hard information and are suitable
for applications where simple and efficient decoding is necessary, but error toler-
ance is more relaxed, such as inexpensive data storage devices. The second class is
made up of LDPC codes, which have more complex decoding, but offer extremely
good performance. LDPC codes are thus suitable for applications that require
extreme reliability. Flash devices occupy the entire spectrum between these two
endpoints. Both of the classes of advanced codes we study offer significant
improvements over their traditional counterparts, but, at the same time, present
more challenges in terms of constructions, design choices, and analyses.

First, we examined asymmetric algebraic codes. We motivated this study by
looking at asymmetric channels modeling the physical channels of data storage
devices. It was shown that using conventional symmetric codes was wasteful, either
in terms of code rate or error-correcting ability. Two types of asymmetric codes
were discussed: graded-bit error-correcting codes based on the tensor-product
operation, and dynamic threshold-based codes relying on the dynamic thresholding
side-information technique.

Afterwards, we looked at non-binary LDPC codes, which offer better perfor-
mance compared to the frequently-studied binary LPDC codes. We examined the
error-floor problem in the non-binary case and defined the underlying non-binary
absorbing set objects that result in the error floor. We introduced an algorithm that
can efficiently remove the problematic small absorbing sets from the Tanner graph
of a non-binary LDPC code. Simulation results showed significant improvement
over baseline non-binary LDPC codes.
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Chapter 12
System-Level Considerations on Design
of 3D NAND Flash Memories

Chao Sun and Ken Takeuchi

Abstract This chapter introduces the design of three-dimensional (3D) NAND
flash memory with the implications from the system side. For conventional
two-dimensional (2D) scaling, it is facing various limitations such as lithography
cost and cell-to-cell coupling interference. To sustain the trend of bit-cost reduction
beyond 10 nm technology node, 3D NAND flash memory is considered as the next
generation technique. Further, emerging memories called storage-class memories
(SCMs) such as resistive RAM (ReRAM), phase change RAM (PRAM) and
magnetoresistive RAM (MRAM) will revolutionize the storage system design. By
introducing SCM into the solid-state drive (SSD), hybrid SCM/3D-NAND flash
SSD and all SCM SSD achieve much higher write performance than all 3D-NAND
flash SSD due to SCM’s fast speed. In addition, the performance of the SSD is
workload dependent. Thus, it is meaningful to obtain the design guidelines of 3D
NAND flash for both all 3D-NAND flash SSD and hybrid SCM/3D-NAND flash
SSD with representative real-world workloads.

Keywords NAND flash memory � Storage-class memory (SCM) � Solid-state
drive � Flash translation layer � Garbage collection

12.1 Introduction

There is a growing demand for NAND flash memory due to its fast speed, low
power, and high reliability. NAND flash memory based storage systems are being
widely used from consumer electronic products like SD cards to enterprise appli-
cations like solid-state drives (SSDs) in servers and data centers. SSDs designed for
enterprise applications are discussed in this chapter. As described in Sect. 12.2, the
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bottleneck of NAND flash based SSDs lies in the write performance rather than the
read performance due to the inherent characteristics of the NAND flash. Hence, the
write performance of the SSD should be improved to meet the increasing
requirement for high performance storage in this big data era.

On the other hand, storage class memories (SCMs) such as the resistive RAM
(ReRAM), phase change RAM (PRAM) and magnetoresistive RAM (MRAM) are
attracting more and more attention due to their faster speed, higher endurance and
lower power consumption than the NAND flash memory. SCMs bridge the
bandgap between the DRAM and NAND flash memory. According to the speed
and capacity, SCM devices are divided into two categories: DRAM-like and
NAND-like. DRAM-like SCMs are called memory-type SCM (M-SCM) such as
the MRAM while NAND-like SCMs are named storage-type SCM (S-SCM) such
as the ReRAM and PRAM. The hybrid M-SCM/3D NAND flash SSD and all
S-SCM SSD have been proposed as the next generation SSDs.

In this chapter, techniques to improve the write performance of the SSD are
introduced. Three SSDs including all 3D-NAND flash SSD, hybrid
M-SCM/3D-NAND flash SSD and all S-SCM SSDs are discussed. Evaluated with
representative real-world workloads, it is found that the write performance of the
3D-NAND flash-based SSDs is workload dependent. According to the system-level
evaluation results, the design guidelines of the 3D-NAND flash for the SSDs are
obtained.

12.2 Background of Solid-State Drive

Figure 12.1 shows the memory hierarchy of the computer system. Top layer’s
memories have a faster speed but smaller capacity (high bit cost). In contract,
bottom layer’s memories have a slower speed but larger capacity (low bit cost).
SCMs, NAND flash and hard disk drive (HDD) are non-volatile. In the memory

CPU Register

SRAM
(Cache)

DRAM
( Main memory)

M-SCM (MRAM)

S-SCM (ReRAM, PRAM)

2D/3D-NAND flash (SSD)

HDD

Fast

SlowLow cost

High cost

Capacity

Fig. 12.1 Memory hierarchy
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hierarchy, NAND flash memory lies between the SCM and HDD. Since the bit cost
of the NAND flash memory is continuously reducing by scaling and multi-bit
technology, SSD becomes cost-effective as an alternative of HDD.

Figure 12.2 illustrates the organization of the NAND flash memory [1]. The
memory cells connected with the same word-line consists of a page, which is the
read and write unit of the NAND flash. A block is the erase unit. There are typical
128–256 pages in a block for the multi-cell level (MLC) NAND flash.

The architecture of the all 3D-NAND flash SSD, hybrid M-SCM/3D-NAND flash
SSD and all S-SCM SSD are described in Fig. 12.3. The key component of the SSD
is the SSD controller that integrates the flash translation layer (FTL) enabling SSD to
work as a block device. As shown in Fig. 12.4, the basic but very critical function in
the FTL is the logical-to-physical address translation, required due to the prohibited
in-place overwrite characteristics of the NAND flash memory. According to the
mapping granularity, the address translation can be classified into the page-level
mapping, block-level mapping and hybrid mapping. When a page data overwrite

Bitline
(BL)

Read and
Write unit: page

Erase
unit: block

Wordline
(WL)

Source 
line

Fig. 12.2 NAND flash organization [1]
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happens, the old data is read from the old page, merged with the new data, and
written to a new page. After that, the old page is invalidated. Hence, there are three
page statuses in the SSD: free page, page with the valid data and page with the
invalid data. Frequently accessed data (hot data) will create massive number of
invalid pages. When the SSD free space reduces to below a threshold (a few free
blocks in a plane), an operation, garbage collection (GC), in FTL, is triggered
on-demand or in the backend to reclaim one or more old blocks. Before erasing an
old block, all the valid pages in the block have to be copied to the free spaces in
another block, as shown in Fig. 12.5 [2]. Thus, the latency of the GC increases with
the number of valid pages in the recycling block. When such page-copy overhead is
large, the GC would become the bottleneck of the SSD write performance.
Furthermore, the wear leveling in the FTL guarantees the NAND flash blocks are
worn out evenly to maximize the lifetime of the SSD. According to whether the static
data in NAND flash blocks are periodically moved around or not, wear leveling can
be classified to static and dynamic wear leveling. Other functions like the error
correction code (ECC) and bad block management (BBM) are also essential.

Flash translation layer (FTL)

Address 
Translation 
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Leveling

Garbage
Collection

Bad Block 
Management 

Error
Correction Code

page-level 
mapping

block-level 
mapping

hybrid 
mapping

static dynamic on-demand backend
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Fig. 12.4 Essential functions in the flash translation layer (FTL)
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12.3 SSD Performance Improvement Techniques

This chapter introduces three techniques to improve the write performance of
3D-NAND flash-based SSD: storage engine assisted SSD (SEA-SSD), logical
block address (LBA) scrambled SSD and hybrid M-SCM/3D-NAND flash SSD.
The first two techniques are based on the SSD controller and middleware co-design.
The last technique introduces the M-SCM into the SSD system. Finally, the design
of the all S-SCM SSD, as the long-term solution, is presented as well.

12.3.1 Storage Engine Assisted SSD (SEA-SSD)

Database is one of the most widely used applications in enterprise servers. The
middleware, storage engine of the database, controls when and where the data
should be stored in the storage. Therefore, the first technique, storage engine
assisted SSD (SEA-SSD), co-designs the storage engine with the SSD controller to
improve the SSD write performance for the database. It is based on the idea that the
upper layer of the storage stack holds much richer information than the lower layer.
For the current SSD, it only receives the information from the block device layer of
the operation system (OS), which includes the data, data size and data address. The
information is quite limited.

Figure 12.6 shows the comparisons between the conventional computer system
and proposed computer system with SEA-SSD [3]. Due to reasons (i) the storage
layers like the file system, block layer etc. are optimized for the conventional HDD
but not for SSD, conventional OS is inefficient for SSD storage [4–8], (ii) great
engineering effort is required if the hint messages have to go through all the layers in
the OS, the OS is simply bypassed in the proposed SEA-SSD. Hints are passed from
the SE (Storage Engine) to the SSD controller in order to store data more efficiently.

Database
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SSD controller

3D-NAND flash

Device Driver

Conventional Proposal
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SSD controller
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Fig. 12.6 SEA-SSD concept [3]
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Figure 12.7 presents the architecture of the SEA-SSD [3]. Each 3D-NAND flash
chip is divided into two logical segments. Seg-Hot for the hot data (frequently
accessed data) and Seg-Cold for the cold data (seldom accessed data). By aggregating
data with similar activities in the same block, the GC overhead can be reduced. To
determine the size of each segment, the first kind of hint is sent to the SSD controller,
which is based on the strong correlation between the SE settings and hot data size. For
the Innodb storage engine, the settings include the buffer pool and redo log sizes. The
buffer pool caches the frequently accessed data (hot data) while redo log is used for
crash recovery that guarantees the durability of the Innodb storage engine. The
second hint is for data preliminary classification with a dynamic data model. If the
data is judged as hot by the storage engine when it is flushed, logical “1” is sent to the
SSD controller indicating that the data is hot and thus stored in the Seg-Hot, as shown
in Fig. 12.8 [3]. Otherwise, it is simply stored in Seg-Cold. As the activities of the
data stored in the 3D-NAND flash memory change with time, the data is predicted
again with the third hint when the GC is triggered in the SSD. The third hint is the
logical address of the page data that enters the flush list for the first time, since the data
will be flushed to the SSD soon. As shown in Fig. 12.8 [3], such data should be stored
in the Seg-Hot while other data are stored in Seg-Cold after the GC.

To evaluate the SEA-SSD, a database and SSD coupled simulator has been
developed, which is over 20-times faster than the virtual platform, based on the
Synopsys Platform Architect [9]. From the evaluation results, the write performance
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is improved by 24 % at maximum. Moreover, maximum 16 % energy consumption
and 19 % lifetime enhancement are achieved.

12.3.2 Logical Block Address (LBA) Scrambled SSD

SEA-SSD is a design specially optimized for the database application. As a general
solution to improve the write performance of the all 3D-NAND flash SSD for all
applications, the logical block address (LBA) scrambled SSD is proposed [10].
A middleware LBA scrambler based on the address remapping technology is added
to the existed SSD system.

The concept of the LBA scrambler is to reduce the page-copy overhead of the
GC actively, as explained in Fig. 12.9 [10]. There are three kinds of pages in the
SSD: valid pages, free pages and invalid pages. Among the valid pages, pages that
still own free space are called fragmented pages. As mentioned in Sect. 12.2, all the
valid pages in the next erase block have to be copied to the free space of another
block, which leads to the degradation of the SSD write performance. Thus, LBA
scrambler is proposed to write small data to the remaining free space of the frag-
mented pages in the next erase block actively. Due to the overwrite, all these
fragmented pages in the next erase block become invalid and the data in the SSD
become less fragmented.

Figure 12.10 illustrates the LBA scrambled SSD based computer system [10]. To
achieve the address remapping, the LBA scrambler introduced another logical
address called scrambled LBA (SLBA). After LBA scrambling, the data address
SLBA is sent to the SSD controller. SSD controller writes data to a physical
3D-NAND flash page by the logical-to-physical table in the FTL (SSD controller).

…

…

3D-NAND chip

block…
…

…
…

… …

Next erase block

Page

Valid Free Invalid
Fragmented page

LBA scrambler actively writes data to the free space of 
fragmented pages in the next erase block. 
=> GC page-copy overhead reduction

Fig. 12.9 Concept of the LBA scrambler [10]
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To inform the LBA scrambler about the fragmented page addresses, the scrambled
logical page address (SLPA) of the fragmented page in the next erase block is sent to
the LBA scrambler by the SSD controller. To record the address remapping between
the LBA and SLBA, the LBA_to_SLBA table and unused_SLBA table are main-
tained in DRAM. As shown in Fig. 12.10, the LBA scrambler can locate in either the
SSD or host [10]. When it locates in the SSD, a large DRAM capacity will be
required for the SSD, but no interface modification is necessary. In contrast, a small
DRAM capacity is required if LBA scrambler locates in the host. However, due to
the communication between the LBA scrambler and the SSD controller, the interface
of the SSD has to be upgraded. The algorithm flowchart of the LBA scrambler is
shown in Fig. 12.11. For every N write requests, the hint (overwrite_preferred list) is
updated with information transferred from the FTL to the LBA scrambler [10]. By
referring to the overwrite_preferred list, the new write requests are generated for
writing the fragmented pages in the next erase block actively. Moreover, the una-
ligned writes will create fragmented pages and additional overwrites as shown in
Fig. 12.12. With the LBA scrambler’s address remapping, the problem of unaligned
writes for NAND flash memory can be eliminated.

From the evaluation results, maximum 394 % write performance improvement,
56 % energy consumption reduction and 55 % endurance enhancement are achieved
with the LBA scrambler, compared with the SSD system without the LBA scrambler.
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12.3.3 Hybrid M-SCM/3D-NAND Flash SSD

Both the SEA-SSD and LBA scrambled SSD adopts a middleware and SSD con-
troller co-design methodology to improve the write performance of all 3D-NAND
flash SSD by reducing SSD GC overhead. However, the write performance
improvement of the SSD is limited by the read and write performance of the
3D-NAND flash memory.

On the other hand, SCM is much faster, more energy-efficient and endurable
than 3D-NAND flash memory. It is non-volatile and supports in-place overwrite.
Thus, both memory and storage systems are under a revolution due to SCM, as
shown in Fig. 12.13 [11]. M-SCM is used in both memory and storage systems. In
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requests to write fragmented 
pages in the next erase block 

in priority 

Send write requests to FTL

count == N ?
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count =
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Fig. 12.11 LBA scrambled algorithm flowchart [10]
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addition, S-SCM is used only in the storage system. By introducing SCM into the
SSD system, the hybrid M-SCM/3D-NAND flash SSD is proposed to improve the
write performance of the all 3D-NAND flash memory [12]. From the measurement
results of the SCM (ReRAM) device, the verify cycles for write success vary with
the write/erase (W/E) cycle. Thus, NAND-like interface with ready/busy status is
adopted for the SCM. As shown in Fig. 12.3, M-SCM is used as a storage device
for the SSD rather than a simple cache [13]. The data fragmentation suppression
algorithm [12] and cold data eviction algorithm [13] are developed for the hybrid
M-SCM/3D-NAND flash SSD considering both the data activity and data size. In
the SSD controller, a least recently used (LRU) table is used to record the page
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data’s access history. As shown in Fig. 12.14, when the logical page address
(LPA) of the page data hits the LRU, the page data is considered as hot (frequently
accessed). Otherwise, the page data is judged as cold (seldom accessed). In addi-
tion, according to page utilization (data size divided by the page size), the page data
are divided into two kinds: random (fragmented) and sequential (un-fragmented).
When the page data size is over a threshold (θ), it is considered as the sequential
data. The data storage policy of the hybrid SSD is to store hot data or random data
in the M-SCM while cold and sequential data in the 3D-NAND flash. Hot data can
update in-place and random data can accumulate and become sequential in
M-SCM. The algorithm flowchart of the data management algorithm of the hybrid
M-SCM/3D-NAND flash SSD is described in Fig. 12.15 [13]. When M-SCM
becomes almost full, cold and less fragmented M-SCM data are evicted to the
3D-NAND flash. For the eviction procedure, the threshold to judge the data is
sequential or random is a dynamic value, increasing/decreasing according to the
data storage status in M-SCM. When it is hard to find the eviction candidates with
the current threshold, the threshold is reduced to relax the restriction.

For the hybrid M-SCM/3D-NAND flash SSD, there are two important design
considerations. Firstly, understand the M-SCM capacity and latency requirement
for representative applications. Secondly, understand the effect of the 3D-NAND
organization on the SSD write performance. Before the analyses, the SSD work-
loads are classified into four categories: hot and random, hot and sequential, cold
and random, cold and sequential, as shown in Fig. 12.16 [14]. A large value of the
average overwrite, defined as the total write data size divided by the user data size,
indicates the workload is hot since it contains many hot data. In addition, the
percentage of the random write request determines whether the workload is random
or sequential. Here, half of the NAND flash page size is used as the threshold to
judge the page is random or sequential.

From the evaluation results, increasing M-SCM capacity is more efficient to
boost the write performance of the SSD than increasing the 3D-NAND flash
overprovisioning (additional capacity over the user data size) with hot and random
workload. Both increasing M-SCM capacity and 3D-NAND flash overprovisioning
is capable of improving the SSD write performance. However, neither increasing
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M-SCM capacity nor 3D-NAND flash overprovisioning is very effective for the
write performance boost of the cold and sequential workload. Therefore, intro-
ducing M-SCM to the SSD is most suitable for the hot and random workload but
not cost-efficient for the cold and sequential workload. Generally, less than 10 %
M-SCM/3D-NAND flash capacity ratio is enough for the representative workloads
with a fixed M-SCM latency of 100 ns/sector. On the other hand, a faster speed can
be achieved by increasing the chip area for memory chip design. For example, write
speed can be increased by enlarging the internal write unit and read speed can be
improved by adding select devices for the reduction of bit line capacitance. When
the speed of M-SCM is increased, the maximum throughput of the hybrid
M-SCM/3D-NAND flash SSD is improved. As shown in Fig. 12.17, the write
performance of the hybrid SSD saturates when the capacity of the M-SCM is over a
threshold for a proxy server application (prxy_0), which is a hot and random
intensive [11]. For other workloads such as Financial1, which is from a financial
server, there is no trend of saturating when increasing the M-SCM/3D-NAND flash
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capacity ratio. From the evaluation results of various workloads, the write perfor-
mance of the hybrid M-SCM/3D-NAND flash SSD is workload/application
dependent. Moreover, less M-SCM capacity is required for a faster speed M-SCM
to reach the target application throughput. From the system point of view, there is a
tradeoff between the M-SCM capacity requirement and M-SCM speed. Thus, there
would be a cost-effective M-SCM chip design for a certain application, which is
discussed in [11] by establishing optimistic and pessimistic SCM area cost models.

The minimum M-SCM capacity for the hybrid SSD is shown in Fig. 12.18 by
analyzing the SSD workload. It illustrates the relationship between the accumulated
sector write frequency and the address range of the write user data. For example,
25 % access frequency at 20 % user data address range means 25 % of the accesses
occur at the top 20 % address of the user data. The turning point of the curve
indicates the end of the frequently accessed data, usually random data, which
requires high input output per second (IOPS). High slope value of the curve shows
the most critical data, determining the minimum M-SCM capacity for the hybrid
SSD. For Financial1 workload, M-SCM capacity should be over 40 % of the user
data size to cover 75 % of the sector accesses. However, due to the temporal and
spatial localities, the actual required SCM capacity as a write cache buffer is much
smaller than 40 %. The rising trend of the curve is consistent with the results in
Fig. 12.17. Increasing M-SCM capacity is effective to improve the hybrid SSD
throughput for Financial1 workload. Further, as the slope value of the “Financial1”
curve is smaller than that of prxy_0 and prxy_1, increasing SCM capacity is more
effective for boosting the performance of the proxy server applications (prxy_0 and
prxy_1). From Fig. 12.18, M-SCM capacity of less than 20 % of the user data size
is enough for the proxy server application.

Since the conventional planar scaling of the NAND flash memory is facing
various limitations making it harder and harder to reduce the fabrication cost and
guarantee the memory reliability, 3D technology becomes a viable way to continue
the trend of bit cost reduction for the NAND flash memory. Several 3D-NAND
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flash architectures have been proposed. For example, terabit cell array transistor
(TCAT) [15], Pipe-Shaped bit-cost scalable (P-BiCS) [16], vertical stacked array
transistor (VSAT) [17], and dual control gate surrounding floating gate (DC-SF)
[18]. There are two types of the 3D array: vertical channel and vertical gate. The
current flows vertically and horizontally for the vertical channel type array and
vertical gate array, respectively. 3D-NAND increases the bit density in the vertical
direction (Z-dimension) in additional to the XY-dimensions. In case of the PiBCS
3D-NAND flash memory, the capacity of the 3D-NAND flash is increased by
stacking more layers, which also compensates the problem of the reduced cell
density in the XY-dimensions due to the non-scalable BiCS hole’s diameter [19].

For design of the 3D-NAND flash memory, the NAND organization is critically
important to the performance and cost of the circuits. A group of NAND flash
memory cells is connected in series as a NAND flash string. Multiple NAND flash
strings sharing the same substrate consists a NAND flash block as the erase unit. By
asserting a high voltage on the substrate to eject the electrons from the floating gate
of the memory cells in the block, the erase operation is executed. In the block, the
memory cells connected with the same word-line is a page. It is the read/write unit.
With the scaling, there is an increasing trend for the page and block sizes of the
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NAND flash memory, as shown in Fig. 12.19 [1, 20–23]. The typical size of the
NAND flash page size is 8 kB and block size is 2 MB (256 pages in a block). With
the advent of 3D-NAND flash memory, larger page and block sizes can be easily
adopted. Take P-BiCS 3D-NAND for example, the block size of the NAND flash is
doubled by doubling the stack layers. On the other hand, as shown in Fig. 12.20,
adopting a large page size design reduces the word-line decoder area overhead of
the NAND flash memory chip compared to the design of adopting a small page size
[24]. However, it is not true that larger page or block size is better for the per-
formance of the real-world applications.

Figure 12.21 shows the evaluation results of the block size sensitivity analysis
for the all 3D-NAND flash memory [24]. The page size is fixed to 16 kB. Take
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prxy_0, a firewall/web proxy server workload for example, there is a maximum
value for the write performance of the all 3D-NAND flash SSD with a certain
capacity. Too small or too large block size decreases the write performance. Large
block size may induce long GC latency while small block size will reduce the erase
throughput. Assuming 10 % write performance is tolerable for the all 3D-NAND
flash SSD, the acceptable block sizes for the all 3D-NAND flash memory with 25,
50 and 100 % over-provisioning are 2, 4 and 8 MB, respectively. Higher all
3D-NAND flash SSD capacity accepts a larger block size. Moreover, for the proj_2,
a project directories sever workload (cold and sequential), the write performance
saturates when the block size is over a threshold. Even the block size is as large as
16 MB, there is no write performance degradation, which is great for the appli-
cation of 3D-NAND flash. It is because such workload seldom leads to the trig-
gering of the GC. The cold and sequential data just fill in the block.

The analyses of page size sensitivity of the all 3D-NAND flash SSD are pre-
sented in Fig. 12.22 [24]. The block size is fixed to 4 MB. Similar to the block size
sensitivity, over large page size or small page size degrades the write performance
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of the all 3D-NAND flash SSD. Large page size is good for the sequential write
throughput but the page overwrite count would be large (more page overwrite
overhead). In addition, fewer pages exist in the case of larger page size. Thus, the
GC will be triggered more frequently. In contrast, small page size induces less page
overwrite overhead but it is not good for sequential writes. Further, more pages may
need to be copied during GC. From the experimental results, for workloads like
Financial1 a financial online transaction processing (OLTP) sever workload, the
acceptable page sizes are the same at 25, 50 and 100 % SSD capacity overprovi-
sioning cases. Only for proj_2 that is cold and sequential, larger page size is
acceptable for a larger SSD capacity over-provisioning.

Moreover, larger block and page sizes are acceptable for the M-SCM/3D-NAND
flash hybrid SSD, as shown in Figs. 12.23 and 12.24 [24]. Fix the page size as 16 kB
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and 3D-NAND flash over-provisioning as 25 % for the prxy_0 workload. The
acceptable block size is 2 MB in the case of the all 3D-NAND flash SSD, which is the
same size of the current typical NAND flash block size [25]. In the case of the hybrid
M-SCM/3D-NAND flash SSD, the M-SCM/3D-NAND flash capacity ratio is set as
8.5 %. Assuming the bottom line of the design of the hybrid SSD is its write per-
formance should be larger than that of the all 3D-NAND flash SSD, the acceptable
block size of the hybrid SSD is 4 MB, which is 2 times that of the 3D-NAND flash
acceptable block size. It indicates that with M-SCM, the stacking layers of the
3D-NAND flash could be doubled for the prxy_0 workload. As shown in Fig. 12.24,
the typical page size of the NAND flash product is 8 kB [25]. The acceptable page
sizes for the all 3D-NAND flash SSD and hybrid M-SCM/3D-NAND flash SSD are
128 and 512 kB, respectively, with the tpcc-mysql (a relational database workload).

The comparison results of the 3D-NAND flash design for the all 3D-NAND
flash SSD and hybrid M-SCM/3D-NAND flash SSD are summarized in Fig. 12.25
[24]. With M-SCM, the acceptable block and page sizes are enlarged by 4 times and
64 times, respectively. The 3D-NAND flash stacking layers could be quadruple for
the hybrid SSD compared with the all 3D-NAND flash SSD, without any write
performance degradation.
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12.3.4 All S-SCM SSD

When the SCM technology matures and the cost is reduced to be competitive to that
of the NAND flash memory, the all S-SCM SSD becomes a viable solution to
replace the current NAND flash-based SSD. In this section, we present the wear
leveling, S-SCM I/O data toggle rate, S-SCM latency design for the all S-SCM SSD.

For S-SCM candidates like ReRAM, the device endurance is limited (107 for
50 nm HfO2 ReRAM [26]), although it is high compared with the NAND flash
memory. Therefore, wear leveling is required for S-SCM. A simple wear leveling
algorithm is shown in Fig. 12.26, which is operated in a page-level. Thus, a wear
leveling triggering threshold δ is maintained for each page of the S-SCM. Further,
to monitor the endurance of each sector (512 Byte), that is the minimum access unit
in the block device, the write/erase (W/E) cycle for each sector is maintained. When
the maximum W/E cycle of the sectors in the page i is smaller than δpage(i), in-place
page overwrite is executed. Otherwise, the wear leveling is triggered. During the
wear leveling, the data in the old page i is read out, merged with the new data and
written to a new page j. After that, the wear leveling triggering threshold of page i is
updated with a constant window threshold σ, to raise the bar of the wear leveling
triggering. Actually, there are many hot spots (some addresses are frequently

δpage(i): Wear leveling triggering threshold for page i
σ: weal leveling window threshold 

Write new data to a page  i

Each sector W/E 
cycle < δpage(i) ?

Read page i data

Update

N

Y

Start

End

Wear leveling

Mark page i as free

δpage(i) =δpage(i) + σ

Merge new data and 
write page j

Fig. 12.26 Wear leveling
algorithm flowchart for all
S-SCM SSD [27]
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written) in the workload, the endurance of the all S-SCM SSD can be greatly
enhanced with the wear leveling. For instance, with σ = 5, the maximum W/E cycle
of the sector in the S-SCM without the wear leveling is over 3000 times higher than
that of the all S-SCM SSD with wear leveling procedure.

By adjusting the value of σ, the wear leveling triggering interval can be con-
trolled. A small σ triggers the wear leveling easily to make all pages wear out
evenly. However, such configuration would degrade the all S-SCM SSD perfor-
mance due to the additional page-copy operations. Therefore, σ could be adjusted to
balance the SSD performance and endurance [27].

Figure 12.27 shows the all S-SCM SSD write performance dependency on the
I/O data toggle rate, S-SCM latency (assuming the some read and write latency) and
applications [27]. M-SCM latency is set as 100 ns/sector. Different from the
3D-NAND flash based SSD, there is little write performance dependency on the
applications. The trend is the same. The slight difference is due to the S-SCM wear
leveling and total write data size. When S-SCM speed is faster, a higher data toggle
rate should be adopted to fully exploit the write performance of the all S-SCM SSD.
By keeping S-SCM latency as 1 μs, the speeds of the all S-SCM SSD and hybrid
M-SCM/3D-NAND flash SSD are compared in Fig. 12.28a, which illustrates the
breakpoint of the I/O data toggle rate at 25 % fixed M-SCM/3D-NAND flash ratio
[27]. Take tpcc-mysql workload for example, over 500 MHz I/O data toggle rate
makes the all S-SCM SSD faster than the hybrid M-SCM/3D-NAND flash SSD. On
the other hand, at a fixed I/O data toggle rate of 1066 MHz, the breakpoint of the
S-SCM latency can be analyzed, as shown in Fig. 12.28b [27]. Faster S-SCM
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device creates a faster all S-SCM SSD. In the case of the Financial1 workload, the
hybrid M-SCM/3D-NAND flash SSD owns a faster speed than the all S-SCM SSD
if the S-SCM latency is over 5 μs.

Moreover, the cost of each SSD can be compared easily according to the
capacity configurations of the memories inside the SSD, by assuming the bit cost of
each memory device.

It is interesting to know how speedy storage system can be achieved by SCM,
compared with the NAND flash. Expression (12.1) shows the calculation of the
latency of a page write operation TNAND, where TCMD·N is the latency of issuing the
program command and programming addresses, TIO·N is the time of loading the
data into the data register of the NAND flash memory, TMEM·N is the time of storing
the data from the data register to the memory array (array programming time).

TNAND ¼ TCMD�N þ TIO�N þ TMEM�N ð12:1Þ

TCMD·N is only a few clocks long. Compared with TIO·N and TMEM·N, it is
negligible small. TIO·N is inversely proportional to the data toggle rate PToggle·N,
defined by the NAND flash interface, as shown in formula (12.2), where LNAND is
the NAND flash page size and WDAT·N is the width of the data bus.
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TIO�N ¼ LNAND
WDAT�N

� 1
PToggle�N

ð12:2Þ

When the data toggle rate PToggle·N is high, TIO·N is reduced. Usually, TIO·N
should be much smaller than TMEM·N. If TIO·N is comparable or even higher than
TMEM·N, the interface becomes the memory device performance bottleneck. On the
other hand, a page cache program may be supported by the NAND flash memory,
which uses the internal cache register to improve the NAND flash program
throughput, as shown in Fig. 12.29. During the 1st program data storing from the
data register to the memory array, the 2nd program data can be input to the page
cache. By the page cache, the TCMD·N and TIO·N are hidden. As a result, the latency
of writing N NAND flash pages TN can be calculated by (12.3) and (12.4).

TN ¼ TCMD�N þ TIO�N þN � TMEM�N ð12:3Þ

TN ¼ TCMD�N þ TIO�N þ LDAT
LNAND

 �
� TMEM�N ð12:4Þ

Note that (12.4) is true only when the TMEM·N is much longer than the TCMD·N

and TIO·N. When the TIO·N is large, the page cache cannot completed be hidden.
Moreover, the page cache does not work in the random write case. Without page
cache effect, the sequential write latency of the NAND flash memory is expressed
by (12.5):

TN ¼ LDAT
LNAND

 �
� ðTCMD�N þ TIO�N þ TMEM�NÞ ð12:5Þ

Additionally, the sequential write throughput ratio of the SCM device is
expressed by (12.6), where the write unit of SCM is LSCM. TCMD·S is the latency of

TCMD⋅N TIO⋅N TMEM⋅N

1st page program

2nd page program

Write w/o page cache

TCMD⋅N TIO⋅N TMEM⋅N

1st page program

2nd page program

Write w/ page cache

TIO⋅N TMEM⋅N

TIO⋅N TMEM⋅NTCMD⋅N

TCMD⋅N

Fig. 12.29 Page cache operation of the NAND flash memory
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issuing the program command and programming addresses, TIO·S is the time of
loading the data into the data register of the SCM, TMEM·S is the time of storing the
data from the data register to the memory array (array programming time).
Since SCM is fast, page cache is not designed.

TS ¼ LDAT
LSCM

 �
� ðTCMD�S þ TIO�S þ TMEM�SÞ ð12:6Þ

According to formulas (12.2), (12.4) and (12.6), the SCM and NAND flash
device write performance ratio RS/N can be estimated by expression (12.7) without
the considerations of the GC and overwrites in NAND flash only SSD and wear
leveling in All SCM SSD. WDAT·S is the memory bus width of SCM. PToggle·S is the
data toggle rate of the SCM.

RS=N ¼
TCMD�N þ TIO�N þ LDAT

LNAND

l m
� TMEM�N

LDAT
LSCM

l m
� ðTCMD�S þ TIO�S þ TMEM�SÞ



LNAND
WDAT�N

� 1
PToggle�N

þ LDAT
LNAND

l m
� TMEM�N

LDAT
LSCM

l m
� ð LSCM

WDAT�S
� 1

PToggle�S
þ TMEM�SÞ

ð12:7Þ

Assuming TMEM·N = 1.6 ms, LNAND = 16,384 Bytes (32 sectors), LSCM = 512
Bytes (1 sector), PToggle·N = 400 Mbps/pin, PToggle·S = 1066 Mbps/pin,
WDAT·N = 1 Byte and WDAT·S = 1 Byte. The relationship of RS/N and TMEM·S is
shown in Fig. 12.30. From Fig. 12.30, it can be found that single SCM chip can
achieve over 1000-times performance gain than the single NAND flash chip if SCM
write latency is below 1 μs. For randomwrites (LDAT < LNAND), RS/N is equivalent to
the IOPS ratio of the SCMover theNANDflashmemory. IOPS is used as themetric of
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the randomwrite performance. If SCMhas a latency of 100 μs,RS/N is less than 100 at
anyLDAT.Furthermore,RS/N becomes less than1when theLDAT > LNAND.Thus, such
a long latency SCM device is not cost-efficient. The curves almost overlap in
Fig. 12.30 at the condition of LDAT > LNAND (sequential write), which shows the
lowest RS/N that the SCM can achieve. Below 50 μs, the SCM still has a higher
performance than the NAND flash memory. However, the SCM is slower than the
NAND flash memory if its latency is over 50 μs. It indicates that the NAND flash is
good for the sequential write, thanks to the low write energy of the memory cell. In
other words, achieving over 1000-times sequential write performance boost
(>1 NAND flash page size) for SCM device is extremely difficult.

A recent ReRAM device [28] and MLC NAND flash memory [29] presented in
ISSCC 2014 have the program latencies 10 μs/2048 Bytes and 1185 μs/16 kB,
respectively. Comparing the SSDs made of these two devices, the performance gain
of the all ReRAM SSD with 512 B random data pattern can be over 100-times
(over 50-times at 4 kB random data pattern). To improve the system performance
gain, the SCM chip latency should be further reduced or the device program current
has to be reduced for increasing the number of parallel program cells (corre-
sponding to LSCM).

For the enterprise applications, the random data access is the bottleneck. Since
the real workload is the mixture of random and sequential data, MB/s is still used as
the overall performance metric throughout the chapter. The average IOPS IOPSAvg
can be calculated by formula (12.8):

IOPSAVG ¼ ThroughputAVG � 1024
RSAVG

ð12:8Þ

where RSAVG is the average request size (kB) and ThroughputAVG is the average
SSD performance (MB/s). If the SSD average write performance is 20 MB/s with
the 512 Byte random write data pattern, the average IOPS is equal to 40,960. When
the SSD is tested with 4 kB random data, the average SSD IOPS is 5120.

12.4 Summary and Conclusion

Three techniques are presented in this chapter to improve the write performance of
the 3D-NAND flash-based SSD. Table 12.1 summarizes the pros and cons of the
techniques in this chapter. The SEA-SSD and LBA scrambled SSD are short-term
solutions, which co-design the middleware and SSD controller. To overcome the
hurdle of limited write performance of the NAND flash memory, hybrid
M-SCM/3D-NAND flash memory SSD is the mid solution which is able to improve
the conventional all 3D-NAND flash SSD write performance by over 10 times. In
the long run, all S-SCM SSD is promising. With the system proposals like the
SEA-SSD and LBA scrambler, the latency design parameters for the 3D-NAND
flash memory are relieved. On the other hand, a larger page size and block size can
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be accepted for the NAND flash memory by introducing M-SCM into the SSD,
which is good for the design of the 3D-NAND flash memory. Due to the write
performance dependency on the application, custom 3D-NAND flash design
enables the performance optimization for each application.

Table 12.1 3D-NAND flash design with system-level considerations

Solution Pros Cons Implications for 3D-NAND
flash design

SEA-SSD [3]
(short-term)

• Low cost
• Use upper
layer
information

• Low data
management
complexity

• Only for
database
application

• Relaxed latency and
endurance design
constraints for 3D-NAND
flash based SSD by
integrating these
techniques

• Larger page and block
sizes are acceptable for
hybrid
M-SCM/3D-NAND flash
SSD, compared with the
all 3D-NAND flash SSD

• Customized 3D-NAND
flash design enables write
performance optimization
for each application

LBA scrambler [10]
(short-term)

• Low cost
• Eliminate page
fragmentation
due to
unaligned
writes

• Enhance write
speed for all
representative
SSD
workloads

• More DRAM
capacity is
required for
tables

• Interface may
need to be
modified

Hybrid
M-SCM/3D-NAND
flash hybrid SSD
[13] (mid-term)

• Cost-effective
(compared to
all M-SCM
SSD)

• Improve SSD
write speed,
power and
reliability
greatly

• Complicated
tiered
storage/cache
algorithm is
required

All S-SCM SSD
[27] (long-term)

• Little write
performance
dependency on
application

• In-place
overwrite

• No garbage
collection is
required

• >100 times
SSD write
speed boost is
possible

• High cost
(currently)

• S-SCMs like
ReRAM are
still in early
development
stage
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Boosted channel potential, 74
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Bracket-shape BL contacts, 190, 191

C
Capacitive coupled, 67, 146
Cell-type string select transistor, 180
CG to FG contact, 69
Channel (CH), 129
Channel capacity, 198
Channel coding theorem, xix
Channel encoder, 293
Channel wrapped around by gate, 85
Check nodes, 302, 313, 314, 338–343
Chien, 252, 289, 293–295, 297, 299
Circulant, 304, 308, 309, 314
Coarse/fine programming, 15
Code rate, 283, 285, 287, 296, 300, 304, 322,

345, 347
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Conventional Floating Gate (C-FG) Flash Cell,
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Correction capability, 283, 286, 296, 298, 300,

302
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Cross point memory, 9
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Dual control-gate with surrounding floating
gate (DC-SF) flash cell, 55, 56, 57, 59,
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Dummy layers, 180
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FinFET, 200, 202
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Flash controller, 12, 25
Flash memory cards, 271
Floating gate coupling, 60, 75
Floorplan, 273
Fowler Nordheim tunneling, 30, 32, 74

G
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120
Gate replacement, 115
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Hamming distance, 286, 334
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202, 204
Horizontal channel and gate, 85
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Horizontal channel (HC-FG) flash cell, 157
Hot hole injection HHI, 38
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Incremental step pulse programming (ISPP)
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In-package electrical interconnects, 265
Interpoly dielectric (IPD), 59, 67, 129, 146
Inter wordline dielectric (IWD), 68, 69
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IPD layer, 68

K
Known Good Die, 268
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Likelihood ratio (LR), 305
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Monolithic Even-Odd rows of Pillars (MEOP),
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MRAM, 26
Multi-channel, 293
Multi-chip package (MCP), 24
Multi-die, 24
Multimediacard MMC, 2, 3, 5, 19, 24
Multi-plane, 6
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Multiple MEOPs, 183
Mutual information, 337

N
NVMe, 9, 14

O
Odd pillars, 174, 180, 183, 184
ONFI, 15, 20, 21
Out-package electrical interconnects, 265
Over programming, 214
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Package fills, 265
Page buffer (PB), 65, 160, 162, 213, 273
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Parity-check matrix, 326, 327, 336, 338, 339,

341
Pass disturb, 34, 49, 74, 200, 219
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Raw bit error rate (RBER), 282, 283, 293, 296
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Read margin, 37, 75
ReRAM, 27, 249, 253, 350, 358, 367, 372
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S
Self boosted erase inhibit (SBEI), 74
Self boosted program inhibit (SBPI), 74
Self-boost program, 73
Self-boost program inhibit scheme, 73, 74
Sense amplifier (SA), 213, 250
Separated sidewall control gate (S-SCG) flash

cell, 151, 152
Shallow trench insulation (STI), 68
Shannon limit, 284, 285, 302
Sidewall control pillar (SCP) flash cell, 155,

156
Side wall oxide (SWOX), 68, 69
Single gate vertical channel (SGVC), 201, 202
SLC, 11–13, 31, 48, 64, 71, 87, 305
Soft decision, 285, 338
Soft decoding, 302, 318, 319
SONOS, 36–39, 116, 121, 200, 215
Source line (SL), 70, 80, 130
Source line contact, 183, 186, 189
Source line overhead (SLOH), 193
Source line plate, 95, 96, 122, 135, 161, 184,

193
Source line selector (SLS), 86, 130
Split-bitline, 204, 209
SSL island-gate, 210
Stacked NAND, 78, 158
Staggered bitline contacts, 121, 186, 187
Staggered pillars, 121, 172, 175, 177, 178, 186,

193
Staircase die stacking, 273
Storage class memories, 26, 350
String select line (SSL), 73, 203, 216
String select transistor, 69, 180, 209
Syndrome, 286, 289–291, 294, 298
Systematic code, 286

T
Tanner graph, 302, 303, 311, 322, 338, 339,

341–343, 345, 347
Terabit cell array transistor (TCAT), 46, 362
Through silicon vias (TSV), 24–26, 264–266,

268–270, 275, 277
TLC, 11, 12, 16–18, 20–23, 28, 59, 64, 71,

122, 160, 220, 296, 305, 319, 322–330,
332, 333, 335

Toggle mode, 15
Trap assisted tunneling (TAT), 31
Trapping set, 316, 317, 338, 342, 343, 345
Tunnel dielectric, 241
Tunnel oxide (TOX), 68, 129

U
Unselected blocks, 74, 80, 216
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Unselected wordline, 73
U-shaped, 95

V
Variables nodes, 313
Verify operation, 31, 72
Vertical channel and horizontal gate, 85
Vertical channel NAND (VC-NAND), 41
Vertical gate NAND (VG-NAND), 207
Vertical recess array transistor (VRAT), 106
Vertical source line contacts, 183, 188

Vertical stacked array transistor (VSAT), 362
V-NAND, 86, 106, 121, 122, 126

W
Weighted probability, 299
Wordline decoder, 65

Z
Zig-zag die stacking, 274
Z-VRAT (zigzag VRAT), 110
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