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FOREWORD 

I had an idea regarding NAND flash memory when I was in Washington, D.C. 
in 1986. 

My stay in Washington, D.C. at that time was long. All of Japan's DRAM man­
ufacturers were sued by the United States' International Trade Commission (ITC) 
with the demand that they be barred from exporting to the United States because 
they were infringing upon Texas Instruments' DRAM patents. I was dispatched to 
Washington, D.C. as the engineer handling the ITC lawsuit. Court session at the ITC 
was tough to hold continuously from 6 am to midnight. However, the court wasn't 
held every day. In those days, I had plenty of free time. I thought deeply about future 
semiconductor memory, so that NOR flash memory that I invented a few years earlier 
was too weak to drive out magnetic disks, and we needed to further reduce the bit 
cost and further shrink the per-bit space occupied. The answer was "NAND flash 
memory." I immediately wrote up the patent in 1986, and I filed the application on 
April 24, 1987 in Japan. The US patent for NAND Flash memory was registered as 
USP 5,245,566. 

After returning to Japan, I started the development of NAND flash memory at the 
VLSI Research Center, Toshiba Corporation, in 1987. I involved several engineers to 
make the development team for NAND flash. The basic data of reading and writing 
were obtained in a short time. We immediately submitted a paper to the 1987 IEDM. 
For further acceleration of NAND flash development, I assigned several members­
including Dr. Aritome, who is the author of this book-to a flash team from a 
DRAM team. 

After that, I aggressively drove the development. I proposed the design of a 
prototype device of 4-Mbit NAND flash memory. However, unfortunately, there was 
not enough budget at the research center to proceed with this project. It was at 

xi 
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xii FOREWORD 

a crisis point to suspend the development of NAND flash. I had to somehow find 
someone to fund the NAND project so that it could continue. I first visited the division 
developing computers in Toshiba, but their response was that they wouldn't fund a 
dream-like project for replacing magnetic memory on a semiconductor. Meanwhile, 
I explained to Tajiri, the Director of the Consumer Electronics Laboratory, that if we 
managed to produce 4-Mbit NAND flash memory, cameras would no longer need 
film. I was indeed explaining that the digital cameras we know today would become 
possible. As a result, the Consumer Electronics Laboratory bore the development 
costs. We successfully developed 4-Mbit NAND flash memory in 1988 and announced 
4-Mbit NAND flash memory at the ISSCC in February 1989. Thereafter, Consumer 
Electronics Laboratory Director Tajiri used 4-Mbit NAND flash memory to launch the 
world's first digital camera to replace conventional film with NAND flash memory. 
At the time, the price of the world's first flash-memory-based camera was high, more 
than two million yen ($20K), and thus it didn't sell well. 

In 1992, a production of NAND flash was started. The first device was 0.7-µm 
rule 16-Mbit memory. The production volume was really small; however, it was an 
important milestone. For large volume production, we had to wait 4 or 5 years to 
create the market for flash memory cards mainly for digital cameras. After producing 
memory cards, the market for the NAND flash was amazingly huge. It was the disrup­
tive innovations. Music players with cassette tape were replaced by flash-memory­
based MP3 portable music players. USB memory arrived, ang thus the floppy disk 
disappeared. Smartphone and tablet PC were designed based on the existence of 
NAND flash. Nowadays, the NAND flash memory became the standard nonvolatile 
memories that are used everywhere by everybody. However, the dream to replace 
magnetic memory (HDD, etc.) is along the way. I am expecting that the SSD will 
replace the HDD in the future. 

I left Toshiba Corporation and was transferred to Tohoku University as a professor 
in 1994. I proposed the SGT (surrounding gate transistor) NAND flash memory, 
and I also started fundamental development of SGT for three-dimensional (3D) 
NAND flash. Forbes magazine published a structural drawing of the SGT NAND 
flash memory with my photograph in the cover of the June 24, 2002 edition. The cell 
structure of SGT NAND flash memory is currently used in 3D NAND flash memories 
that are in mass production. All NAND suppliers are intensively developing the next 
advanced 3D NAND flash based on SGT structure. 

As the market for NAND flash memory expanded, engineers who are engaged in 
the development ofNAND flash and its related products rapidly increased. This book 
is good for understanding the history, basic structure and process, scaling issues, 
3D NAND flash, and so on. Dr. Aritome is one of the original members of the 
NAND flash development team and has over 27 years of experience as an engineer of 
development and production of NAND flash memory. I hope this book will contribute 
to the coming NAND flash technologies and products, including SSD. 

Finally, I am grateful to the original team members of NAND flash development. 
NAND flash memory could not be realized without their contributions. I am very 
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happy and lucky that I could collaborate with them so that we could devote ourselves 
to developing NAND flash memories. 

CTO ofSemicon Consulting Ltd. 
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PREFACE 

NAND flash memory became a standard semiconductor nonvolatile memory. Every­
one in the world has widely used NAND flash memory in many applications, such as 
digital cameras, USB drives, MP3 music players, smartphones, and tablet PCs. The 
cloud data server starts to use SSD (Solid State Drive), which is based on NAND flash 
memory. Recently, three-dimensional (3D) NAND flash memory was developed and 
started mass production for reducing bit cost. By using 3D NAND flash memory, an 
advanced SSD has been intensively developed for high performance and low power 
consumption to avoid damaging the ecological environment. 

As the production volume of NAND flash memory has increased, the number of 
engineers who are engaged in development and production of NAND flash memory 
has also increased. And a lot of people who are working for storage device are joining 
the industry of NAND flash memory. This book on NAND flash memory technologies 
was written to provide detailed views of NAND flash technologies for such individuals 
who are not only engineers of developing NAND flash memory, but are also NAND 
flash users, product engineers, application engineers, marketings, managers, technical 
managers, engineers for developing and producing SSD, engineers of other NAND 
flash-related storage devices such as data servers, and so on. 

This book is also suitable for new engineers and graduate students to quickly 
study and to be familiar with NAND flash memory technologies. I expect this book 
to encourage newcomers to contribute to future NAND flash memory technologies 
and products. 

The contents of this book include the starting history, memory cell technologies, 
basic structure and physics, principles of operations, history and trend of mem­
ory cell scaling, advanced operations for multilevel cells (2, 3, 4 bits/cell), scaling 

xv 
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xvi PREFACE 

challenges, reliability, 3D NAND flash memory cell, scaling challenge of 3D NAND 
flash memory cell, and future prospects of NAND flash memory. 

After describing the background, the starting history of NAND flash is introduced 
in Chapter 1. The basic device structures and operations are described in Chapter 2. 

Chapter 3 discusses the memory cell technologies focused on scaling. To scale 
down memory cell size, memory cell structure has been evolved from LOCOS iso­
lation cells to self-aligned STI cells, along with reducing the feature size (design 
rule). 

Chapter 4 introduces the advanced operations for multilevel cells. Tight Vt distri­
bution width is very important for multilevel cells because of enough read window 
margin. Advanced operations have been mainly developed for this point. 

By scaling down memory cell size below 20 nm, several physical limitation 
phenomena are exaggerated. Chapter 5 discusses the details of physical limitations 
for scaling. The floating-gate capacitive coupling interference has the worst impact 
on scaling, even when advanced operations are used, as shown in Chapter 4. And 
other physical limitation factors are also discussed, including an electron injection 
spread, RTN, structure limitations, high field problems, and so on. 

Chapter 6 describes the reliability of NAND flash memory. A program/erase 
cycling degrades tunnel oxide quality by generating electron/hole traps and stress­
induced leakage current (SILC). Thus all reliability aspects of the cycling endurance, 
data retention, read disturb, program disturb, and erratic over-programming are 
degraded by increasing the amount of cycling. In Chapter 6, the mechanism and 
impact on device reliabilities are discussed. 

Chapter 7 shows three-dimensional (3D) NAND flash memory cells. Many types 
of 3D cells have been proposed. These 3D cells are introduced, and pros and cons in 
structure, process, operations, scalability, performance, and so on, are discussed. 

The mass production of 3D NAND flash memory was started in 2013. Full-scale 
production will begin in 2016. However, for future 3D NAND flash memory, many 
problems still remain and have to be solved. In Chapter 8, challenges of 3D NAND 
flash memory are discussed. Increasing the number of stacked cells is essential for 
reducing the effective cell size in a 3D cell. High aspect ratio process and small cell 
current issues will be of utmost importance, as discussed in this chapter. I tried to show 
some possible solutions for these problems. Other challenges, such as new program 
disturbance issues, data retention, power consumption, and so on, are discussed. 

In Chapter 9, I summarize and describe the prospect of technologies and market 
for the future of NAND flash memory. 

I am convinced that this book is a significant contribution to the industry of NAND 
flash memory and related products. I sincerely hope you find this book useful in your 
future work. 

SEIICHI ARITOME 

Kawasaki, Japan 
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INTRODUCTION 

1.1 BACKGROUND 

Recent progress in computers and mobile equipment requires further efforts in devel­
oping higher-density nonvolatile semiconductor memories. A breakthrough in the 
field of nonvolatile memories was the invention of the flash memory [ 1], which is a 
new type of EEPROM (electrically erasable and programmable read-only memory), 
as shown in Fig. I. la. The first paper discussing the flash memory was presented in 
1984 IEDM (International Electron Device Meeting). The flash memory has many 
advantages in comparison with other nonvolatile memories. Therefore, the flash 
memory explosively accelerated the development of higher-density EEPROMs. 

In 1987, a NAND structured cell was proposed by Masuoka et al. [2]. This structure 
can reduce the memory cell size without scaling of device dimension. The NAND 
structure cell arranges a number of bits in series, as shown in Fig. I.lb [2]. The 
conventional EPROM cell has one contact area per two bits. However, for a NAND 
structure cell, only one contact hole is required per two NAND structure cells (NAND 
string). As a result, the NAND cell can realize a smaller cell area per bit than the 
conventional EPROM. 

Applications of flash memory became quite wide due to nonvolatility, fast access, 
and robustness. Flash memory application can be classified into two major markets 
(Fig. 1.1). One is for code storage applications, such as PC BIOS, cellular phones, 
and DVDs. The NOR-type cell is best suitable for this market due to its fast random 
access speed. The other is for file storage applications, such as the digital still camera 

Nand Flash Memory Technologies, First Edition. Seiichi Aritome. 
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2 INTRODUCTION 

> 1984 IEDM; 1st paper on Flash Memory 
> 1987 IEDM; 1st paper on NANO Flash 

Al 1-1' 4 AI 

I 

Selection transistor 

F. Masuoka et al., IEDM 1984 

:> Erase Gate ; Electron ejection from FG 
:> All cells can be erased at same time 
:> Fast Access 

NOR Flash ~ Code Storage 

(a) 

Bit line 

(t-r-+-t-M 

Cell Source 

{B) 

F. Masuoka et al., IEDM 1987 

:> Small Cell Size 
:> 1 Contact/2 cells ~ 1 con/64 cells 
:> Slow access 

NANO Flash ~ File Storage 

(b) 

FIGURE 1.1 Invention of flash memory and NAND flash memory. (a) Flash memory. All 
cells in the memory chip can be erased at the same time by applying erase voltage to the erase 
gate [1]. (b) NAND flash memory [2]. Memory cells are connected in series to share contact 
area. Comparison between (A) NAND cell and (C) conventional EPROM (NOR flash cell). 
(B) shows the equivalent circuit of the NAND structure cell having 4 cells. 

(DSC), silicon audio, the smartphone, and the tablet PC. The NAND-type cell is 
suitable for file storage market. 

Figure 1.2 shows the memory hierarchy of computer system before mass produc­
tion of NAND Flash. SRAM and DRAM had been used as cash memory and main 
memory, respectively. And magnetic memories, such as HDD, had been used as a 
nonvolatile mass-storage device. NAND flash memory had been targeted to replace 
magnetic memory [54]. Actually, from the production start of NAND flash memory 
in 1992, the NAND flash memory has been widely applied to new emerging applica­
tions and has replaced magnetic memory, as shown in Fig. 1.3. At first, a photo film 
had been completely replaced by the memory cards of NAND flash memory. Next, 
the floppy disk was replaced by USB drive memory. The mobile music equipment 
with cassette tape was replaced by the MP3 player using flash memory storage. Also, 
NAND flash memory had created new market of smartphones and tablet PCs. And 
now, the application is extending to the SSD (solid-state drive) market, not only for 
the consumer but also for the enterprise server. Therefore, over 20 years, NAND 
flash memory has created new large-volume markets and industries of consumer, 
computer, mass storage, and enterprise server. NAND flash production volume was 
tremendously increased. The overall NAND market is expected to reach $40 bil­
lion in 2016 [55]. NAND flash has become an explosive innovation and has greatly 
contributed to the improvement of our lives with the advent of convenient mobile 
equipment such as smartphones and tablet PCs. 
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BACKGROUND 3 

FIGURE 1.2 Target market of NAND flash memory. 

Table 1.1 shows the history of NAND flash memory development, based on 
technical papers from 1987 to 1997. During the 10 years from the first NAND flash 
paper in 1987, all of the fundamental and important NAND flash technologies were 
established, such as page programming [7, 8], block erase, the uniform program and 
uniform well erase scheme [9, 12, 13], bit-by-bit verify [15, 21], the ISPP (incremental 
step pulse program) [25, 26, 29], the self-aligned STI cell [22, 51, 56], the shield 

NANO Flash Creates New Market!! 

Photo Floppy 
Film Disk 

Memory 
Card Drive 

Cassette 
Portable 
Player 

MP3 
player 

Cell 
Phone 

·Smart­
phone 

PC 

Tablet 
PC. 

Imaging, Audio, Video, Computing ....... 

Hard 
Disk 
Drive 

SSD 

FIGURE 1.3 NAND flash memory creates a new market. 
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6 INTRODUCTION 

Requirements for NANO Flash 

Small cell size & Scalability ~ Self-Aligned STI (SA-STI) 
Multi-bit cell (MLC) 

~ HighMSpeed Program 

Parallel (Low power) Program ~ Page program 
Bit-by-bit verify 
V pgm step up (ISPP) 

~ High Reliability 
Less degradation on tunnel oxide 

~Uniform P/E scheme 

FIGURE 1.4 Requirements for NAND flash memory of the file storage market. 

bit-line scheme [21], and so on. These technologies could satisfy the requirements of 
file storage memory. 

Requirements for file storage memory are low bit cost, high-speed programming, 
and high reliability, as shown in Fig 1.4 [ 56]. 

The most important requirement for file storage applications is the low bit cost. 
The cost of a memory device is mainly determined by the die size of the memory 
chip and by the fabrication process cost, which is mainly dependent on depreciation 
of investment on factory. Then it is very important to combine small die size with a 
simple and low-cost fabrication process. In order to reduce the die size, reduction of 
unit memory cell size is as important as scaling feature size. Ideal memory cell size 
is 4 * F2 (F stands for feature size), because both X and Y directions are determined 
by line (F) and space (F). However, in early 1990s, it was difficult to realize 4 * F2 

cell size of NAND flash memory due to wide (>2 * F) isolation width of LOCOS 
(local oxidation of Si). The self-aligned shallow trench isolation cell (SA-STI cell) 
was proposed and implemented to the NAND flash memory product. An isolation 
width could be scaled down from 2-3F in the LOCOS cell to Fin the SA-STI cell. 
Therefore, the cell size could be drastically scaled down. 

The SA-STI cell has been used in mass production for a long time, from 1998 to 
the present, because of a lot of advantages, such as small cell size, high reliability, 
and excellent scalability. However, below the 20-nm feature size, it is becoming very 
difficult to manage physical limitations, such as the floating gate capacitive coupling 
effect, RTN (random telegraph noise), the high-field problem, and so on. The recent 
feature size for production could reach to 15-16 nm [57]. It is not still clear whether 
memory cell size can be scaled down further or not. 

Another way to reduce the effective cell size is the "multilevel cell." The logical 
bits are stored in one physical memory cell; for example, 2 logical bits are stored 
in one physical memory cell (MLC; 2 bits/cell). And 3 bits/cell and 4 bits/cell are 
called TLC and QLC. The mass-production start of the MLC was in 2000 by using 
0.16-µm technology. The process technology to fabricate a multilevel cell device is 
basically as same as the process of single bit cell (SLC); however, the operations for 
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BACKGROUND 7 

a multilevel cell are much different from SLC operation. It is very important to make 
a tight Vt distribution width in the multilevel cell, in order to have high performance 
and reliability. 

The next requirement for file storage application is high-speed programming, 
as shown in Fig. 1.4. In NAND flash memory, the uniform program/erase (PIE) 
scheme has been used as a de facto standard over 20 years. Unlike a NOR flash, 
no huge hot-electron injection current is required for programming, but a uniform 
PIE scheme has produced very low power consumption for programs even when the 
number of memory cells to be programmed is increased. Therefore the NAND flash 
memory can be easily programmed in large pages (512-byte to 32-Kbyte cells) so 
that the programming speed per byte can be quite fast (rv 100 Mbytes/s). In addition, 
several advanced program operations, such as bit-by-bit verify, Vpgm step up (ISPP: 
incremental step pulse program), ABL (all bit line) architecture, and so on, had been 
developed for high-speed programming. 

The other important requirement for file storage applications is "high reliability," 
as shown in Fig. 1.4. A high voltage (>20 V) is applied to a control gate to produce a 
Fowler-Nordheim (FN) tunneling current on the tunnel oxide during programming. 
The electric field in tunnel oxide reaches values greater than 10 MV /cm, which is 
normally caused by oxide breakdown in other semiconductor devices. This means 
that flash memory uses a breakdown-like operation in normal program and erase. 
Due to applying a high field, tunnel oxide has been degraded by an electron/hole trap, 
interface state generation, and stress-induced leakage current (SILC). Major reliabil­
ity degradation aspects of flash memory are related to this tunnel oxide degradation by 
programming and erase cycling. Even if a tunnel oxide is degraded, stored data have 
to be sustained in memory cells for long time, as nonvolatile memory. Data retention 
time after programming and erase cycling is a key of NAND flash reliability. 

In addition, read disturb and program disturb are also an important reliability 
phenomena in NAND flash [ 13, 16]. During read and program operation, pass voltages 
are applied to unselected word lines (WLs) in the NAND string. Several kinds of 
disturb stress are applied to an unselected cell in a cell array. Read disturb and program 
disturb are caused in these unselected cells in a string in a cell array. 

Reliability specifications for NAND flash memory are dependent on applications 
such as digital still cameras, MP3 players, SSDs (solid-state disks) for PCs, SSDs 
for data servers, and so on. Target specifications of a NAND flash are generally as 
follows. In order to guarantee the specifications ofNAND, every effort has been made 
regarding devices, processes, operations, circuits, memory systems, and so on. 

Program and erase cycles (PIE cycles): 1-K to 100-K cycles 

Data retention: 1-10 years 

Read cycles: 1E5 - 1E7 times 

Number of page program time (NOP): 1 time for MLC,TLC,QLC, 2-8 times for 
SLC 

In 2007, three-dimensional (3D) NAND flash device technology of Bi CS (bit cost 
scalable) was proposed [58] in order to scale down the NAND flash memory cell 
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further. BiCS technology has a new low-cost process concept. The vertical poly­
Si channel is fabricated by through-holes in stacked multilayer word lines. After the 
BiCS proposal, several three-dimensional (3D) NAND flash cells have been proposed 
[59-63]. Due to the vertical stacked cell structure, the 3D cell has an advantage of 
reducing effective cell size without scaling the feature size of F. In 2013, the mass­
production start of 3D NAND flash was announced. The device was a 128-Gbit MLC 
3D V-NAND flash with a 24-cell stacked charge trap cell [64]. To proceed to a lower 
bit cost of the 3D NAND cell, a number of stacked cells are needed to increase 
intensively. Many technical issues, such as a high-aspect etching, data retention of a 
charge trap cell, a new program disturb mode, cell current fluctuation, and so on, have 
to be solved or managed. After overcoming these critical issues, it is expected that a 
1-terabit or 2-terabit NAND flash memory device will be available around 2020. 

1.2 OVERVIEW 

The NAND flash memory device technologies are reviewed in this book. The chapters 
focus on the scaling of the NAND flash memory cell, the high-performance operation 
of NAND flash, the improvement of NAND flash reliability, and three-dimensional 
(3D) NAND flash technologies, because they are very important for present and 
future NAND flash memory. 

After describing a background of NAND flash technology in Chapter 1, Chapter 
2 presents a basic structure and operations of NAND flash memory. The structures 
of single-cell and NAND-cell array are described. Cell operations of read, program, 
and erase are introduced. And then multilevel NAND cell technology is discussed to 
realize low-cost NAND flash memory. 

The scaling history and scenario of planar (two-dimensional) NAND flash memory 
cells are reviewed in Chapter 3. The layout of the NAND flash memory cell is simple: 
Parallel word lines (WL) are perpendicular to parallel bit lines (BL). WL pitch is 
normally 2 * F, (F: feature size), which is limited by lithography technology. However, 
BL pitch was normally 3 * F or more in the case of LOCOS isolation. This is because 
the isolation width needed to be 2 * F or more to prevent a relatively high (rv8 V) 
punch-through between NAND cell channels (strings) during programming. Thus, it 
was crucial to scale down isolation width, in order to scale down memory cell size to 
satisfy the requirement of low bit cost. 

First, LOCOS isolation cell technologies are presented (Section 3.2). The LOCOS 
isolation width can be minimized with improving device performance by the field­
through implantation technique (FTI) after LOCOS formation. Next, the self-aligned 
STI cell with the PG (floating gate) wing is discussed (Section 3.3). The PG wing 
is applied to reduce the aspect ratio of cell structure. And then, the self-aligned STI 
cell without FG wing is discussed (Section 3.4). This cell has been used from the 
90-nm generation cell to the present cell (1 Y-nm cell), as a defacto standard. And 
the planar PG cell is introduced as an alternate cell structure (Section 3.5). Also, 
the sidewall transfer transistor cell (SWATT cell) is described (Section 3.6). Due to 
sidewall transfer transistor, the Vt read window margin can be greatly improved. Then, 
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fast programming speed can be expected. And then, recent advanced NAND flash 
memory cell technologies of the dummy word-line scheme and the p-type floating 
gate are discussed in Section 3.7. 

Another important technology for low bit cost is the multilevel cell (MLC), which 
is a stored multilogical bit in a single memory cell. To implement MLC, smart 
operation schemes are crucial to produce reasonable performance and reliability. In 
Chapter 4, the advanced operations for a multilevel NAND flash are discussed. It 
is very important to make tight Vt distribution width during programming for better 
performance and reliability. Most of the operation schemes focus on this point. 

For the scaling memory cell, it is becoming very difficult to control the Vt dis­
tribution width due to the occurrence of several physical limitations, including the 
:floating-gate capacitive coupling effect, electron injection spread, RTN, and the high­
field problem. These physical limitations make the Vt distribution width wider, and 
then the, cell Vt setting margin (read window margin) is degraded. The recent feature 
size for production could reach values below 20 nm. The read window margin is seri­
ously degraded. Then it is important to clarify how much scaling limitation factors 
have an impact on the Vt margin beyond the 20-nm feature size. Thus, the scaling 
challenges of the self-aligned STI cell are discussed beyond 20 nm in Chapter 5. 

The reliability of two-dimensional NAND flash memory cell is discussed in Chap­
ter 6. Reliability of flash memory is attributed to data retention or read disturb 
after program/erase cycling endurance. Program and erase operation schemes have 
a serious impact on reliability of a flash memory cell. Then, many program/erase 
schemes were proposed to satisfy the requirement of reliability and performance. It 
is very important to clarify the cell degradation mechanism and the best scheme of 
program/erase in order to achieve the requirement of reliability and performance. 
Chapter 6 describes the reliability aspect of NAND flash cell. The uniform pro­
gram/erase scheme has several advantages in NAND flash reliability by comparing 
program/erase endurance, data retention, and read disturb characteristics in several 
program and erase schemes. 

The three-dimentional (3D) NAND flash cells are presented in Chapter 7. 
After describing motivation and history of 3D NAND flash, many types of three­
dimensional cells are introduced. Advantages and performances are compared in 
several 3D cells, including BiCS cell, TCATN-NAND, SMArT cell, VG-NAND, 
and DC-SF cell. 

After that, the challenges of 3D NAND cells are discussed in Chapter 8. To realize 
low-cost NAND flash memories, serious issues have to be solved or managed by 
improving process, structure, device, performance, and reliability 

The future trend of NAND flash memory is discussed in Chapter 9. The perspec­
tives on future NAND flash technologies are also discussed. 

Corresponding to the above discussions, the following topics are described iri this 
book: 

1. Principle of NAND flash memory. 

2. Scaling scenario of 2D NAND flash memory cell. 
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3. Practical framework of scaling down of 2D NAND flash memory cell. 

4. The LOCOS isolation technology to scale down NAND flash memory cell. 

5. The self-aligned STI technology. 

6. Low-cost NAND flash process flow. 

7. The planar FG cell. 

8. The SWATT cell for MLC (multilevel cell). 

9. Advanced operations for MLC. 

10. Basic and advanced program operations for tight programmed Vt distribution 
width in MLC. 

11. Page program sequence for MLC (2 bits/cell). 

12. Page program sequence for TLC (3 bits/cell) 

13. The scaling challenges of a 2D NAND flash cell. 

14. The solutions to overcome the scaling limitation of a 2D NAND flash cell. 

15. The factors analysis of physical scaling limitation of a 2D NAND flash cell. 

16. Detail mechanism of the floating gate capacitive coupling interference, Electron 
injection spread, RTN, and so on., as scaling limiter. 

17. Investigation on the reliability of NAND flash in several program and erase 
schemes, in order to clarify the dependence of program and erase scheme. 

18. Investigation of the program disturb and read disturb phenomena to optimize 
operation of NAND flash cell. 

19. Introduction of several three-dimensional (3D) NAND flash memory cells. 

20. Scaling challenges of 3D NAND flash memory. 

21. Detail mechanism of program disturb, cell current fluctuation, and so on., in 
3D NAND flash cell. 

22. Future trend of NAND flash memory technologies. 
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PRINCIPLE OF NAND FLASH 
MEMORY 

2.1 NAND FLASH DEVICE AND ARCHITECTURE 

2.1.1 NAND Flash Memory Cell Architecture 

Figure 2.1 shows the single-cell architecture of flash memory. The single cell has an 
Nch MOS transistor with poly-silicon floating gate (FG). FG is electrically isolated 
by tunnel oxide and interpoly dielectric (IPD). Charge is stored in FG, and potential 
of FG is controlled by control gate (CG) voltage with capacitive coupling between 
CG and FG. Figure 2.2 shows the NAND string structure [l]. The NAND string 
consists of 32 cells (typical) and two select transistors (SOD, SGS). Thirty-two cells 
are connected in series. SOD connects at a drain to isolate it from a bit line (BL), and 
SGS connects at a source to isolate it from a source line (SL). The number of cells 
in one NAND string has been increased with steps of 8 cells --+ 16 cells --+ 32 cells 
(0.12-µm generation"') --+ 64 cells ( r-43-nm generation). 

Figure 2.3 shows (a) a top view and (b) a cross-sectional view of NAND flash 
memory cells. One NAND string consists of 32 series-connected stacked gate mem­
ory transistors and two select gate transistors. The entire memory array is formed by 
straight active area lines (horizontal lines) and straight gate lines (vertical lines). This 
simple cell structure enables easy fabrication of memory cells, which have small fea­
ture size. The memory cell is located at an intersection of the two cross lines. Thirty­
two memory transistors are arranged between two select transistors, so that both the 
bit-line and source-line contacts are arranged every 34 gate lines (vertical lines). 

Nand Flash Memory Technologies, First Edition. Seiichi Aritome. 
© 2016 The Institute of Electrical and Electronics Engineers, Inc. Published 2016 by John Wiley & Sons, Inc. 
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Control Gate 

- IPD{ONO) 

:;::--- Tunnel oxide 

~ 
Top View 

Control 
Gate 
{CG) 

FIGURE 2.1 Single-cell architecture of floating-gate flash memory. Nch MOS transistor 
with poly-silicon floating gate (FG). The FG is electrically isolated by tunnel oxide and inter­
poly dielectric (IPD). Charge is stored in FG. 

Figure 2.4 shows the array architecture of a NAND flash memory cell. Page size is 
typically 2 K to 16 KByte (2- to 16-KByte cells+ ECC code). Page size is increasing 
for enhancing the performance of read and program operations. The original page 
size was 512-Byte cells+ ECC code [2-5]. And the page size was increased with 
steps of 512 B --+ 2 KB (0.12-µm generation"') --+ 4 KB (rv56-nm generation) --+ 
8 KB ( ""'43-nm generation)--+ 16 KB ("'2X- to lX-nm generation, with an all bit-line 
scheme). The page size will be more increased for future devices because much 
higher performance will be required. The block size is basically page x 2 x 32 cells 
= 128-K to 256-KByte cells (physical) in this case. The block size was also increased 
by increasing the number of cells in the NAND string and increasing the page size. 
The read and program operations are performed per page. And the erase operation is 
performed per block. 

Bit 

SGD 
Line 
(BL) 

WL31 

WL30 

32 Cells WL29 

/String 

WL1 

WLO 

SGS 
Source 

FIGURE 2.2 NAND cell string architecture. NAND cell string consists of 32 cells (for 
example) and two select transistors (SGD, SGS). Thirty-two cells are connected in series. 
SGD and SGS connect at drain and source to isolate from bit line and source line, 
respectively. 
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Word Lines 

Source Line Contact 

FIGURE 2.3 (a) Top schematic view and (b) cross-sectional view of NAND flash memory 
cells. 

2.1.2 Peripheral Device 

Figure 2.5 shows the cross-sectional view of a typical NAND flash memory device 
[ 6]. A memory cell array is fabricated on a double well consisting of a p-well and an 
n-well. Low-voltage transistors of N-ch (N-channel) and P-ch (P-channel) are on the 
p-well and the n-well, respectively. A high-voltage transistor of N-ch is fabricated 

BL 

- , 
: WL31-lfl:--l--fH--l--Hl--l-ffl--l--· ................ _-ttt-+-fft--l-fft-+-flt- 1 

: ._"':.L30_-H1_:--+-+H--+--H1--l-ffl--l--................. --m;;.....i-~-1-m.-+-11~:i..;.~ : f,...P_a_g_e-(x_2_)....,, 

I WL29-Hl:--+-fH--l--Hl--l-ffl--l--"'"''"'"""'--llf-+-fft--l-fft-+-flt- 11 
1 1 Block 
I II •• II 111111 1~ 

I WL 1 -Hl:--+-fH--1--Hl--l-ffl--l--· ................ _-ttt-+-fft--l-fft-+-flt- : 
1 

WLO --ttt--+-ltt--t-fft-t--flt-+--·· .. ··........... I 
L----- - - .. 

SGS ---t-t----1-1-1--1--· ................ --+1--+-++--+--i+-+-++-SourcllY'-_...._.......,. __ __.. __ ................. --"'-1---i-~"i--

FIGURE 2.4 Array architecture of NAND flash memory cells. Page size is typically 2-K to 
16-KByte (2- to 16-KByte cells+ ECC code). Block size is typically page x 2 x 32 cells= 

· 128-K to 256-KByte cell (physical). Read and program are performed in per page. Erase is 
performed in per block. 
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p-well 

n·well 

Memory Cell Array 

Metal-2 
Via-2 

Metal-1 

Via-1 

P-substrate 

Low Voltage 
N-ch 

Low/High 
Voltage P-ch 

High Voltage 
N-ch 

FIGURE 2.5 The cross-sectional view of NAND flash memory. 

on a P-substrate. A high-voltage transistor of P-ch is fabricated on an n-well, whicl 
is basically the same n-well as for a low-voltage P-ch transistor. A NAND flasl 
memory device has normally three metal layers of Metal-0, Metal-1, and Metal-2. Cl 
metal layers with a damascene process are used for Metal-1 and Metal-2 in severa 
companies' products. 

The peripheral transistors for a NAND flash memory device are listed in Fig. 2.6 
The lineup of peripheral transistor types is dependent on circuit requirement. Fig 
ure 2.6 shows a typical case of a transistors list. A thick gate oxide of 25-40 nm is usec 
for a high-voltage transistor. A low-voltage transistor has a thin gate oxide (i-..,9 nm 
which is the same as tunnel oxide in a memory cell. In order to realize low proces~ 
cost, it is important that peripheral Tr is fabricated without increasing process steps. 

NANO Flash Peripheral transistors 

Low-voltage (L V) transistor 
N~ch E-type 
P-ch E-type 

High-voltage (HV) transistor 
N-ch E-type 
N-ch I-type 
N-ch D-type 
P-ch E(+)-type 

Where E-type = Enhancement type 
I-type = Intrinsic type (V1 - O V) 
D-type = Depletion type 
E( +)-type = deep Enhancement type (V1 - -3 V) 

FIGURE 2.6 List of peripheral transistors in NAND flash memory. V1; threshold voltage. 
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CELL OPERATION 21 

The scaling of a high-voltage transistor (HV Tr) is one of the important challenges 
for NAND flash memories. The size scaling of a high-voltage transistor (HV Tr) is 
required for placing HV Tr and isolation on a certain determined cell pitch. There are 
two critical locations of HV Tr scaling. One is the row decoder/word-line driver, and 
HV Tr + isolation width have to be in one string pitch basically. The other location is 
the bit-line selector area. The size of an HV transistor has to be as small as possible 
to make a small area of bit line selector. 

2.2 CELL OPERATION 

2.2.1 Read Operation 

Figure 2.7 shows basic read operation of single cell. Data (0 or 1) is judged by cell 
current Ucen) flow "ON" or not flow "OFF" during Vgate = 0 V applied (for SLC 
(1 bit/cell) case). The erased state has a positive charge in an FG. The programmed 
state has a negative charge in FG. 

Read operations are performed in page units, as shown in Fig. 2.8. A page cor­
responds to a row of cells and is accessed by a single word line. VpassR ( "'6 V) is 
applied to an unselected word line to be as a pass transistor. Random read speed (tR) 
is normally 25 µs for SLC and 60 µs for MLC (2 bits/cell). However, tR is becoming 
longer as a cell scaling because of decreasing cell current, /cell· 

A read disturb problem is mainly caused in unselected cells where VpassR is 
applied to a control gate (CG) and channel is 0 V. It is the weak electron injection 
mode, and then cell Vt (threshold voltage) is gradually increased. Detail read disturb 
characteristics are discussed in Chapter 6. 

2.2.2 Program and Erase Operation 

Several program and erase schemes were considered to use a NAND flash memory 
product in early stage of development, as shown in Fig. 2.9. There are only two 

CG I V gate(O V) 

OV FG I I Vd(1V) 

~ J; 
Cell Current (lcen) 

"Erased" "Programmed" 

ov 
Cell threshold voltage 

"Erased" 

ov 
Vgate 

FIGURE 2.7 Principle of read of single cell. Erased: Positive charge in PG. /cell "ON". 
Programmed: Negative charge in PG. /cell "OFF". 
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Vee 

VpassR 

R1 

VpassR 

VpassR 

VpassR 

Vee 

ov 1 v ov 1V OV 1V OV 

0 v --;.----------·········""'''' __________ _ 

VpassR = -6 V 

FIGURE 2.8 Read operation of NAND cell array. Page read: 2-16 KByte at the same time. 
Typical random read speed, tR: 25 µs for SLC, 60 µs for MLC. 

ways of giving an electron injection to a floating gate (FG) of a channel hot electron 
(CHE) injection and a Fowler-Nordheim (FN) channel injection. And also, there 
are only two ways of electron ejection from an FG of a drain/source FN ejection 
and a channel FN ejection. Four schemes of programming and erase operations 

NOR P/E Scheme 
(Original NANO) 

10 v 

D 

OV 
Channel Hot 

Electron Injection 

ov 

D 

ov 
Source Ejection 

New NOR P/E 
Scheme 

10V 

D 

ov 
Channel Hot 

Electron Injection 

ov 

D 

18 v 
Channel Ejection 

Non-Uniform 
P/E Scheme 

ov 

D 

ov 
Drain Ejection 

18 v 

D 

ov 
Channel Injection 

Uniform P/E 
Scheme 

18 v 

D 

ov 
Channel Injection 

ov 

D 

18 v 
Channel Ejection 

FIGURE 2.9 Program and erase schemes of NOR and NAND flash memory cells. 
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Erase 

CG ov 
FG Fowler-Nordheim 

tunneling 
mechanism 

o V Vera (20 V) 

,, ...... . . . . . . . . . . . . . . . . . . . .. . . . .. 

"O" 

ov 
Cell threshold voltage 

ov 

.. ···· .. . . . . . . . . . . . . . . . . . . . . . ·. 

Cell threshold voltage 

FIGURE 2.10 Principle of single-cell program and erase. Program: Injected electron to the 
FG through tunnel oxide. Erase: Ejected electron from the FG. 

are possible by combination of these ways of injection and ejection, as shown in 
Fig. 2.9. The first one is the NOR-type flash program/erase scheme. CHE injection 
is used for programming, and source FN ejection is used for erase. The second 
one is the new NOR-type flash program/erase scheme [7]. CHE injection is used 
for programming, and channel FN ejection is used for erase. The third one is the 
old program/erase scheme for NAND flash [8, 9]. Drain FN ejection is used for 
programming, and channel FN injection is used for erasing. The fourth one is the 
current NAND-type flash program/erase scheme [7, 10, 11]. Channel FN injection is 
used for programming, and channel FN ejection is used for erasing. 

Power consumption is worse in both CHE injection and drain/source FN ejection 
schemes due to large current flow. The memory cell scalability is also worse in CHE 
injection and drain/source FN ejection schemes due to applying large voltage to a 
drain/source. And reliability is worse in drain/source FN ejection schemes due to 
degradation by a generated hot hole, as described in Chapter 6. Therefore, the pro­
gram/erase schemes for a NAND flash memory product use a uniform program/erase 
(PIE) scheme, as shown in Fig. 2.9 [7, 10, 11]. A detailed program and an erase 
operation are described in the following. 

The program operation of a NAND flash cell is performed by applying high­
voltage Vpgm to control gate (CG) while keeping substrate/source/drain 0 V, as shown 
in Fig. 2.10. Electrons are injected to the floating gate (FG) by a Fowler-Nordheim 
(FN) tunneling mechanism through the tunnel oxide. Vt of cell has a positive shift. 
An erase operation is performed by applying high-voltage Vera to substrate (p-well), 
while keeping CG at 0 V. Electrons in an FG are ejected to a substrate through a 
tunnel oxide. Vt has a negative shift. 

Figure 2.11 shows a typical program characteristic. Higher program voltage (Vpgm) 
or longer program pulse width can cause faster programming. 
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FIGURE 2.11 Typical program characteristics. High program voltage can be faster 
operation. 

Figure 2.12 shows the cell array program scheme. At first, the programming starts 
at the source side cells. Vpgm is applied to the control gate (COO; WLO) of the 
selected cells while Vpass is applied to the control gates of the unselected cells. These 
unselected cells act as pass transistors and make the boosting voltage in a channel to 
prevent boosting mode program disturb, as described in Section 2.2.4. A 0-V charge 
is applied to the bit line, and then electrons are injected from the bit line (channel) 
to a floating gate by the electric field between the bit line and the floating gate of 
the selected cell. The threshold voltage of the selected cell is pushed up into the 

0 VIV v cc 
cc 

OV/ V v cc 
cc 

OV/ V v cc 
cc 

OV/ V v cc 
cc 

Vee 
V pass - 10 V -lfl-l-Ht-+-111--1--ttt--t--·········· ... · .. ·--ltl-l-Ht-+-lll--l--lff-

V pgm - 20 V -HtHt-Ht-+Hlt-tt--ttt--+--···· ............. --HtHt-Ht-+Hlt-tt--lff-

V pass -ltl-l-Ht-+-lll--l--ttt--t--·· ............... --ttl-l-Ht-+-111--1--lff-

111111111 El II II 

V pass -4!'1--+-m--1--lll--+--N-1--+--.. •·········· .. ··--#1--+-m--1-....m.-1--m­

V pass -ltl-l-Ht-+-lll--l--ttt--t--·················--ttl-l-Ht-+-111--1--lff­

O V -+,t--t-++-+-++--1--++--+--·················--+t--t-++-+-++-+-i+-
V cc ---"""'+--"-1---'-+--··· .............. --........ ---+-"-I-__. 

FIGURE 2.12 Program operation of NAND flash cell array. Page program: 2- to 16-KByte 
program at the same time. All cells in page should be programmed in one program sequence 
(prohibit partial page program). Program speed, tprog: 200 µs for SLC, 800-1600 µs for MLC. 

Order of page programming is from source side page to drain side page (sequential page 
program in block). Random order of page programming is normally prohibited. 
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enhancement mode of approximately 2 V. In the case of a program inhibit mode, the 
bit line is raised to Vee· The voltage of Vee - Vt (Vt of select Tr) is transferred to 
the channel of cell strings before applying Vpass to unselected CGs. Then Vpass are 
applied to the control gate of the unselected CGs to make the boosting voltage in the 
channel of unselected string. No electrons are injected from the channel (Vboost) to 
the floating gate, because the electric field between the bit line and the floating gate 
is insufficient to initiate tunneling. The threshold voltage of the selected cell remains 
at erase state of -3 V. After programming the cells connected with CGO (WLO), the 
programming of the cells connected with CGl (WLl) starts. Vpgm is applied to the 
control gate of the selected cell (CG 1 ), and Vpass is applied to the control gates of 
the unselected cells (CGO, CG2-G31). Either 0 V or Vee is applied to a bit line as 
corresponding with data. Subsequently, the programming continues from the source 
side cell to the bit-line side cell successively. Typical programming time per page, 
including the data load sequence, is 200 µs for SLC, 800-1600 µs for MLC. 

Incremental step pulse programming (ISPP) achieves fast program performance 
under process and environmental variations while keeping a tight programmed cell 
Vt distribution [12-14]. Figure 2.13 shows the Vpgm waveform of an ISPP scheme. 
Vpgm has stepped up by each pulse. An ISPP scheme suppresses process variation 
issues effectively by allowing fast programmed cells to be programmed with a lower 
program voltage and slow program cells to be programmed with a high~r program 
voltage. After an initial 15.5-V program pulse, each subsequent pulse (if required) 
is incremented in 0.5-V (.b. Vpgm) steps up to 20 V, for example. Since sufficiently 
programmed cells are automatically switched to the program inhibit state in the 
verification step, easily programmed cells are not affected by the higher program 
voltages. A 1-V program pulse increment is approximately as effective as five pulses 
without the increment. Thus, ISPP scheme has the effect of increasing pulse width 
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~ 
~ 10 v 

::::i 
I 

't:! ... 
~ sv 

Incremental Step Pulse Programming (ISSP) 

...... /:;.V 
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FIGURE 2.13 Incremental step pulse programming (ISSP) waveform. ISPP is used for page 
program to make a tight cell V1 distribution. Degradation of tunnel oxide can be mitigated due 
to relaxed maximum electric field in tunnel oxide during program. 
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FIGURE 2.14 Comparison of programmed cell threshold voltage distribution in devices 
with ISPP and without ISPP (constant voltage programming with 16.5 and 18 V). 

[ 15] without actually increasing the program time by dynamically optimizing program 
voltage to cell characteristics. Through program pulse/verify cycles, programmed cell 
Vt is maintained to within 0.6 V by using a 0.5-V ISPP step as shown in Fig. 2.14 
[12]. With an ISPP scheme, a page is typically programmed within 2-6 program 
pulses/verify cycles for SLC (·...,300 µs). The constant 16.5-V program voltage device 
of Fig. 2.14 has the tightest Vt distribution (rv0.5 V), however, program verify cycles 
are larger, consisting of 11-37 cycles. This means 2-16 times slower programming 
speed. Then an ISPP scheme provides an optimum combination of both a tight Vt 
distribution and a fast program time. 

By effectively adjusting to process and environment variations, an ISPP scheme 
maintains a consistent program perfmmance which helps to improve the yield of the 
device. Marginal cells that are previously out-of-spec when conditions are varied are 
brought within-spec with ISPP. An ISPP scheme is able to compensate for cell-by-cell 
variations that can exist within a die. 

The program verify operation is performed just after program pulse (Vpgm) to check 
whether each cell Vt reach to verify level of Vverify or not, as shown in Fig. 2.13. 
The operation condition is almost the same as regular read operation, as shown in 
Fig. 2.8. The different point from regular read operation is that a control gate voltage 
is Vverify• replaced by Rl in Fig. 2.8. 

The erase operation is perfo1med in block units, as shown in Fig. 2.15. The 
wordlines of selected blocks are grounded and the wordlines of unselected blocks are 
floating. A high erase pulse("' 20 V) is then applied to the p-well and n-well in the 
memory cell area (Fig. 2.5). In the selected blocks, the erase voltage creates a large 
( "'20 V) potential difference between the p-well and the control gates. This causes FN 
tunneling of electrons from the floating gate into the p-well, resulting in a typical cell 
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0 V -HllH-l-Hll-l+Hff-l+Hll--l+--................. _+filH-l+-ffl-+l+itH-1-HllH 
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Floating-........,r---""'-l-""'-l-"'-l'--·· ............... --......... - ........ -"'-I-__. 

V p-well = V erase = -20 V 

FIGURE 2.15 Erase operation of NAND flash cell array. Block erase: 128- to 256-KByte 
(2-KByte x 2 x 32) cells are erased at the same time. Erase speed, terase: 2-5 ms with erase 
verify. 

threshold voltage that shifts negative. Since over-erasure is not a concern in NAND 
flash, cells are normally erased to -3 V. Also, the low erased cell threshold voltage 
provides an additional margin against upward threshold voltage shifts that arise from 
program/erase cycling, program disturb, read disturb, and Vt shift by floating gate 
capacitive coupling interference (see Chapter 5). 

Figure 2.16 shows the typical erase characteristics. Cells can be erased to -3 V 
by applying a 17- to 18-V, 1-ms erase pulse width. 

The erase verify operation is performed just after an erase pulse (Verase) to check 
whether all cell Vt values in string become less than a certain Vt (for example, 0 V) 
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FIGURE 2.16 Erase characteristics. Higher erase voltage can be faster operation. Erase 
speed, tera: 2-5 ms. 
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FIGURE 2.17 Erase verify operation. 

or not. Figure 2.17 shows the operation condition of erase verify. A 0-V charge is 
applied to all control gates in a block, while Vee and 0 V are applied to a source line 
and a bit line, respectively. The bit line is initially set to 0 V and then set to floating 
(F). During erase verify read, bit-line voltage is increased by cell cmrent flow through 
a string, and then it judges whether all cells in the string are erased or not. If some 
cells are not be erased, an additional erase operation is performed in the same manner 
as that of the program/verify operation. 

2.2.3 Program and Erase Dynamics 

The device model is described for program and erase dynamics [16]. 

A. Calculation of Tunnel Current. The tunneling current density through the tunnel 
oxide is approximated by the well-known Fowler-Nordheim equation [17, 18]. 

(2.1) 

where Etun is the electric field in the tunnel oxide, and 0<- and ~ are constants. The 
tunnel oxide field Etun is given by 

Etun = IVtunl/Xtun (2.2) 

where Vtun is the voltage drop across the tunnel oxide and Xtun is the thickness. Vtun 

can be calculated from a capacitive equivalent circuit of the cell. 

B. Calculation of Vtun· In order to gain insight into the basic device operation, 
a simplified equivalent circuit is used, shown in Fig. 2.18. In Fig. 2.18, CPP is the 
interpoly capacitance, Ctun is the thin oxide capacitance between the floating gate 
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FIGURE 2.18 A simplified capacitive equivalent circuit of the NAND flash memory cell. 

and the substrate. Qfg is the stored charge on the floating gate. Vtun can be expressed 
for an electrically neutral floating gate in terms of simple coupling ratios: 

IVtun I write = Vg* Kw (2.3) 

where 

Kw= Cpp/CCpp + Ctun) (2.4) 

and 

IVtunlerase = Vwell *Ke (2.5) 

where 

Ke= 1 - Ctun/CCpp + Ctun) (2.6) 

The coupling ratios K,v and Ke denote the fraction of the applied voltage that 
appears across the tunnel oxide. Note that (2.3) and (2.5) are applicable only when 
Qfg = 0. During program operation, buildup of negative stored charge of the floating 
gate will reduce the tunnel-oxide voltage according to 

(2.31
) 

In the ERASE operation, the initial negative stored charge on the floating gate will 
increase the tunnel-oxide voltage according to 

(2.5') 

at the end of the erase operation when positive charge is built up on the floating gate, 
and the last term in (2.5

1

) will reduce the tunnel-oxide voltage. 
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C. Calculation of Threshold Voltages. The initial threshold voltage of the cell, 
corresponding to Qfg = 0, is denoted by Vti. Stored charge shifts the threshold 
according to the relation 

(2.7) 

Using (2.3
1

) and (2.5
1

) for Qfg at the end of the program/erase pulse, the cell's 
threshold voltages are 

Vtw = Vti - Qfg/Cpp = Vti + Vg * (1 - V{unf (Kw * Vg)) (2.8) 

Vte = Vti - Qfg/Cpp = Vti - Vwell * (Kef Kw - V{unf(Kw * Ywen)) (2.9) 

Here Vtw is the threshold of a programmed cell, and Vte is the threshold of an erased 
cell. vg and v well are the program/erase pulse amplitudes, respectively, and v:un is the 
tunnel-oxide voltage at the end of the pulse. Assuming that the program/erase pulse 
is sufficiently long, the thin-oxide field will be reduced to below about 1 x 107 V/cm, 
when tunneling practically "stops." An approximation of V{un can be calculated from 
(2.2), and it can be substituted in (2.8) and (2.9) to give the approximate programming 
window of the cell and its dependence on cell parameters and programming voltage. 
Typical results are shown in Fig. 2.19 [16]. 

In order to maximize the cell window at a given tunnel-oxide thickness and 
program/erase voltage, the coupling ratios should approach unity. Both coupling 

12 

6 

WRITE CPP = 4 x 10-14 F 
Cgox = 5 X 10-15 F 
Atun = 2 µm2 

- Vti ~ 01--~~~~~~~~~~~~_:::==--~---1 

-t" 

-6 

-12 ERASE 

60 80 100 120 140 
TUNNEL OXIDE THICKNESS (A) 

FIGURE 2.19 Program/erase threshold window versus tunnel-oxide thickness, calculated 
with the approximation of (2.8) and (2.9), assuming that Vtun' = 1 x 107 * Xtun at the end of the 
operation. 
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FIGURE 2.20 Measured and simulated threshold voltage as a function of program pulse 
amplitude, for a fixed program time of 10 ms. 

ratios can be increased by reducing Ctun and increasing Cpp· At a given tunnel-oxide 
thickness, this is usually achieved by minimizing the thin-oxide area and adding extra 
poly-poly overlap area on the sides of the cell transistor. Typical coupling ratios are 
about 0.6. 

Figure 2.20 shows the calculated and measured results for the program operation 
[16]. The threshold voltages as a function of program pulse amplitude are shown. 
The simulation results fit the measured data closely. And we can see write (program) 
pulse amplitude and Vt has linear relationship .6. Vt = .6. Vpgm in same pulse width. 
This is important in the case of considering ISPP and Vt window setting. 

2.2.4 Program Boosting Operation 

Program disturb is a phenomenon in which the threshold voltage (Vt) of unselected 
cell is increased during program operation. The basic program disturb modes are 
shown in Fig. 2.21. There are two modes of program disturb. One is "Vpass mode" in 
selected NAND string, where bit-line (BL) and cell channel are 0 V. Vpass ("' 10 V) 
is applied to control gate ( wordline ), while a 0-V charge is applied to source and 
drain (channel). This condition is a weak electron injection mode to FG, and then Vt 
is increased, especially in the case of higher Vpass· The other is "boosting mode" in 
unselected NAND string. The program voltage Vpgm is applied to control gate, while 
channel is the boosting voltage. The boosting voltage ( "'8 V) is mainly generated by 
Vpass voltage of unselected wordlines in string. The "boosting mode" is also in weak 
electron injection mode. Vt of a memory cell is increased, especially in the case of 
high Vpgm and lower Vpass (lower boosing voltage). As indicated in Fig. 2.21, the Vt 
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Boosting 
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Vpass 
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I J .. <H Vboost 
-sv 
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~ 

FIGURE 2.21 Program disturb ofNAND flash memory cells. Weak electron injection mode 
is caused in an unselected cell. There are two modes of boosting mode and Vpass mode. The 
"self-boosting" scheme is used for unselected string. The channel voltage in unselected string 
has boosted up to vboost ,...,g v. 

distribution tail is mainly increased in LO or L 1 states in MLC Vt setting due to higher 
tunnel-oxide field. 

Figure 2.22 [19] shows program disturb data dependent on Vpass· In the case of 
higher Vpass (14-18 V), the V1 shift of a Vpass mode is increased. On the other hand, in 
the case oflower Vpass ("" 10 V), the Vt shift of boosting mode is increased. The middle 
of Vpass voltage (10-14 V) has to be used due to small Vt shift (small program disturb). 
Normally the range of available Vpass voltage is called "Vpass window", indeed, the 
Vpass region where Vth shifts by disturbs does not cause incorrect operation. 

There are several program boosting schemes for multilevel NAND flash cells. 
Figure 2.23 shows three basic boosting schemes. The first one is a conventional self­
boosting (SB) scheme. The SB scheme is mainly used for an SLC (1 bit/cell) device. 
The second one is a local self-boosting scheme [13]. The boosting voltage (Vboost) 

can be increased because an adjacent WL cell is cut off due to applied 0 V. Then a 
program disturb of boosting mode can be improved due to reducing voltage difference 
between CG (Vpgm) and channel (Vboost). The third one is the erase-area self-boosting 
scheme (EASB ). EASB was widely used for MLC (multibit cell) to obtain a higher 
boosting voltage. The reason why higher boosting voltage can be obtained is separated 
erased cells and programmed cells in string. Due to page program order, source­
side cells from selected WL have already been programmed. Boosting efficiency 
is lower in source side cells. However, drain-side cells from selected WL are still 
in an erased state. Boosting efficiency of drain side cells is higher than source-side 
due to lower cell Vt. Then it is very effective to obtain high Vboost by cutting off 
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FIGURE 2.22 V1 shift of program disturb in the self-booting scheme. Vpass mode dominates 
in higher Vpass· Boosting mode dominates in lower Vpass due to low Vhoost· Vpass window is 
between vpass mode and boosting mode. 

boosting node between drain-side and source-side cells. As NAND flash cell scaling, 
the boosting voltages produce a higher electric field in the source/drain area. A 
higher electric field generates hot electron and hot hole, and they are unexpectedly 
injected to FG. In order to relax high electric field, the self-boosting scheme is 
becoming a more advanced and complicated scheme for each generation of NAND 
flash memory. 
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FIGURE 2.23 Self-boosting schemes. (a) Self-boosting scheme (SB). (b) Local self-boosting 
scheme (LSB). (c) Erase area self-boosting scheme (EASB). 
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SLC (Single-Level Cell) 

LO L1 
Cell Vt 
window 
margin 

R1 

MLC (Multi-Level Cell) 

LO L1 

R1 R2 

L2 

R3 

Cell threshold voltage 

L3 

FIGURE 2.24 Cell V1 distribution of an SLC and an MLC. 

2.3 MULTILEVEL CELL (MLC) 

2.3.1 Cell Vt Setting 

Figure 2.24 shows an image of cell Vt distribution setting of an SLC (single-level 
cell, 1 bit/cell) and MLC (Multilevel Cell, 2 bits/cell). An SLC has a wider cell Vt 
window margin, and thus SLC has a better program and read performance and also 
has a better reliability than MLC. As described in Section 2.2.1, in a read operation 
the unselected cells have to be pass a transistor during reading. Therefore, all cell 
Vt distributions have to be lower than VpassR• as shown in Fig. 2.24. This is one of 
limitation of cell Vt setting. 

Figure 2.25 shows a read Vt window of MLC cells. Vt window is defined by the 
right side edge of erase Vt distribution and by the left side edge of L3 V1 distribution, 

Vt Window 
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FIGURE 2.25 Read V1 window of an MLC NAND cell. 
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after programmed all pages in string (or block). Two programmed Vt distributions 
of Ll and L2 should be on the inside of a Vt window. And a read window margin 
(RWM) is defined as shown in Fig. 2.25 [20]. By the scaling down of memory cell 
size, the RWM has degraded due to an increasing impact of many inevitable physical 
phenomena, as discussed in Section 5.2. Major reliability issues might occur due to 
a narrow cell Vt window margin. 
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NAND FLASH MEMORY DEVICES 

3.1 INTRODUCTION 

The most important requirement for NAND flash memory [ 1] is a low bit cost. In 
order to realize a low bit cost, the scaling down of memory cell size is essential. In 
this chapter, the NAND flash memory cell and its scaling technologies are discussed. 

A NAND flash technology road map and structure scaling of a two-dimensional 
NAND flash memory cell are shown in Fig. 3.1 and Fig. 3.2, respectively. 

Production of NAND flash memory was started in 0.7-µm technology in 1992. 
The line/space pitch of word line (WL) was ideal 2*F (F: feature size); however, 
the line/space pitch of bit line (BL) was 3-4*F because of limitation of the LOCOS 
(LOCal Oxidation of Silicon) isolation. Requirements for isolation in NAND flash 
memory cell are ~severe than other devices due to high-voltage operation during 
programming. Therefore, it was difficult to scale down of LOCOS isolation width 
beyond 1.5-µm width due to boron diffusion from isolation bottom by LOCOS 
oxidation process. Then a new FTI process (field through implantation process) was 
developed [2, 3], as described in Section 3.2. Due to the FTI process, a LOCOS 
isolation width could be scaled down to 0.8 µm (2*F of 0.4-µm rule) and the 
technology node could be scaled down to 0.35-µm technology, as indicated by "1) 
LOCOS cell scaling" in Fig. 3.1. 

Next, the self-aligned shallow trench isolation cell (SA-STI cell) with floating gate 
(FG) wing had been developed [4, 5], as described in Section 3.3. Due to STI, isolation 
width could be drastically scaled down to 50% (0.8 µm to 0.4 µm) and then cell size 
could be scaled down to 67% (bit-line pitch: 1.2 µm to 0.8 µm) in the same design rule, 
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© 2016 The Institute of Electrical and Electronics Engineers, Inc. Published 2016 by John Wiley & Sons, Inc. 
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as indicated by "2) SA-STI cell w/ FG wing" in Fig. 3.1. Also, the isolation capability 
was much improved because of deep isolation of STI. Furthermore, reliability of 
tunnel oxide was improved due to no STI edge corner in tunnel oxide. 

After that, SA-STI cell without FG wing had been developed [6], as described in 
Section 3.4. By using this cell structure, a high coupling ratio could be obtained due 
to large capacitance ofIPD using an FG sidewall, as indicated by "3) SA-STI cell w/o 
FG wing" in Fig. 3.1. The SA-STI cell has a very simple structure, and layout allows 
for the formation of a very small cell size with bit-line and word-line pitch of 2*F. 
Then the cell size becomes ideal 4*F2, as shown in Fig. 3.2. The SA-STI technology 
has also demonstrated an excellent reliability, because the FG does not overlap the 
STI corner because FG over the tunnel oxide is patterned as the shape of the active 
area. Therefore, the SA-STI cell realizes very low bit cost and high reliability [4-9]. 
The SA-STI cell has been extensively used for more than 15 years (since 1998), over 
10 generations (0.25 µm to lY nm) ofNAND flash memory product. 

In Section 3.5, the planar FG cell [10-12] is presented. The planar FG cell has a 
very thin floating gate of around 10-nm thickness and the high-k block dielectric as 
IPD. The aspect ratio of stacked gate and control gate (CG) fill are much improved. 
The control gate (CG) fill issue, which is one of the serious problems in the SA-STI 
cell as described in Section 5.6, can be eliminated by planar FG structure. Also, the 
planar FG cell has a very small FG capacitive coupling interference due to thin FG. 
The planar FG cell also ·started to be used from a 2X-nm technology node in one 
supplier of NAND flash memory. 

In Section 3.6, the side wall transfer-transistor (SWATT) cell [13, 14] is discussed 
as alternate memory cell technology for a multilevel NAND flash memory cell. 
By using a SWATT cell, a wide threshold voltage (Vth) distribution width could be 
allowed. The key technology that allows this wide V1h distribution width is the transfer 
transistor which is located at the side wall of the shallow trench isolation (STI) region 
and is connected in parallel with the floating-gate transistor. During read, the transfer 
transistors of the unselected cells (connected in series with the selected cell) work as 
pass transistors. So, even if the Vth of the unselected floating-gate transistor is higher 
than the control gate voltage, the unselected cell can be in the ON state. As a result, 
the V th distribution of the floating-gate transistor can be wider and the programming 
speed can be faster because the number of program/verify cycles can be reduced. 

Other advanced NAND flash device technologies are presented in Section 3.7. 
First, a dummy word-line scheme in NAND flash memory [15-17] is discussed. 

Dummy word line (dummy cell) is located between edge word lines (edge memory 
cells) of NAND string and select transistors (GSL or SSL). The program disturb of 
a GIDL-generated hot electron injection mechanism can be suppressed. In addition, 
capacitive coupling noise between select gate and edge word line can be reduced. 
Then the program disturbance failure, read failure, and erase distribution width can 
be greatly improved by reducing coupling noise. The dummy word-line scheme was 
started to be used from 40-nm technology node due to stable operations in edge cells. 

Second, the p-type doping floating gate (FG) [18-21] is introduced. The p-type FG 
has an advantage of better cycling endurance and data retention characteristics than 
an n-type floating gate. The p-type FG started to be used from a 2X-nm technology 
node due to better reliabilities. 
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FIGURE 3.3 Top view of a 0.4-µm-rule NAND-structure cell in comparison with that 
of a 0.7-µm rule cell. This NAND-structured cell has 16 memory transistors arranged in 
series between two select transistors. Word-line and bit-line pitches are 0.8-µm (LIS = 
0.4 µm/0.4 µm) and 1.2 µm, respectively. The cell size is 1.13 µm2, including the select 
transistors and the drain contact area. Copyright 1994, The Japan Society of Applied Physics. 

3.2 LOCOS CELL 

3.2.1 Conventional LOCOS Cell 

The mass production of the NAND flash memory [1] started in 1992. A 16-Mega-bit 
device was first produced by using 0.7-µm technology with a conventional LOCOS 
isolation process. In order to scale down memory cell size beyond 0. 7-µm technofogy, 
the scaling down of LOCOS isolation width was a key issue. In a conventional LOCOS 
process in 0.7-µm generation, an isolation width was 1.7-µm and a bit-line pitch was 
2.4 µm, as shown in Fig. 3.3 [2, 3]. It was hard to scale down isolation width 
beyond 1.5 µm, because of required high-voltage junction breakdown (>8 V) and 
high inverting voltage (Vt) of parasitic field transistor. Isolation stopper doping of 
boron is implanted before oxidation of LOCOS isolation. A dopant of boron is easy 
to diffuse during LOCOS oxidation process. Due to diffusion of boron, it became 
difficult to satisfy requirements of both a high-voltage junction breakdown (>8 V) 
and high inverting voltage (Vt) of a parasitic field transistor. 

3.2.2 Advanced LOCOS Cell 

A small NAND-structure cell (1.13 µm2 per bit) had been developed in 0.4-µm 
technology [2, 3]. The chip size of a 64-Mb NAND flash memory using this cell 
was estimated to be 120 mm2, which was 60% of a 64-Mb DRAM die size. In order 
to realize the small cell size, 0.8-µm width field isolation was developed with the 
field-through implantation (FTI) technique. A negative bias of-0.5 V to the p-well of 
the memory cell is applied during programming. Read disturb could be also ensured 
for more than 10 years even after 1 million write/erase cycles. 
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Select Gate Control Gate (Word Line) 

Floating Gate 

FIGURE 3.4 Cross-sectional view of a 0.4-µm-rule NAND-structure cell. Copyright 1994, 
The Japan Society of Applied Physics. 

A. Scaling of NAND Cell Figure 3.3 compares the top view of the advanced 
0.4-µm NAND cell with that of the 0.7-µm conventional one. Figure 3.4 shows the 
cross-sectional view of the 0.4-µm NAND cell [2, 3]. This NAND-structure cell 
has 16 memory transistors arranged between two select transistors in series. The 
word-line pitch is 0.8 µm (line/space = 0.4 µm/0.4 µm). The bit-line pitch could 
be reduced to 1.2 µm by using 0.8-µm field isolation technology. Figure 3.5 shows 
the cross-sectional SEM photograph of the 0.4-µm NAND-structure cell after the 
self-aligned stacked gate etching process. The floating gates are made of first-layer 
polysilicon (phosphorus-doped). The control gates are made of second-layer polysil­
icon (phosphorus-doped polysilicon/tungsten-silicide). The process technology is 
summarized in Table 3 .1. 

As the design rule of the word line is scaled, it becomes apparent that the NAND 
cell has an advantage of scaling down the gate length of the memory cell. This is 
because the NAND cell has punch-through free operation since there is no voltage 
difference between the drain and source during programming and erasing. And also, 
the NAND cell has a very small gate-drain overlap region because the impurity 
concentration of the diffusion layer can be less than 1018 cm-3 due to no hot electron 
injection programming and no source erase. As a result, the gate length of the NAND 
cell can be smaller as feature size is scaled down. 

FIGURE 3.5 Cross-sectional SEM photograph of a NAND-structure cell after the self­
aligned stacked etching process. Copyright 1994, The Japan Society of Applied Physics. 
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TABLE 3.1 Process Technology 

Process 

Cell 

Peripheral 

Double-well CMOS 
Triple-poly-silicon technology 
1 layer-metal 

Cell size 
W/L 
Tunnel oxide 
Interpoly dielectric 

L-poly N-ch 
P-ch 

Source: Copyright 1994, The Japan Society of Applied Physics. 

1.13 µm2 

0.410.4 µm 
80A 
ONO 200 A (effective) 

0.8 µm 
0.8 µm 

With respect to scaling in the bit-line direction (bit-line pitch), isolation technology 
is very important, as discussed in the Section 3.2.3. 

B. Operation of NAND Cell The operating conditions are shown in Table 3.2. 
During writing, 18 V is applied to the selected control gate while the bit lines are 
grounded; electrons tunnel from the substrate to the floating gate, resulting in a 
positive threshold voltage shift. If a voltage of 7 V is applied to the bit line (not 
self-boosting operation), tunneling is inhibited, and the threshold voltage remains 
the same. The negative bias to the p-well is effective in preventing the parasitic field 
transistor from turning on. During erasing, 20 Vis applied to both the p-well and the 
(N-type) substrate while keeping the bit lines floating and all the selected control gates 
grounded. Electrons tunnel from the floating gate to the substrate, and the threshold 
voltage of the memory cells becomes negative. 

The reading method is also shown in Table 3.2. Zero volt is applied to the gate 
of the selected memory cell, while 3.3 V (Vee) is applied to the gates of the other 
cells. Therefore, all of the other memory transistors, except for the selected transistor, 
serve as transfer gates. A cell current flows if a selected memory transistor is in the 
depletion mode. On the other hand, cell current does not flow if the memory cell is 
programmed to be in the enhancement mode. 

TABLE3.2 Operation Conditions 

Write 1 Erase Read 

Bit line 0/7V Open 1.5 v 
Select gate 7V 20V 3.3 v 
Control gate 1 7V ov 3.3 v 
Control gate 2 18 V(selected) ov ov 
Control gate 16 7V ov 3.3 v 
Select gate ov 20V 3.3 v 
Source ov Open ov 
p-well -0.5V 20V ov 
n-sub 3.3 v 20V 3.3 v 
Source: Copyright 1994, The Japan Society of Applied Physics. 
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FIGURE 3.6 Isolation between two neighboring bit lines: (1) Punch-through or junction 
breakdown in the bit-line contact area. (2) The threshold voltage of the parasitic field transistor. 
Copyright 1994, The Japan Society of Applied Physics. 

3.2.3 Isolation Technology 

For the NAND cell, high-voltage field isolation technology is important to reduce the 
bit-line pitch. The isolation between the bit lines must satisfy two requirements, as 
shown in Fig. 3.6 [2, 3]. One is the punch-through or the junction breakdown voltage 
of the bit-line junction area. During programming, 7 V is applied to the bit line to 
prevent electron injection in cells that should remain in the erased state. Zero volt is 
applied to a bit line which is connected to a cell that should be programmed. The 
punch-through voltage between neighboring bit-line junctions must be higher than 
7 V, as must the bit-line junction breakdown voltage. Another requirement is a high 
threshold voltage of the parasitic field transistor. During programming, the selected 
control gate is biased with a high voltage of 18 V, which may easily turn on the field 
transistor between neighboring bits (Table 3.2). 

In order to avoid bit-line junction breakdown/punch-through and to prevent the 
field transistor from turning on, the field-through implantation process (FTI process) 
and p-well negative bias method have been developed [2, 3], as shown in Fig. 3.7. In 
the FTI process, the boron ions (160 keV, 1.13 cm-2) are implanted to form a field 
stopper after LOCOS fabrication. The field-oxide thickness at field-through implan­
tation is 420 nm. The punch-through voltage and the threshold voltage of the parasitic 
transistor increase without decreasing the junction breakdown voltage, because the 
lateral diffusion of the boron stopper impurity is decreased in comparison with the 
conventional field stopper implantation before LOCOS fabrication. A negative p-well 
bias prevents punch-through and increases the threshold voltage of the parasitic field 
transistor. 

Figure 3 .8 shows the breakdown voltage between two neighboring bit lines as 
a function of the bit-line contact distance. The breakdown voltage is ensured to be 
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FIGURE 3.7 The 0.8-µm-wide high-voltage field isolation technology. Copyright 1994, The 
Japan Society of Applied Physics. 

higher than 7 V, in the case of a negative-biased p-well. Figure 3.9 shows the threshold 
voltage of the parasitic field transistor. By using the FTI process, the threshold voltage 
of the 0.8-µm field transistor becomes more than 28 V. Moreover, a negative bias of 
-0.5 Vis applied to the p-well to increase the threshold voltage of the parasitic field 
transistor (Vtf). In comparison with a zero-biased p-well, Vtf is increased to more than 
30 V. Therefore, the field width margin is increased from 0.05 µm to 0.15 µm. As a 
result, a very small bit-line pitch of 1.2 µm could be realized. 

The FTI process also reduces the body effect of the cell transistors, because the 
boron impurity concentration under the channel region of the cell transistors and the 
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FIGURE 3.8 The breakdown voltage of the bit-line junction. The punch-through voltage 
and junction breakdown voltage are higher than 7 V at a 0.8-µm bit-line contact distance. 
Copyright 1994, The Japan Society of Applied Physics. 
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FIGURE 3.9 The threshold voltage of the parasitic field transistor as a function of the field 
width. By using a field-through implantation process (FTI process), the threshold voltage of 
a 0.8-µm field transistor becomes higher than 28 V when -0.5 V is applied to the p-well. 
Copyright 1994, The Japan Society of Applied Physics. 

select transistor become lower. The decrease of the body effect results in an increased 
cell current. Figure 3.10 shows the cell current of a NAND cell as a function of the 
cell gate length. The cell currents were measured at the nearest cell from the bit­
line contact side, which has the smallest cell current among all cells because that cell 
should be strongly influenced by the body effect due to the seties resistance of the other 

16-bit NANO 

10 ...... • • vth =-3 v 
~ 

~ -

Cell Gate Length (µm) 

FIGURE 3.10 The cell current during a read operation using both the field-through implan­
tation (FTI) process and the conventional process. The cell current of the FTI process is larger 
than that of the conventional process due to the suppression of boron diffusion to the channel 
region. Copyright 1994, The Japan Society of Applied Physics. 
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FIGURE 3.11 Program (write) and erase cycling endurance characteristics. The threshold 
voltage is defined as the control gate voltage which flows a drain current of 1 µA with a drain­
source voltage of 1.5 V. For an 8-nm tunnel oxide, we have the following: Program (write): 
Veg = 18 V, 0.1 ms. Erase: Vp-wen = 20 V, 1 ms. For a 10-nm tunnel oxide, we have the following: 
Program (write): Veg = 20.4 V, 0.1 ms. Erase: Vp-wen = 22.7 V, 1 ms. Window narrowing is 
almost not observed up to 1 million program (write)/erase cycles. Copyright 1994, The Japan 
Society of Applied Physics. 

cells. The threshold voltage of the selected cell is -1 V and -3 V, the threshold voltage 
of the unselected cells, which, connected in series, is from 0.5 to 1.5 V. In the case of 
the FTI process, the cell current is larger than the current in the conventional case. 

3.2.4 Reliability 

Figure 3 .11 shows the program (write) and erase cycling endurance characteristics 
of a NAND cell with 8- and 10-nm-thick tunnel oxide [2, 3] using the bipolarity 
uniform program/erase scheme [22-25]. This scheme guarantees a wide cell thres­
hold window of as large as 4 V, even after 1 million write/erase cycles. In the 8-nm 
tunnel-oxide cell, window narrowing can be hardly seen due to the small number of 
electron traps in the 8-nm tunnel oxide. 

Read disturb occurs as a weak programming mode. When a certain positive volt­
age is applied to the control gate during read operation, a small Fowler-Nordheim 
tunneling current flows from the substrate to the floating gate. Unfortunately, the 
tunnel-oxide leakage currents, which are induced by the program and erase cycling 
stress, degrade the read disturb of the memory cell, as shown in Fig. 3.12. In order to 
suppress the read disturb, the applied gate voltage must be lowered. A reduction of 
the gate voltage from 5 V to 3.3 V allows the downscaling of the tunnel oxide from 
10 nm to 8 nm (Fig. 3.13). Sensing at 3.3 V can be performed by a bit-by-bit ve1ified 
programming scheme [26], which results in a written cell threshold voltage between 
0.5 V and 1.8 V. 

Even for an 8-nm tunnel-oxide thickness, read disturb suppression can be ensured 
for more than lOyears even after 106 W/Ecycles, as presented in Fig. 3.13. By scaling 

Micron Ex. 1014, p. 67 
Micron v. YMTC 
IPR2025-00119



....... ;::,. 
w 
Cl 

~ 
0 
> 
0 -2 
...I 
0 
::c 
(/) 
LLI 
a: 
::c 
r-

-41-L~~-L-..L.Uw.1.1.!L....l...u.&JWL....U...U..Wll.-l.....l.l.1.Ll.IL.~ 

initial 10° 102 104 

READ DISTURB TIME (s) 

LOCOS CELL 47 

FIGURE 3.12 The read disturb characteristics of a NAND flash cell with 8- and 10-nm 
tunnel-oxide thickness. The voltage of the control gate (V0 ) is 9 Vas an accelerated condition. 
The threshold voltage is measured under the same condition as in Fig. 3 .11. Copyright 1994, 
The Japan Society of Applied Physics. 
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FIGURE 3.13 The read disturb lifetime is defined as the time at which Vth reaches -1.0 V 
during the applied gate voltage stress. Even if 8-nm tunnel oxide thickness is used, the read 
disturb time is far more than 10 years when a +3.3/-0.3 V supplied voltage CVcc) is used. 
Copyright 1994, The Japan Society of Applied Physics. 
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down the tunnel-oxide thickness from 10 nm to 8 nm, the program voltage can be 
reduced from 21 V to 18 V, which allows the design of more compact peripheral 
circuits such as row decoders and sense amplifiers. 

A l .13-µm2 memory cell for a 64-MbitNAND flash memory had been successfully 
developed using 0.4-µm technology. High-voltage field isolation technology realizes 
a very small bit-line pitch of 1.2-µm, The tunnel-oxide thickness can be scaled 
down from 10 nm to 8 nm, and 3.3-V operation is possible using a bit-by-bit verify 
programming method. This technology was suitable for realizing a low-cost and 
highly reliable memory chip. 

3.3 SELF -ALIGNED STI CELL (SA-STI CELL) WITH FG WING 

A high-density 5*F2 (F: feature size) self-aligned shallow trench isolation cell (SA­
STI cell) technology is described to realize low-cost and high-reliability NAND flash 
memories [ 4, 5]. The extremely small cell size of 0.31 µm2 has been obtained for 
the 0.25 µm design rule. To minimize the cell size, a floating gate is isolated with 
a shallow trench isolation (STI) and a slit formation by a novel SiN spacer process, 
which has made it possible to realize a 0.55 µm-pitch isolation at a 0.25 µm design 
rule. Another structural feature to the cell and its small size is the borderless bit-line 
and source-line contacts which are self-aligned with the select gate. The proposed 
NAND cell with the gate length of 0.2 µm and the isolation space of 0.25 µm shows 
a normal operation as a transistor without any punch-through. A tight distribution 
of the threshold voltages (2.0 V) in 2-Mbit memory ceU array is achieved due to a 
good uniformity of the channel width in the SA-STI cells. Also, the peripheral low­
voltage CMOS transistors and high-voltage transistors can be fabricated at the same 
time by using the self-aligned STI process. The advantages are as follows: (1) The 
number of process steps is reduced to 60% in comparison with a conventional process, 
and (2) high reliability of the gate oxide is realized even at high-voltage transistors 
because a gate electrode does not overlap the trench corner. Therefore this SA-STI 
process integration combines a small cell size (a low cost) with a high reliability for 
a manufacturable 256-Mbit and 1-Gbit flash memory. 

3.3.1 Structure of SA-STI Cell 

This section describes a novel high density 5*F2 (F: feature size) NAND STI cell 
technology [4] and peripheral transistors devices [5] which have been developed 
for a low bit-cost flash memories. The three key technologies to minimize the cell 
size have been introduced, as shown in Fig. 3.14. The self-aligned shallow trench 
isolation cell (SA-STI cell) has a high coupling ratio with a thick floating gate [6]. 
However, its high aspect ratio of the gate space has made it difficult to control 
the planarization process of the trench isolation by chemical mechanical polishing 
(CMP). To overcome this problem, a stacked floating gate structure is applied. A 
first thin poly-Si gate is self-aligned with the active area of the cells to control the 
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FIGURE 3.14 Schematic view of the SA-STI cell with floating-gate (FG) wing. (a) Top 
view of 16 cells in series. (b) Cross-sectional views of A-A' and B-B' in (a). Three key 
technologies to achieve 5*F2 (F: feature size) cell size has been introduced. (1) A stacked 
floating-gate structure has been applied in order to reduce the gate space aspect. A first poly-Si 
gate is self-aligned with the active area. A second poly-Si gate is formed over the exposed 
first gate to achieve a high coupling ratio (>0.6) with floating-gate wing. (2) The second 
poly-Si gate has been patterned with spacing of 0 .15 µm by a novel SiN spacer process. This 
process has made it possible to realize 0.55-µm-pitch isolation. (3) The borderless bit-line and 
source-line contacts which are self-aligned with the select gate can eliminate a space between 
the contacts and the gate. 

channel width precisely. A global planarization by CMP process is very controllable 
due to the reduction of the gate space aspect. A second poly-Si gate is formed on 
the first poly-Si gate to achieve a high coupling ratio (>0.6) of the cells. The second 
poly-Si gate is patterned with spacing of 0.15 µm by a novel SiN spacer process. 
This process has made it possible to realize 0.55-µm-pitch isolation. Another feature 
of integration to the cell and its small size is the borderless bit-line and source-line 
contacts which are self-aligned with the select gate. By the above technologies, an 
extremely small cell size of 0.31 µm2 has been obtained for the 0.25 µm design rule. 
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FIGURE 3.15 Process flow of the SA-STI cell with FG wing. (a) Trench etching. 
(b) LPCVD Si02 fill-in and planarization by CMP, second poly-Si gate deposited. (c) Floating­
gate formation by SiN spacer process. (d) ONO and the control-gate formation. 

3.3.2 Fabrication Process Flow 

The process flow of the SA-STI cell with FG wing is described in Fig. 3.15. [4]. 
The active area is isolated by the STI formation using a self-aligned mask of a first 
thin poly-Si gate (a). After CVD Si02 deposition and planarization by CMP, the 
second poly-:Si gate is deposited on the exposed first poly-Si layer, resulting in the 
stacked floating gate structure (b). The second poly-Si layer is striped with spacing 
of 0.15 µm, which is less than a design rule by a novel SiN spacer process as follows. 
A SiN mask is patterned at spacing of 0.25 µm, and a 50-nm-thick spacer SiN is 
then deposited. By etching the SiN mask back, a stripe mask pattern with 0.15-µm 
space is obtained (c). After removal of the SiN mask, an inter-poly dielectric (ONO) 
and the control gate are successively deposited (d). The control gate and the floating 
gate are continuously patterned, followed by deposition of a barrier SiN layer and an 
interlayer. The SiN layer covering the control gate prevents a short circuit between the 
gate and the borderless contacts. Finally, a doped poly-Si is filled within the bit-line 
contact and source-line contact and is etched back, followed by the metallization. 
Figures 3.16 and Fig. 3.17 show the cross-sectional SEM micrographs of the 5*F2 

memory cell array with a cell size of 0.31 µm2 using a 0.25-µm design rule. The key 
process parameters are listed in Table 3.3. 

Figure 3.18 shows the schematic view of the SA-STI cell and peripheral transistors. 
The comparison between a novel process and a conventional process is schematically 
shown in Fig. 3 .19. The number of fabrication steps of the process is reduced to about 
60%. The memory cells and the peripheral transistors can be formed simultaneously 
without any additional process steps. 
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CG 
2nd FG 
1stFG 

FIGURE 3.16 Cross-sectional SEM micrographs of the cell, parallel to the control gate. 

FIGURE 3.17 Cross-sectional SEM micrographs of the cell, parallel to the bit line. 

TABLE 3.3 The Main Device Parameters 

Technology 

Cell 

Peripheral 

0.25-µm Double-well CMOS 
Self-aligned shallow trench isolation 

Tunnel oxide 
Gate length 
Channel width 
Cell size 

High-Voltage gate oxide 
Low-Voltage gate oxide 
NMOS effective gate length 
PMOS effective gate length 

9.0nm 
0.25 µm 
0.25 µm 
0.31 µm2 

40.0nm 
9.0nm 
0.28 µm 
0.38 µm 
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FIGURE 3.18 The schematic cross-sectional view of the SA-STI NAND flash memory. 

Conventional (12 steps) 

Well Formation 
Field Patterning I Etching 
Field Stopper Implantation 
LOCOS Oxidation 
Channel Implantation 
Gate Oxidation (Cell) 

Floating Gate I ONO Formation 
Gate Oxidation (Peripheral) 
Control Gate I Peripheral Gate Deposition 
Peripheral Gate Patterning 
Cell Gate Patterning 
Metallization 

Proposed (7 steps) 

MeV Well/ Field I Channel Implantation 

Gate Oxidation (Cell/ Peripheral) ----(a) 
STI Formation ----(b) 
Floating Gate I ONO Formation ---- ( c) 

Control Gate I Peripheral Gate Deposition 
Cell/ Peripheral Gate Patterning ---(d) 

Metallization 

(b) 
~·············~ 

(c) ~:~ ;:,~~~p...__ _ __.r-·-·qp·-··-·-········q 

FIGURE 3.19 The process sequence of the SA-STI NAND flash memory. 
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FIGURE 3.20 Cross-sectional view of peripheral transistor. The gate electrode (FG layer) 
is self-aligned with STL 

First, a retrograde well profile is formed by a high-energy ion implantation. Each 
implantation is canied out for a well formation, a field punch-through stopper, and 
a channel threshold adjustment. Next, 40-nm-thick gate oxides for the high-voltage 
transistors and 9-nm-thick gate oxides for the cells and the low-voltage transistors 
are formed, and then the first poly-Si layer for the floating gate and a SiN layer are 
successively deposited, as shown in Fig. 3.19a. The shallow trench, which is self­
aligned with the first poly-Si layer, is etched, followed by Si02 filled-in planarization 
by CMP, as shown in Fig. 3.19b. After the SiN mask removal and second poly-Si 
layer deposition, the second poly-Si layers are patterned with a 0.15-µm space by 
a SiN spacer process. The stacked poly-Si structure acts as the floating gate of the 
cells and the gate electrode of the peripheral transistors. Then, ONO of an inter-poly 
dielectric is deposited, as shown in Fig. 3.19c. 

Next, a WSi polycide layer for the control gate of the cell is deposited, and then 
the polycide layer, ONO, and the stacked poly-Si layer are continuously patterned, 
as shown in Fig. 3.19d. The peripheral gate electrode is also patterned with the cell. 
The polycide layer in the peripheral transistors is partially removed for a gate contact 
formation. 

Finally, interconnections and peripheral contacts are formed by a dual dama­
scene process. Figure 3.20. shows the cross-sectional view of the peripheral transis­
tor [8]. The main device parameters of peripheral devices are also summarized in 
Table 3.3. 

3.3.3 Characteristics of SA-STI with FG Wing Cell 

Figure 3.21 shows a bit-line junction breakdown characteristics as a function of the 
isolation width. There occurs no field punch-through between the bit-line contacts at 
the STI width of up to 0.25 µm with an implantation of boron for the field stopper. 
Moreover, the 0.4-µm-thick STI field oxide results in a high threshold voltage(> 30 V) 
of the parasitic field transistor between the neighboring bits. Figure 3.22. shows that 
the threshold voltage of the cell transistors shows a weak dependence on the channel 
width because no boron atoms implanted for the field stopper diffuses into the channel 
region from the trench bottom. From these results, the STI cell is very suitable for 
scaling of the isolation pitch. 
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FIGURE 3.21 A breakdown voltage of the bit-line junctions, which is isolated by STI. There 
is no punch-through at less than 15 V, which is the junction breakdown voltage using boron 
field stopper implantation. 

Figure 3.23 shows Id-Vg characteristics of the SA-STI cell transistors. No 
anomalous hump is observed in the subthreshold characteristics of the wide channel 
transistors with W = 10 µm since the floating gate never overlaps the STI comers. 
In the case of the NAND cell transistors, the maximum drain voltage of around 1 V 
(less than Yee) is applied only in the read operation. Figure 3.24 shows the Id-Vg 
characteristics of the cell transistors with various gate lengths at Vd = Vee (2.5 V). 

FIGURE 3.22 A threshold voltage of the SA-STI cell as a function of the channel width. 
The SA-STI cells show a weak dependence of the threshold voltage on the channel width. 
Therefore, the STI cell is suitable for scaling of the isolation pitch. 
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FIGURE 3.23 Ir Vg characteristics of the wide channel width in cell transistors with various 
voltages of p-well. No anomalous hump is seen in the subthreshold characteristics since the 
floating gate does not overlap the STI comers. 

There is a sufficient margin at the gate length of 0.2 µm for device operation. These 
results enable a 0.2-µm-rule SA-STI cell with the cell area of 0.31 µm2. In the 
SA-STI cells, Fowler-Nordheim tunneling can achieve a fast programming (20 µs) 
by applying 17 V to the control gate and achieve a fast erasing (2 ms) by applying 
18 V to a p-well, as shown in Fig. 3.25. Figure 3.26 shows the TDDB characteristics 
of the tunnel oxides. Since QBD in the stripe capacitors with trench edges is almost the 

10-4 

Channel width = 0.25 µm 
vd = 2.5 v 

- 10-s 
<C ._.. -c 
Cl) ... ... 10-s ::s 
(.) 

c 
L= 0.2µm '(6 ... 

0.25 µm c 
10-10 

0.3µm 
0.35 µm 

10-12 
-0.5 0 0.5 1 

Gate voltage (V) 

FIGURE 3.24 Ir Vg characteristics of the short channel cell transistors at Vd = 2.5 V, which 
is applied in the read operation. There is a sufficient margin at the gate length of 0.2 µm for 
device operation. 
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FIGURE 3.25 Programming and erasing characteristics of the SA-STI cells. Fast program­
ming (20 µs) and erasing (2 ms) can be accomplished by Fowler-Nordheim tunneling, applying 
17 V to the control gate during programming and 18 V top-well during erasing, respectively. 

same as that in the fiat capacitors without trench edges, the process damages into the 
tunnel oxides during the SA-STI fabrication steps are negligibly small. Therefore, 
the endurance characteristics of the SA-STI cells are excellent, as shown in Fig. 3.27. 
The threshold voltage window narrowing has not been observed up to 1 million cycles. 

A threshold voltage distribution of programmed and erased cells is evaluated 
by measuring a 2-Mbit cell array, as shown in Fig. 3.28. Both the program­
ming and the erasing are performed by Fowler-Nordheim tunneling of electrons. 
A tight distribution of about 2.0 V is realized though the programming and the 
erasing are carried out by one pulse without verification, because of a good uni­
formity of the channel width in the memory cell by using the self-aligned STI 
structure. 
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FIGURE 3.26 TDDB (Time Dependent Dielectric Breakdown) characteristics of the tunnel 
oxide in the STI stripe capacitor and a flat capacitor. The process damages into the tunnel 
oxides during the SA-STI fabrication steps are negligibly small. 
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FIGURE 3.27 The program and erase cycling endurance characteristics of the SA-STI cell. 
The threshold voltage window narrowing has not been observed up to 1 million cycles. 

3.3.4 Characteristics of Peripheral Devices 

Figure 3.29 shows subthreshold characteristics of low voltage peripheral transistor 
as a function of the well voltage. No hump is observed in the subthreshold region as 
a result of avoiding to overlap the gate electrodes with the STI corners. 

Figure 3.30 shows a junction breakdown voltage and a threshold voltage of a 
parasitic field transistor. The isolating ability of the STI is greatly higher than that 
of LOCOS. Furthermore, the breakdown voltage is higher than a demand (>22.5 V) 
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FIGURE 3.28 A cell threshold voltage distribution in one program and one erase pulse (no 
verify). Programming and erasing are carried out by 17 V, 10 µsand 18 V, I ms, respectively. 
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FIGURE 3.29 A subthreshold characteristics of the low-voltage peripheral transiston 
(NMOS and PMOS) as a function of well voltage. 

with a sufficient margin. Therefore, the self-aligned STI process is suitable to thi; 
peripheral transistor as well as to the memory cell. 

Figure 3.31 shows the TDDB characteristics of the gate oxides in the high-voltagi; 
transistors. The evaluated lifetime of the gate oxide is sufficiently long. The resul 
implies that the process damages into the gate oxides are negligibly small. 

A 0.31-µm2 SA-STI cell with FG wing and peripheral integration process havt 
been successfully developed using 0.25-µm design rules. This technology makes i 
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FIGURE 3.30 A punch-through voltage and threshold voltage of a parasitic field transisto 
for high-voltage isolation. 
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FIGURE 3.31 TDDB characteristics of the high-voltage gate oxide as a function of applied­
gate electric field at negative gate voltage. 

possible to realize reliable memory cell and peripheral devices with a simple process. 
Therefore, the SA-STI cell with FG wing is suitable for a low-cost flash memories of 
256 Mbit and 1 Gbit for mass storage applications [7, 8]. The SA-STI cell with FG 
wing had been successfully adopted to a NAND flash memory product of 0.25-µm 
rule [7, 8], 0.15 to 0.16-µm rule [27], 0.12- to 0.13-µm rule [28, 29], and 90-nm 
rule [30], to achieve low-cost and reliable flash memory, as shown in Figs. 3.1 
and 3.2. 

3.4 SELF-ALIGNED STI CELL (SA-STI CELL) WITHOUT FG WING 

An ultra-high-density NAND flash memory cell, using a self-aligned shallow trench 
isolation (SA-STl) technology, had been developed for a high-performance and low­
bit cost flash memory [6]. The SA-STI technology results in an extremely small cell 
size of ideal 4*F2 (F:feature size). The key technologies to realize a small cell size are 
(1) 0.4-µm (F) width shallow trench isolation (STI) to isolate neighboring bits and 
(2) a floating gate that is self-aligned with the STI, eliminating the floating-gate wings. 
Even though the floating-gate wings are eliminated, a high coupling ratio of 0.65 can 
be obtained by using the side walls of the floating gate to increase the coupling ratio. 
Using this self-aligned structure, a reliable tunnel oxide can be obtained because the 
floating gate does not overlap the trench corners, so enhanced tunneling at the trench 
corner is avoided. Therefore, the SA-STI cell combines a low bit cost with a high 
performance and a high reliability. 

3.4.1 SA-STI Cell Structure 

A self-aligned shallow trench isolation (SA-STl) cell without FG wing is described 
for a high-performance and low-bit-cost NAND flash memory cell [6]. A small cell 
size of 0.67 µm2, including the select transistor and drain contact area, was obtained 
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FIGURE 3.32 (a) The cross-sectional view and (b) top view of the self-aligned shallow 
trench isolation cell (SA-STI cell) without FG wing in comparison with that of the conventional 
LOCOS cell. 

under a 0.35-µm design rule, in comparison with a l.13-µm2 LOCOS cell [3]. The 
key technology in obtaining small cell size is the bit-line isolation technology, which 
uses the shallow trench isolation (STl) process. This technology also realizes a high 
reliability and a high performance. 

Figure 3.32 compares the cross-sectional and top view of the SA-STI cell with 
that of the conventional LOCOS cell. This NAND structure cell has 16 memory 
transistors arranged between two select transistors in series. The word-line pitch is 
0.7 µm. The bit-line pitch can be reduced to 0.8 µm by using 0.4-µm STI technology. 
As a result, the cell size of the SA-STI cell is about 60% of that of the conventional 
LOCOS cell [3]. 

In general, as the isolation width between the memory cells is reduced, the coupling 
ratio is reduced due to the decreased floating-gate wing area. However, in the SA­
STI cell without FG wing, even if very tight 0.4-µm-width isolation is used, a high 
coupling ratio of 0.65 can be obtained because the 0.3-µm high side wall (H) of the 
floating gate is used to increase the coupling ratio, as shown in Fig. 3.33. Table 3.4 
shows major cell parameters. 

3.4.2 Fabrication Process 

The fabrication of the SA-STI cell is simple and uses only conventional techniques, 
as shown in Fig. 3.34. First, a stacked layer of the gate oxide, the floating-gate poly­
silicon, and the cap oxide is formed. Next, the trench isolation region is defined by 
patterning these three layers, followed by the trench etching, as shown in Fig. 3.34a 
and filling with LP-CVD Si02 , as shown in Fig. 3.34b. Subsequently, the LP-CVD 
Si02 is etched back until the sidewall of the floating gate poly-silicon is exposed. After 
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FIGURE 3.33 The coupling ratio of the SA-STI cell as a function of the gate width (W). 
A high coupling ratio of 0.65 can be obtained because the 0.3-µm-high sidewall (H) of the 
floating gate is used. 

that, the inter-poly dielectric (ONO) (Fig. 3.34c) and the control-gate poly-silicon 
are formed (Fig. 3.34d), followed by the stacked-gate patterning. In this process, 
the floating-gate patterning and STI patterning are carried out by the same mask, so 
the number of fabrication steps for the SA-STI process can be decreased with about 
10% in comparison with that for a conventional LOCOS process. Figure 3.35 shows 
cross-sectional SEM photograph of an SA-STI cell. 

3.4.3 Shallow Trench Isolation (STI) 

In the case of LOCOS isolation, the punch-through of the bit-line junctions occurs 
at a 0.5-µm isolation width, as shown in Fig. 3.36. However, in the case of STI, 
the punch-through and junction breakdown voltage are higher than 15 V even at a 

TABLE 3.4 Memory Cell Parameters of the SA-STI Cell without 
FG Wing in 0.4-µm Technology 

Cell size 
Gate length 
Gate width 
Trench isolation width 
Tunnel oxide 
Interpoly dielectric 
Programming time 
Erase time 

0.67 µm2 (including select Tr, etc.) 
0.35 µm 
0.4 µm 
0.4 µm 
8.5nm 
ONO 15 nm (effective) 
0.195 µs/byte 
2 ms/sector 
2 ms/chip 
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FIGURE 3.34 The process sequence of the SA-STI process without FG wing. (a) Trenc 
etching, B+ implantation. (b) LP-CVD Si02 fill-in. (c) Oxide etch-back and ONO formatior 
(d) Control-gate formation. The floating-gate and STI patterning are carried out by the sam 
mask, so the number of fabrication steps for the SA-STI process can be decreased with ab0t 
10% in comparison with that for a conventional LOCOS process. 

FIGURE 3.35 Cross-sectional SEM photograph of the SA-STI cell without FG wing. 
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FIGURE 3.36 The punch-through voltage of the bit-line junction, which is isolated by 
shallow trench isolation (STI), in comparison with LOCOS isolation. The punch-through is 
higher than 15 V, which is high enough to realize 0.4-µm trench isolation. 

0.4-µm isolation width, as shown in Fig. 3.36. Furthermore, the 0.7-µm-thick STI 
field oxide results in a high threshold voltage (> 30 V) of the parasitic field transistor 
between the neighboring bits. As a result, a very tight 2*F (0.8 µm) bit-line pitch can 
be realized by using STI. 

Figure 3.37 illustrates the leakage of n+-p junction for STI and LOCOS. The 
leakage current of STI is comparable to that of LOCOS. 
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FIGURE 3.37 Junction leakage current of the SA-STI and LOCOS processes. The junction 
leakage cun-ent of the SA-STI process is comparable to that of LOCOS process. 
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FIGURE 3.38 The subthreshold characteristics of the SA-STI cell with various substrate (p­
well) bias conditions. Anomalous subthreshold characteristics (hump) cannot be seen because 
the floating-gate dose not overlap the trench comer. 

3.4.4 SA-STI Cell Characteristics 

Figure 3.38 shows the subthreshold characteristics of the SA-STI cell with a 0.4-µm 
channel width. Anomalous subthreshold characteristics (hump) cannot be seen as a 
result of the SA-STI structure. 

Figure 3.39 ·shows the program and erase characteristics of an SA-STI cell. The 
fast programming (100 µs/512 byte) and fast erasing (2 ms) can be accomplished by 
Fowler-Nordheim tunneling, applying a positive voltage of 17 V to the control gate 
during programming and 17 V to the p-well during erasing, respectively, as shown in 
Fig. 3.39. 

FIGURE 3.39 (a) Program and Erase characteristics of the SA-STI cell. The fast program­
ming (100 µs) and erasing (2 ms) can be accomplished by Fowler-Nordheim tunneling over 
the channel area, applying a positive voltage of 17 V to the control gate during programming 
and 17 V to the p-well during erasing, respectively. 
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FIGURE 3.40 The TDDB characteristics of the 8.5-nm-thick tunnel oxide. The TDDB 
characteristics in the SA-STI process without FG wing are almost the same as that in the 
LOCOS process. 

The TDDB characteristics of the tunnel oxide in the SA-STI process are almost 
the same as that in the LOCOS process, as shown in Fig. 3.40., because the floating 
gate does not overlap the trench edges. Therefore, the endurance characteristics of 
the SA-STI cell are comparable with that of the conventional LOCOS cell, as shown 
in Fig. 3.41. The SA-STI cell guarantees a wide cell threshold window as large as 3 V, 
even after 1 million write/erase cycles. Furthermore, read disturb characteristics can 
be ensured for more than 10 years even after 1 million write/erase cycles, as shown 
in Fig. 3.42. 

The SA-STI cell without FG wing has a very simple cell structure and has a very 
small cell size of ideal 4*F2 with bit-line and word-line pitch of 2*F (F; feature size), 
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FIGURE 3.41 The program(write)/erase endurance characteristics of the SA-STI cell and 
the LOCOS cell. In the SA-STI cell, window narrowing has not been observed up to 1 million 
program (write)/erase cycles. 
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FIGURE 3.42 The read disturb characteristics of the SA-STI cell without FG wing. The 
read disturb time is more than 10 years when a Vee of 3.0 V is used, even after 1 million 
program/erase cycles . 

as shown in Fig. 3.2. The SA-STI technology has also demonstrated an excellent 
reliability and performance. Therefore, as shown in Fig. 3.1, the SA-STI cell without 
PG wing has been extensively used for more than 12 years since around (2002), over 
eight generations (90 nm to lX nm) of NAND flash memory product, such as a 90 nm 
cell [31], 70- nm cell, a 50-nm cell, a 43-nm cell [32], a 30-nm cell [33], a 27-nm 
cell [34], a 20-nm cell, and a mid-IX-nm cell [21, 35]. 

3.5 PLANAR FG CELL 

3.5.1 Structure Advantages 

The conventional self-aligned STI cell (SA-STI cell) has a structure problem of 
control gate formation between floating gates, as shown in Fig. 3.43 (as described in 
Section 5.6). There is not enough space between floating gates (FGs) to fabricate a 
control gate in a scaled cell [36]. To solve this problem, two solutions were proposed, 
as shown in Fig. 3.43. One is the slimming PG width to obtain an enough space for 
a control gate [21, 35]. The other is the planar PG cell [10-12], which has a thin 
(rv 10 nm) floating gate with a high-k inter-poly dielectric (IPD). Thanks to a high-k 
IPD, the capacitance between CG and PG becomes large enough to operate a memory 
cell. Then PG thickness can be very thin. 

Figure 3.44 shows cross sections of (a) a conventional SA-STI cell, (b) a planar 
PG cell [ 10], and ( c) the stacked structure of a planar PG cell [ 11]. Thickness of 
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FIGURE 3.43 Structure problem of the self-aligned STI cell and two solutions of floating­
gate (FG) slimming and the planar FG cell. 

floating gate is very thin, around 10 nm. And the high-k block dielectric (BD) is 
stacked on thin FG as IPD. The aspect ratio of stacked gate and control gate (CG) 
fill are compared between conventional SA-STI cell (wrap cell) and a planar FG cell, 
as shown in Fig. 3.45 [12]. In the SA-STI cell, the aspect ratio becomes more than 
10 for both the stacked gate and CG fill in a sub-20-nm cell. The planar FG cell can 
much mitigate this limitation. 

FIGURE 3.44 Cross sections of (a) a conventional SA-STI cell without FG cell, (b) a 20-nm 
planar FG cell, and (c) a stacked structure of planar FG cell. 
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FIGURE 3.45 Aspect ratio (A.R.) of a conventional SA-STI cell (wrap cell) and a planar 
cell. A.R. increases with scaling. A.R. is > 10 for both the word-line and the bit-line directions 
in a sub-20-nm SA-STI cell (solid: Gate, open: CG fill). 

3.5.2 Electrical Characteristics 

The planar FG cell can drastically reduce the floating-gate capacitive coupling inter­
ference (cell-to-cell interference), as shown in Fig. 3.46. Due to small floating-gate 
capacitive coupling interference, the read window margin (RWM) (see Section 5.2) 
can be much improved. Also, the erase Vt setting can be shallower Vt (higher Vt). 
Then program/erase cycling endurance and data retention can be expected to improve 
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FIGURE 3.46 Cell-to-cell interference (floating-gate capacitive coupling interference) scal­
ing. An ,._,30% total interference reduction is achieved with the planar FG cell. 
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FIGURE 3.47 (a) Program/erase characteristics and (b) program/erase cycling endurance 
characteristics of a 20-nm and a IX-nm planar FG cell. 

because oxide stress is reduced due to smaller amount of charge through oxide during 
program/erase operations. 

Figure 3.47a shows program/erase characteristics. Excellent program/erase win­
dow and program slope ("' 1) are demonstrated in the planar FG cell of a 20-nm 
cell and lX-nm cell. Both of these characteristics are important for enabling a 
highly reliable MLC NAND flash memory. Figure 3.47b shows the program/erase 
cycling endurance characteristics. Excellent cycling endurance characteristics are also 
demonstrated. 

The planar FG cell has a potential to extend NAND cell scaling very effectively 
by removing the structure problem and by small floating-gate capacitive coupling 
interference. 

3.6 SIDEWALL TRANSFER TRANSISTOR CELL (SWATT CELL) 

A multilevel NAND flash memory cell, using a sidewall transfer-transistor (SWATT) 
structure, had been developed for a high-performance and low-bit-cost flash memory 
[13, 14]. With the SWATT cell, a relatively wide threshold voltage (Vth) distribution 
width of about 1.1 V can be obtained for MLC (2 bits/cell) in contrast to a nan-ow 
0.6-V distribution width that is required for a conventional cell. The key technology 
that allows this wide vth distribution width is the transfer transistor, which is located 
at the side wall of the shallow trench isolation (STI) region and is connected in parallel 
with the floating-gate transistor. During read, the transfer transistors of the unselected 
cells (connected in series with the selected cell) work as pass transistors. So, even 
if the Vth of the unselected floating-gate transistor is higher than the control-gate 
voltage, the unselected cell will be in the ON state. As a result, the Vth distribution of 
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FIGURE 3.48 The schematic view and equivalent circuit of the sidewall transfer transistor 
cell (SWATT cell). A transfer transistor is located at the sidewall of the shallow trench isolation 
(STI) region and is connected in parallel with the floating-gate transistor. 

the floating-gate transistor can be wider and the programming can be faster because 
the number of program/verify cycles can be reduced. 

3.6.1 Concept of the SWATT Cell 

The concept of a sidewall transfer-transistor cell (SWATT cell) for multilevel NAND 
flash memory [13, 14] is described. The schematic view and equivalent circuit of 
the SWATT cell are shown in Fig. 3.48. One cell consists of both a floating-gate 
transistor and a transfer transistor, which is located at the sidewall of the shallow 
trench isolation (STI) region. These two transistors are connected in parallel. Sixteen 
cells are connected in series between two select transistors to form a NAND cell 
string. The read conditions of a conventional NAND cell and a SWATT cell for the 
two-level scheme (SLC) are shown in Fig. 3.49. In a conventional cell, zero volt is 
applied to the gate of the selected memory cell, while 5.0 Vis applied to the gates of 
the unselected cells in the NAND string. All the memory cells, except for the selected 
cell, serve as transfer gates. Therefore, for the conventional NAND cell, the threshold 
voltage of the in-series connected cells must be lower than the unselected control-gate 
(CG) voltage of 4.5-5.5 V. Thus, the V1 distribution of the cells in the programmed 
state must be narrow with a width ofless than 3.0 V for two-level operation, as shown 
in Fig. 3.49a. 

On the other hand, the sidewall transfer transistor in the SWATT cell works as 
a pass transistor instead of a floating-gate transistor, as shown in Fig. 3.49b. So the 
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FIGURE 3.49 Read condition of (a) a conventional NAND cell and (b) the SWATT cell 
for a two-level scheme. In the conventional NAND cell, the V th distribution of the cells in 
programmed state must be narrow with a width of 3.0 V or less, because the unselected cells 
must work as pass transistors for a control-gate voltage of 5 V. However, in the SWATT cell, 
the sidewall transfer transistor works as a pass transistor. Therefore, the V1h distribution of the 
floating-gate transistor in the programmed state is allowed to be very wide with a width of 
>3.0 V for two-level operation. 

threshold voltage of the floatin-gate transistor does not have to be lower than the 
unselected CG voltage of 4.5-5 .5 V. Therefore, the Vt distribution of the floating-gate 
transistor in the programmed state is allowed to be very wide with a width > 3 V for 
two-level operation. As a result, the Vt distribution can be wider in comparison with 
the conventional NAND cell. 

The threshold voltage distributions of the two-level (SLC) and four-level scheme 
(MLC) are compared in Fig. 3.50. In a conventional NAND cell, the Vt distribution 
of the cells in the programmed states ("1," "2," and "3") must be very narrow (0.6 V), 
because the in-series connected cells must work as pass transistors. However, in the 
SWATT cell, the Vt distribution of the floating-gate transistor in the programmed 
"l" and "2" states is allowed to be very wide ( 1.1 V). The Vt distribution in the 
programmed "3" state is allowed to be even wider than 1.1 V. 

This wide threshold voltage distribution results in a high programming speed 
because of reducing the number of program/verify cycles and good data retention 
characteristics. 

3.6.2 Fabrication Process 

The developed SWATT cell has 16 memory transistors connected in series between 
two select transistors. The word-line pitch is 0.7 µm. A very narrow bit-line pitch 
of 0.8 µm can be realized by using 0.4-µm-width shallow trench isolation (STI) 
technology. As a result, a small cell size of 5.5*F2 (0.67 µm2), including the select 
transistor and drain contact area, can be obtained under a 0.35-µm design rule. The 
thickness of sidewall dielectric (ONO) is 40 nm effective. 
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FIGURE 3.50 The cell threshold voltage distribution of the SWATT cell and the conventional 
NAND cell for two-level (SLC) and four-level (MLC) operation. In the SWATT cell, a wide 
threshold distribution of 1.1 Vis allowed for four-level operation, in comparison with a 0.6-V 
distribution that is required for the conventional NAND cell. The range of the unselected CG 
(control gate) voltage is limited because of read disturb. 

The fabrication process of the SWATT cell is similar to that of the SA-STI cell. 
The process sequence of the SWATT cell is shown in Fig. 3.51. First, a stacked layer 
of the gate oxide, the floating-gate poly-silicon, and the cap oxide is formed. Next, 
the trench isolation region is defined by patterning these three layers, followed by 
the trench etching, trench bottom boron implantation, and filling with LP-CVD Si02, 

as shown in Fig. 3.51a. Subsequently, the LP-CVD Si02 is etched back until the 
sidewall of the STI is exposed (Fig. 3.5lb). Boron (B+) ion implantation (60 KeV, 
2El2/cm2) is carried out for Vth adjustment of the sidewall transfer transistor. After 
that, the interpoly dielectric (ONO) and transfer-transistor gate oxide are formed at 
the same time, as shown in Fig. 3.5 lc. Then the control-gate poly-silicon is deposited, 
followed by the stacked gate patterning (Fig. 3.5 ld). In this process, the thermal oxide 
of the STI sidewall is about two times thicker than that on the poly-silicon due to 
oxidation enhancement at the STI sidewalls. As a result, breakdown of the control 
gate does not occur even if a high voltage of about 20 V is applied to the control gate 
during the program operation. 

A cross-sectional TEM photograph is shown in Fig. 3.52. Both the trench isolation 
and channel width (gate width) of the floating gate transistor are 0.4 µm. The vertical 
channel width of the sidewall transfer transistor is about 0.2 µm. 
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FIGURE 3.51 The process sequence of the SWATT process. (a) Trench etching, LP-CVD 
Si02 fill-in. (b) Oxide etch-back and B+ implantation of the V1h adjustment of the side wall 
transfer transistor. ( c) ONO formation. ( d) Control gate formation. The thermal oxide of the STI 
sidewall is about two times thicker than that on the poly-silicon due to oxidation enhancement 
at the STI sidewalls. 

FIGURE 3.52 Cross-sectional TEM photograph of the SWATT cell along the word-line 
(Control Gate) direction. 
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An accurate control of the threshold voltage of the sidewall transfer transistor is 
important for the SWATT cell. The range of the threshold voltage is determined as 
follows. The sidewall transfer transistor must be in the ON state when the unselected 
CG voltage (4.5-5.5 V) is applied to the control gate. So, the upper limit of the Vth 

of the sidewall transistor is 4.5 V. On the other hand, the sidewall transfer transistor 
must be in the OFF state when the read voltage (about 3.9 V) between the "2" and "3" 
state for four-level operation is applied to the control gate. Therefore, the threshold 
voltage of the side-wall transfer transistor must be in the range from 3.9 V to 4.5 V 
for four-level operation (from 0 V to 4.5 V for two-level). The important statistical 
parameters of Vth of a sidewall transfer transistor are boron concentration in the 
channel region and the sidewall gate-oxide thickness. Boron concentration is well 
controlled by boron implantation, as shown in Fig. 3.5lb. Also, the oxide thickness 
of the STI side wall is controlled within 10% variation. Therefore, the narrow range 
of the threshold voltage of the sidewall transfer transistor can be adjusted. 

3.6.3 Electrical Characteristics 

A. Isolation For the NAND flash cell, the high-voltage isolation technology is 
important to reduce the bitline pitch. The isolation between the bit lines must satisfy 
two demands. One is a high punch-through or junction breakdown voltage of the 
bit-line junction area(> 10 V). The other is a high threshold voltage of the parasitic 
field transistor (>25 V) of the control gate (CG) in the memory cell. 

The breakdown voltage of the bit-line junction occurs at about 19 V while no 
punch-through is observed. The breakdown voltage is higher than the required 10 V, 
which is high enough to apply NAND flash cell. 

Figure 3.53 shows the threshold voltage of the parasitic field transistor in the 
SWATT cell. The 0.3-µm-thick STI field oxide results in a high threshold voltage 
(> 30 V) of the parasitic field transistor between the neighboring bits. 
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FIGURE 3.53 The threshold voltage of the parasitic field transistor in the SWATT cell, 
which is isolated by shallow trench isolation (STI). The threshold voltage of the field transistor 
is higher than 30 V, which is high enough to realize 0.4-µm-width trench isolation. 
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FIGURE 3.54 (a) The program and (b) erase characteristics of the SWATT cell. A short 
programming time of 200 µs and short erase time of 2 ms can be accomplished by Fowler­
Nordheim ~nneling over the channel area, applying a positive voltage of 21 V to the control 
gate during programming and 19 V to the p-well during erasing, respectively. 

B. Cell Characteristics The program and erase characteristics of the SWATT cell 
are shown in Fig. 3.54a and Fig. 3.54b, respectively. The threshold voltage of pro­
gramming saturates at about 4.2 V. This is explained as followed. In this memory cell 
(observed Vth = 4.2 V), a floating-gate transistor is programmed to high threshold 
voltage (Vth > 4.2 V), so a floating-gate transistor is in the OFF state for a mea­
surement condition. On the other hand, the sidewall transfer transistor is in the ON 
state for Veg > 4.2 V, because the Vth of the sidewall transfer transistor is about 
4.2 V. Therefore, the Vth of sidewall transfer transistor is observed. Then, Vth satu­
rates at about 4.2 V even after long programming time (>0.1 ms at 22 V). It can be 
seen that a fast programming (200 µs/512 byte) and erase operation (2 ms) can be 
obtained. 

Figure 3.55 shows the subthresholdld-Vg characteristics of the SWATT cell at the 
erased "O" and programmed "l", "2", "3" states. In the programmed "3" state, the 
Vth of the floating-gate transistor is higher than 4.5 V, so only the Id of the sidewall 
transfer transistor can be observed. 

Figure 3.56 shows the coupling ratio of the SWATT cell as a function of the gate 
width (W). In general, as the isolation width between the memory cells is reduced, 
the coupling ratio is reduced due to the decreased floating-gate wing area. However, 
in the SWATT cell, even if very tight 0.4-µm-width isolation is used, a high coupling 
ratio of 0.65 can be obtained because the 0.3-µm-high sidewall (H) of the :floating gate 
is used to increase the coupling ratio. Moreover, the coupling ratio increases as the 
gate width Wis scaled down. This means that the programming voltage and erasing 
voltage (Vpp) can be reduced as the memory cell is scaled down, which allows the 
design of more compact peripheral circuits such as row decoders and sense amplifiers. 
Furthermore, the variation of the coupling ratio of the SWATT cell can be very small 
because the sidewall (H) of the floating gate is determined by the thickness of the 
floating-gate poly-silicon. Therefore, a very tight V1 distribution of the SWATT cell 
is expected. 
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FIGURE 3.55 The subthreshold characteristics of the SWATT cell for the erased "O" and 
programmed "l," "2," "3" states. In the programmed "3" state, the side-wall transfer transistor 
is in the ON state. 

C. Reliability Figure 3.57 shows the program/erase cycling endurance characteris­
tics of a SWATT cell using the uniform program/erase scheme [22-25]. This scheme 
guarantees a wide cell threshold window of as large as 3 V, even after one million 
write/erase cycles. These endurance characteristics of the SWATT cell are comparable 
to that of the conventional NAND cell [ 4-6]. 

Read disturb occurs as a weak programming mode. The tunnel-oxide leakage 
currents, which are induced by the program and erase cycling stress, degrade the read 
disturb of the memory cell, as shown in Fig. 3.58. However, even after one million 
program/erase cycles, the read disturb time is more than 10 years when a Veg of 5.0 V 
is used. 
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FIGURE 3.56 The coupling ratio of the SWATT cell as a function of the channel width (IV). 
A high coupling ratio of 0.65 can be obtained because the 0.3-µm-high side-wall (H) of the 
floating gate is used to increase the coupling ratio. 
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FIGURE 3.57 The program (write)/erase cycling endurance characteristics of the SWATT 
cell. Window narrowing has not been observed up to one million program/erase cycles. 

3.7 ADVANCED NAND FLASH DEVICE TECHNOLOGIES 

3.7.1 Dummy Word Line 

A dummy word-line (dummy cell) scheme in NAND flash memory was proposed 
to eliminate abnormal program disturb of edge memory cell [15-17]. Dummy word 
line (dummy cell) is located between edge word lines (edge memory cells) ofNAND 
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FIGURE 3.58 The read disturb characteristics of the SWATT cell. The read disturb time is 
more than 10 years when a Vee of 5.0 Vis used, even after 1 million program/erase cycles. 
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FIGURE 3.59 (a) Layout view of conventional NAND flash memory. (b) Layout view of 
dummy word lines in NAND flash memory. (c) Schematic diagram of dummy word lines in 
NAND flash memory. Copyright 2007, The Japan Society of Applied Physics. 

string and select gate transistors (GSL or SSL). The program disturb of a GIDL 
generated hot electron injection mechanism [37] can be suppressed by increasing 
the distance between an edge cell and a select transistor. Also, the program boosting 
potential drop from edge cell to select transistor can be well controlled by using the 
proper dummy word-line voltage and proper dummy cell V1• Therefore, abnormal 
program disturbance of an edge memory cell can be greatly suppressed. In addition, 
capacitive coupling noise between select transistor and edge memory cell can be 
reduced to less than 50%. The program disturbance failure, read failure, and erase 
distribution width can be reduced by reducing coupling noise. The dummy word-line 
scheme was started to be used from a 40-nm technology node due to stable operations 
in edge cells [ 17]. 

By scaling a NAND flash memory cell, area overhead of two select transistors in 
a NAND string is increasing because a select transistor cannot be scaled down as 
memory cell scale down due to the required punch-through immunity for program 
boosting voltage. This is one of the scaling problems for a NAND flash memory 
cell. Also, area of space (Se) between select transistors (GSL, SSL) and edge word 
lines (WLs: WL[O] and WL[31]) is another area overhead problem, as shown in 
Fig. 3.59(a). Reducing the space Se is hard to be scaled down because of the following 
two reasons. One is that the capacitive coupling noise between the select transistor 
and edge WLs is increased by reducing Se- A boosting channel potential of program 
inhibit is decreased by a leakage current through a select transistor which is slightly 
turned on when Vpass and Vpgm voltages are applied to the edge WL due to large 
coupling between select transistor and edge WL. It causes program inhibit failure. 
Also, during read for an edge cell, the voltage of edge word line has a bump due to 
coupling with a select gate, which is ramped up after ramping up of voltage of edge 
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FIGURE 3.60 Enhanced program disturbance of edge memory cell by hot carrier induced 
by GIDL. Copyright 2007, The Japan Society of Applied Physics. 

word lines [39]. It causes read failure. The other reason is that hot-carrier disturbance 
due to large electric field in junction between select transistor and edge WL [37], as 
shown in Fig. 3.60 (see Section 6.5.2). The hot carriers are mainly generated by a 
GIDL (gate-induced drain leakage) mechanism, and hot electrons are enhanced by 
an electric field between a select transistor and an edge cell. Some hot electrons are 
injected to the floating gate of an edge memory cell. It was reported that at least a 
larger than 110 nm Se is required to avoid severe hot carrier program disturbance, as 
shown in Fig. 3.61 [37]. 
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FIGURE 3.61 (a) Simulation result of the number of electrons injected to the WLO cell for 
cell arrays having various WLO-GSL spaces. (b) Number of fail bits measured with 1 Mb block 
array at V pass = 10 V. Copyright 2007, The Japan Society of Applied Physics. 
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TABLE 3.5 Read and Erase Condition for the Dummy 
Word-Line Scheme in NAND Flash Memory Cells 

Read 

BL vpc 
SSL Vee 
Dummy WL2 vread 
Unselected WL vread 
Selected WL v,. 
DummyWLl vread 
GSL Vee 
CSL ov 

Erase 

F 
F 
ov 
ov 
ov 
ov 
F 
F 

Vpe• BL precharge voltage; V1., read voltage for selected WL; Vreact• read 
voltage for unselected WL; F, Floating). 
Source: Copyright 2007, The Japan Society of Applied Physics. 

Furthermore, an edge memory cell has a different condition compared with middle 
cells. In an edge cell, one side of a source/drain is connected to the select transistor 
while the other side is connected to a neighbor cell. However, in the middle cell, 
both sides are connected to neighbor cells. The potential of a floating gate is different 
between an edge cell and middle cells during operations. It causes abnormal electrical 
characteristics such as erase and program characteristics, as compared to middle cells. 
This is because the coupling ratio of the floating gate and the voltage condition applied 
around neighbor gates are different between an edge cell and a middle cell for each 
operation. It eventually results in wide Vth distributions of erase and program state. 

To solve these scaling issues of an edge memory cell, a dummy word-line scheme 
and the new operation conditions were proposed [15-17]. Figures 3.59b and 3.59c 
show a structures of a dummy cell scheme. A dummy cell which is identical to normal 
memory cell is additionally placed between each select transistors (GSL, SSL) and 
the edge memory cell (WL[O], WL[31]). The space between the select transistor 
and the dummy cell is basically formed by F (feature size). By adjusting Vth of the 
dummy cell combined with an optimized dummy word-line bias condition, a nearly 
equal environment of the middle cell can be provided to the edge memory cell so that 
the unexpected edge memory cell effects can be eliminated. During read and erase 
operation, the dummy cell acts as a normal memory cell. The operation conditions 
of dummy word lines are shown in Table 3.5. 

Figure 3.62 shows (a,b) a simulated band-to-band electron/hole generation contour 
and ( c) a simulated lateral electric field in the case of both a conventional scheme 
(without dummy cell) and a dummy cell scheme during program inhibit condition 
[15]. A high lateral electric field generates large number of band-to-band carriers in 
case of a conventional scheme, however, in a dummy cell scheme, an electric field 
can be suppressed in between the dummy cell and the edge memory cell. It can 
be explained by that an optimized biased voltage and adjusted Vth of the dummy 
cell mitigate an electrostatic potential difference between a dummy cell and an edge 
memory cell, so that it results in a decreasing injection of hot electron carriers to 
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FIGURE 3.62 Simulated band-to-band electron/hole generation rate and lateral electric field 
during program: (a) Band-to-band electron/hole generation contour in conventional NAND 
(without dummy word line). (b) Band-to-band electron/hole generation contour with dummy 
word line scheme. ( c) Lateral electric field across structure. Copyright 2007, The Japan Society 
of Applied Physics. 

floating gate of edge cells. Depending on the dummy word-line bias voltage and 
adjusted Vth of the dummy cell, the generated lateral electric field can be reduced 
further, as shown in Fig. 3.62c. 

The dummy cell scheme is also able to shield a memory cell from a high-voltage 
boosted select gate of GSL/SSL during an erase operation. Figure 3.63 shows a 
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FIGURE 3.63 Simulated electrostatic potential of floating gate of memory cells during erase 
operation. Copyright 2007, The Japan Society of Applied Physics. 

simulated electrostatic potential of a floating gate during an erase operation. The 
generated voltage of floated GSL during erasing is boosted up to almost the same of 
a high erase voltage so that the potential of a floating gate of dummy cell becomes 
slightly higher than that of middle cells due to capacitive coupling between GSL and 
the dummy cell. Thanks to the shielding effect of a dummy cell, the potentials of a 
floating gate of edge cells are almost equal to middle cells. Then it leads to improve 
the erase Vth distribution width. Figure 3.64 shows the measured Vth distributions of 
the erase state for each WL in the conventional and dummy word-line scheme. The 
erased Vth distribution of edge WLs in the conventional NAND is as high as 0.5-1.2 V 
compared to middle WLs. The erase Vth distribution is about 1.65 V wide. By using 
the dummy WL scheme, the difference of erased Vth distribution between edge WLs 
and middle WLs becomes negligible, as shown in Fig. 3.64(b ). Thus, the erase Vth 

distribution of dummy word-line scheme is about 1.1 V, which is about 31 % narrow 
width. This leads to better Vth distribution of programmed state cells compared to the 
conventional memory cells. 

3.7.2 The P-Type Floating Gate 

Then-type phosphorus-doped poly-Si floating gate is a legacy process from an initial 
production of NAND flash memory in 1992. As n-type poly-Si has several advantages 
of better dopant controllability, a better scalability of a surface channel nMOS cell, 
and a low sheet resistance for a select gate. Especially, in the NAND cell, it was 
important for n-type poly-Si layer to have lower sheet resistance due to a short RC 
(resistance and capacitance) delay of a select gate in a LOCOS cell and an SA-STI 
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FIGURE 3.64 Measured erased Vth of memory cells in (a) conventional NAND flash memory 
cell without dummy word lines and (b) NAND flash memory cell with dummy word lines. 
Copyright 2007, The Japan Society of Applied Physics. 

cell with FG wing (Section 3.2 and 3.3). Due to higher sheet resistance, p-type poly­
Si could not be used for a NAND flash memory cell. However, in the SA-STI cell 
without FG wing, a high sheet resistance of a floating gate is not a problem because a 
floating gate and a control gate are directly connected as forming select gate transistor 
and peripheral transistors. 

It had been reported that the p-type floating gate had an advantage to improve 
the data retention of flash memory cells [18]. However, the depletion effect of a 
p-type floating gate is not negligible because it is hard to maintain the required dop­
ing concentrations after subsequent heat budget processes because of faster inherent 
boron segregation compared with n-type phosphorus-doped poly-Si. Thus, the dop­
ing concentration of boron in the p-type floating gate is normally several times 
lower than that in an n-type floating gate. If the doping concentration is insufficient, 
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just for conceptual illustrations. 

the program speed is degraded due to a transient deep depletion phenomenon in a 
floating gate. 

A transient deep depletion behavior has an impact on program and erase operations, 
which are based on a model of a nonequilibrium deep depletion phenomenon [38]. 
Figure 3.65 shows a conceptual model of the transient deep-depletion phenomenon 
[19, 20]. In the p-type floating gate, the amount of electrons is very low in the equi­
librium state; thus when V PGM is applied to a control gate (CG), negative charges in a 
floating gate are not available at the !PD/floating gate interface. Then, deep-depletion 
occurs and extends more deeply into the floating gate, as shown in Fig. 3.65a. In 
the nonequilibrium condition, the conduction band energy at the !PD/floating gate 
interface is much lower than that of the Fermi level of the floating gate, thus a large 
voltage drop occurs, resulting in the loss in the coupling ratio. There are several ways 
to break the deep-depletion conditions, such as electron injection through the tunnel 
oxide, electron generation by impact ionization by the injected electrons, thermal 
electron generation by a SRH, and BTBT electron generation by a strong electric 
field. All these mechanisms have a contribution toward breaking the deep-depletion. 

In the case of a high enough p-type dopant concentration (Na > 1E20), program 
and erase operations are successfully performed with a breaking deep-depletion 
condition. Figure 3.66 shows experimental program and erase characteristics of an 
n-FG/n-CG cell and a p-FG/n-CG cell in a 42-nm generation cell [19]. The p-FG!n­
CG cell appears to have a slower erase speed with "'1.5 V than the n-FG!n-CG cell 
as mentioned above, while its program speed appears to be faster with ,...., 1 V. 

The program/erase cycling endurance of the p-type floating gate is better, compared 
with that of then-type floating gate, as shown in Fig. 3.67 [19] and Fig. 3.68 [20]. 
The midgap voltage shift by NoT (oxide trapping charge) of the p-type floating 
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FIGURE 3.68 PIE cycling endurance characteristics. The p+ poly gate of the middle IX nm 
cell shows an improved cycling endurance compared with 2y nm with p-type gate. 

gate is very low, thus only NIT (interface trapping charge) degradation is caused, 
as shown in Fig. 3.67. This can be explained by the injected electron/hole current 
ratio during erase operation, which mainly caused the degradation, as shown in 
Fig. 3.69 [20]. The erase voltage increases in a p-type floating gate because of low 
electron density at the floating gate, thus the hole current relatively increases to 

(a) 

CG 

FIGURE 3.69 Schematic illustrations of endurance improvement in the p-type floating gate 
cell. (a) n-type FG and (b) p-type FG. The ratio of hole current in the p-type floating gate is 
increased with that in the p-type floating gate. 
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FIGURE 3.71 The model of endurance and data retention (HTS) of a p-FG cell. 

have the required electron cmTent for erasing, as shown in Fig. 3 .69b. The ratio of 
hole current to the total erasing current increases, which subsequently increases the 
amount of hole trapping in the tunnel oxide. Therefore, the electron trapping in the 
tunnel oxide is mostly compensated by the hole trapping, and it results in negligible 
NoT shift. 

The two-dimensional distribution of an electron/hole current during erase opera­
tion is simulated, as shown in Fig. 3.70 [19]. The ratio of hole current injected from 
Si substrate to electron current emitted from FG is found to be 260 times higher in a 
p-type FG cell than in an n-type FG cell. With higher p-type doping concentration, 
the balance of both carriers contributing to erase operation becomes stronger for hole 
tunneling contribution. 

The data retention characteristic of a p-type floating gate is similar to that of an 
n-type floating gate [19]. It is explained that the electron traps in both p-type/n-type 
FG cells are de-trapped from a tunnel oxide in the same manner, but the holes still 
remained in the hole trap sites without being de-trapped even after high temperature 
baking, resulting in the same charge loss in both cells, as shown in Fig. 3.71. 

As described above, a p-type floating gate has better cycling endurance than does 
an n-type floating gate. However, doping type of the control gate has not been well 
discussed yet. In a realistic process in the case of a p-type floating gate, the doping type 
of the control gate should be p-type, because the floating gate has directly connected 
to the control gate in the select gate in the SA-STI cell. We should avoid to mixing 
and canceling out dopants of p-type and n-type. It had been reported that the p-type 
poly-Si is applied to the control gate [21] in a mid-lX-nm generation cell. The paper 
[21] pointed out a new problem of read bias sensitivity, caused by a severe control 
gate depletion. The p-type control gate, which is located on STI (between floating 
gates), is fully depleted during read due to low doping. The read bias sensitivity 
can be solved by increasing doping concentration in both floating gate and control 
gate [21]. 
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ADVANCED OPERATION FOR 
MULTILEVEL CELL 

4.1 INTRODUCTION 

In order to reduce the cost per bit of flash memory, the multilevel memory cell 
technologies had been intensively developed [1-7], along with reduced memory cell 
size [8] (see Chapter 3). The multilevel cell technology was initially developed for 
MLC (2 bits/cell), but it was extended to TLC (3 bits/cell) and QLC (4 bits/cell). 
The chip size can be reduced to about 60% by using an MLC (2 bits/cell) scheme, 
compared with a single-level cell SLC (1 bit/cell) scheme. However, in a multilevel 
memory cell, a narrow threshold voltage (Vt) distribution width is necessary to have a 
enough margin between Vt distributions. Due to this narrow Vt distribution width, the 
programming time of the multilevel cell becomes longer than that of a conventional 
SLC. Also, reliability of the multilevel cell is worse than that of SLC due to less Vt 
margin (read Vt window margin). To avoid these problems, it is very important that 
the V1 distribution width be controlled to be as narrow as possible. 

The memory cell structure and fabrication ·process of the multilevel cells are 
basically the same as that of SLC. Therefore, multilevel cell technology has been 
developed to focus on the operations of making narrow V1 distribution width. A lot 
of sophisticated techniques have been proposed and implemented to a NAND flash 
memory product [9]. Section 4.2 describes these techniques, such as the incremental 
step pulse program (ISPP), bit-by-bit verify operations, a two-step verify scheme, 
and a pseudo-pass scheme. 

Nand Flash Memory Technologies, First Edition. Seiichi Aritome. 
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Even if narrow Vt distribution width is made during page programming, the Vt 
distribution is disturbed and is getting wider after programming neighbor cells due 
to the floating-gate capacitive coupling interference (cell-to-cell interference), and 
so on. Section 4.3 describes several page program sequences to reduce the effect of 
floating-gate capacitive coupling. 

TLC (3 bits/cell) and QLC ( 4 bits/cell) technologies are described in Section 4.4 
and Section 4.5, respectively. The three-level cell technology is introduced in Section 
4.6 to compromise the performance and reliability of SLC and MLC. 

Finally, in Section 4.7, the moving read algorithm is presented to compensate a Vt 
shift for minimizing a bit failure rate. 

4.2 PROGRAM OPERATION FOR TIGHT Vt DISTRIBUTION WIDTH 

4.2.1 Cell Vt Setting 

Figure 4.1 shows the image of threshold voltage (V,) setting for one program state. In 
order to avoid failure, Vt distribution width has to be tight enough, and a tail of distri­
bution has to have enough margins from read voltage. However, by scaling memory 
cell size, Vt distribution width becomes much wider by several physical mechanisms, 
such as floating-gate capacitive coupling (FGC) interference, random telegraph signal 
noise (RTN), program electron injection spread (EIS), back pattern dependence, and 
so on, as shown in Fig. 4.1 (see Chapter 5 for details). The operation margins have 
been decreased as scaling memory cell, because each physical phenomenon becomes 
worse as scaling. 

Data 
Retention 

margin 

Read 
voltage 

(R1) 

RTN + 
Noise 

ISPP 
width 

I 
I 

Verify 
voltage 

(V1) 

FGC+ RTN + 
EIS+ BPD margin 

Read 
voltage 

(R2) 

FGC: Floating-Gate capacitive Coupling 
RTN: Random Telegraph sognal Noise 
EIS: Electron Injection Spread 
BPD: Back Pattern Dependence 

FIGURE 4.1 The image of threshold voltage (V1) setting for one program state. 
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R1 R2 R3 R4 RS R6 R7 

FIGURE 4.2 V1 distribution image of SLC (1 bit/cell), MLC (2 bits/cell), and TLC 
(3 bits/cell). 

Figure 4.2 shows a Vt distribution image of SLC (1 bit/cell), MLC (2 bits/cell), 
and TLC (3 bits/cell). SLC has a wider cell Vt window margin, then SLC has a 
better reliability performance and also a better program and read performance than 
MLC and TLC. MLC and TLC have a very narrow margin to manage good enough 
reliability. To obtain a wider margin, it is important to make a tight V1 distribution 
width. Figure 4.3 shows one example of MLC threshold voltage (Vth) distributions 
of the four cell states [5]. Erase "11" cells are sufficiently "deep," and erase Vth 
distribution width is not needed to be controlled as tightly as the three program 
states. Each program state has a 0.4-V V1h distribution width and a 0.8-V margin 
separating them. The measured Vth distribution in a 0.4-µm cell is shown in Fig. 4.4. 
[5], which demonstrates that the Vth optimization results in a relatively tight 0.4 V 
Vth distribution width per state at normal operating condition .. 

4.2.2 Incremental Step Pulse Program (ISPP) 

In order to make the tight programmed Vt distribution width, an incremental step 
pulse program (ISPP) scheme had been proposed [10, 11]. 

An incremental step pulse program (ISPP) scheme [10] (step-up programming 
scheme [11]) is shown in Fig. 2.13 (Chapter 2). The program pulses (Vpgm) are 
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Cell Distribution 
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FIGURE 4.3 Target threshold voltage distribution of four states for MLC. 

stepped up by Li Ypgm· The ISPP scheme was compared with other schemes, as shown 
in Fig. 4.5 [11]. The conventional programming pulse (Fig. 4.5a) is the repeating 
pulses of the same program voltage VPP (= Ypgm). There is a problem of increasing 
program time because many pulses are required to complete a page programming. 
On the other hand, in step-up program pulses (Fig. 4.5c ), program speed can be 
drastically improved because the slow cells in page can be programmed by higher 
VPP' and then page programming can be completed by the small number of program 
pulses. 

In the ISPP scheme, tight programmed Vt distribution width can be obtained 
by using narrower step Li VPP (= Li Ypgm) without increasing the number of pro­
gram pulses, as shown in Fig. 4.6 [11]. Furthermore, the ISPP scheme has another 
important advantage. During programming pulse, the electric field in tunnel oxide 
can be reduced by the lower starting VPP in comparison with the conventional 
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FIGURE 4.4 Measured Vt11 distribution of three programmed states for MLC. 
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(b) 

Vmax 

Vmin 

(c) 

FIGURE 4.5 Program pulse waveforms: (a) conventional, (b) trapezoidal, and (c) staircase 
(incremental step pulse programming (ISPP)). A verify step is carried out after each pulse. 

programming pulse. The degradation of tunnel oxide can be suppressed, and then the 
reliabilities of program/erase cycling, data retention, and read disturb can be greatly 
improved [12]. 

The ISPP scheme has been used in NAND flash memory products for a long 
time, more than 20 years, due to fast programming speed, tight Vt distribution, and 
excellent reliability. 

> 

... 
<I> 
Q. 

.!!l 
Cii 
(,) 

~ 
0 
E 
<I> 
E 

... 
Q) 
.Q 
E 
::J z 

1 
0 1.0 2.0 3.0 4.0 

Threshold voltage [V] 

FIGURE 4.6 V1 distribution after programming in a 16-Mbit memory array, with/without 
verify, using staircase pulses (ISPP) with length of 20 µs and Vpgm step of 0.5, 1.0, 1.5 V. 
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FIGURE 4.7 Intelligent verify circuit schematic for the bit-by-bit verify operation. 

4.2.3 Bit-by-Bit Verify Operations 

Another important and basic operation technique to make tight Vt distribution is the 
bit-by-bit verify operation. 

An intelligent quick bit-by-bit verify circuit was proposed [13, 14] to realize fast 
page programming speed as well as tight programmed Vt distribution width. The new 
verify circuit is composed of adding only two transistors (Tl, T2) to a conventional 
circuit, as shown in Fig. 4.7 [13, 14]. The program/verify operation could be much 
simplified in comparison with the conventional chip external verify operation. Detail 
operations are described in the following. 

After the program operation, a verify operation is performed to detect the memory 
cells which require more time to reach the "l" programmed state. In the verify 
operation, the program data latched in the R/W (read/write) circuit is modified to 
the re-program data, according to the data modification rule shown in Fig. 4.8. As a 
result, a re-program operation is performed only on the memory cells which did not 
reach the "1"-programmed state. 

In case of the program data "O" in the R/W circuit latch, the state of the transistor 
Tl in the verify circuit is "ON" (see Fig. 4.7). The bit line after "O"-programming 
is re-charged over 112 Vee by the verify circuit. Therefore, the latched re-programmed 
data is "O" independent of the memory cell data in Fig. 4.8a,b. 

In the case of the program data "1" in the R/W circuit latch, the state of the 
transistor Tl is "OFF." So the bit lines are not re-charged by the verify circuits even 
if the clock ¢av turns high. If the memory cell has been successfully programmed 
"1," the bit-line voltage after "!"-programming is over 112 Vee ((d) in Fig. 4.8). On 
the other hand, if the memory cell does not reach the "1"-programmed state, the 
bit-line voltage decreases below 112 Vee (in Fig. 4.8c ). The latched re-program data is 
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FIGURE 4.8 Data modification rule and simulated waveform for the bit-by-bit verify 
operation. 

"O" for the memory cell which is in the "!"-programmed state (in Fig. 4.8d). The re­
programmed data is "1" for the memory cell which did not reach the "1 "-programmed 
state yet (in Fig. 4.8c ). 

By using the verify circuit, the program data is automatically and simultaneously 
modified to the re-program data according to Fig. 4.8. 

The programmed Vt distribution could be tight with quick verify operation, and 
programming speed became fast due to chip internal verify operation, which replaced 
conventional chip external verify operation. 

4.2.4 Two-Step Verify Scheme 

To achieve a tight programmed Vth distribution width, it is impmiant to control the 
cell Vth movement during ISPP program operation. The two-step verify scheme in 
program verify read operation is widely used [15] for a multilevel cell (MLC, TLC, 
QLC) to control Vr movement, as shown in Fig. 4.9a-c [16] and Fig. 4.10 [15]. In 
the two-step verify scheme, two times verify read operations are performed for each 
program level of Pl-P7 in TLC (3 bits/cell), as shown in Fig. 4.9c. For example, 
for the program level of Pl, two times verify read of first Pl V and second Pl V are 
performed (in Fig. 4.10, First step write verify voltage and Second step write verify 
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FIGURE 4.9 (a) Vt distribution image of a "with two-step verify" scheme and a "without 
two-step verify" scheme. (b) Vt shift of program cell in two-step verify scheme. ( c) Two-step 
verify scheme. (d) Verify-skip two-step verify scheme. 

voltage). The second Pl V is the target verify voltage, and the first Pl V is slightly 
lower than the target verify level. For cells that have Vth < first Pl V, 0 Vis applied to 
the bit line (BL) during the next program pulse to program (make Vth shift) normally. 
For cells that have Vth > second Pl V, Vee is applied to the bit line (BL) during the 
next program pulse to be the inhibit condition. For cells that have first P 1 V < Vth < 
second Pl V, a predetermined low voltage of V fbl ( = 0.4 V, for example, in Fig. 4.10) 
is applied to the bit line (BL) during the next program pulse to make the smaller Vth 

shift than ISPP step voltage, as shown in Fig. 4.9b and Fig. 4.10. Due to the smaller 
V, shift for the cells of just below target verify voltage (first Pl V < Vth < second 
Pl V), the programmed V th distribution width of the two-step verify scheme can be 
tighter than that of the conventional verify scheme. 

The two-step verify scheme, however, requires two times more verify operations 
for each target Vth state, causing an increase in program time. This is especially 
exaggerated for 3 bits/cell (TLC) NAND, where over 66% of total program time 
is spent in the verify operation. In order to reduce the extra verify overhead time, a 
verify-skip two-step tunneling ISPP scheme was proposed [16], as shown in Fig. 4.9d 
and Fig. 4.11. The verify-skip two-step tunneling ISPP scheme uses the second verify 
level of the previous target state as the first step verify for next target state. To obtain 
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FIGURE 4.10 The two-step verify scheme of program waveform Vpgm• bit-line voltage Vb1, 
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FIGURE 4.11 Forcing BL voltage by latch counting. 
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the effect of smaller Vth shift with V fb1' the time of forcing the BL voltage should be 
delayed to after a few program pulses are applied. This is performed by a counting 
data latch in the page buffer, when passing the verify level of previous target state, as 
shown in Fig. 4.11. Thus, a tight Vth distribution width using a two-step tunneling rate 
is realized without an extra verify operation. Compared to the conventional two-step 
verify scheme, a verify-skip two-step tunneling ISPP scheme achieves 13% better 
program performance [ 16]. 

4.2.5 Pseudo-Pass Scheme in Page Program 

The fast program speed essentially requires the more reduction of the time for one 
page programming. The duration of the page program is set sufficiently long to 
complete the program of all bits in a page. So, when any cells have unusually slow 
program characteristics in comparison with the majority of the cells, the page program 
speed becomes slower. As a solution to this problem, the pseudo-pass scheme (PPS) 
was proposed [17]. It allows the completion of a page programming operation even 
if a few bits are not programmed sufficiently. The error bits are c01Tected in a read 
operation by the ECC (error correction code). However, the conventional failure 
bit counting (FBC) operation is time-consuming, and so the PPS is not sufficiently 
effective. In order to realize the effective PPS, a high-speed FBC operation had been 
also proposed [ 17]. 

Figure 4.12a shows the flowchart of the conventional page program sequence. At 
first, memory cells in page are programmed according to loaded data. Then, they are 
verified consecutively. If all the cells, which should be programmed, are programmed, 
the program operation finishes and becomes a status pass. However, if they are not 
completed to program, the memory cells are programmed again. The judgment of 
"all cells programmed or not" is done by using the data that are stored in page buffer, 
as shown in Fig. 4.13. When the data in the buffer is "1," the cell that corresponds to 
the buffer is not programmed, however, when the data is "O," the cell is programmed 

Status Pass 

END 

(a) (b) 

FIGURE 4.12 (a) Flowchart of a conventional page program sequence. (b) Flowchart of a 
page program sequence with the pseudo-pass scheme (PPS). 

Micron Ex. 1014, p. 123 
Micron v. YMTC 
IPR2025-00119



PROGRAM OPERATION FOR TIGHT Vt DISTRIBUTION WIDTH 103 

Number of cells 1/0 data bus / Page Buffers 
,-f-~-f---1- I 

Data load :I o I i I o I ... DJ 1 

- - - - - - - - - - _1 

'°' 1st Loop I o I o I o I ·0 IIJ 

'°' 2nd Loop I o I o I 1 I ·0 IIJ 

'°' 3rd Loop _J;o 11 I 1 I ... m c::> 
Failure bit -Q> 

4th Loop I 1 I 1 I 1 I ... m 
Pseudo Pass 
(End of Program 

with the PPS) 

Vt -Q> 
OV 0.8V 4.SV Pass (End of Conventional Program) 

FIGURE 4.13 Change of Vt of memory cells and data in page buffers during a program 
sequence. 

repeatedly. The data of the page buffers are revised in each verify operation. When 
the threshold voltage (Vt) of the programmed cell shifts up from the negative voltage 
of the erased status to more than the target value of 0.8 V, the data of the buffer is 
changed from "O" to "1" after the verify. 

Figure 4.12b presents the flowchart of the pseudo-pass scheme (PPS). The PPS 
can be implemented just after the conventional program sequence. If the program 
operation doesn't complete after the predetemuned iteration number of the program 
loops, the failure bit counting (FBC) circuit counts up the number of the page buffers 
whose data are "O." If the detected number of failure bits is less or equal to the allowed 
value, the status of "the pseudo pass" is output, and then the program sequence tenni­
nates. In Fig. 4.13, the predetennined iteration number of the program loops, which 
is enough program1ning for the majority of the cells, is assumed to be three. In 
this case, the program operation is finished with operation of the pseudo pass, as a 
result of the FBC after the third program loop without retrying an additional program 
loop, even though some insufficiently programmed cells are remained. Therefore, 
the iteration number of the program loops can be reduced by one or more in com­
parison with the conventional verify method, which doesn't perlnit any insufficient 
program bits. 

Figure 4.14 compares the SLC program performance between the conventional 
program and the PPS program operation. The horizontal axis shows the worst program 
time. When the typical program time (tProg_typical) of the majority of cells is 
assumed to be 200 µs, there is a possibility that the worst program time of the 
conventional program becomes 250 µs or more because one or more program/verify 
sequence is required. However, the worst program time of the PPS operation using 
the new hlgh-speed failure bit counter circuit [17] is limited to 200.8 µs, which is 
the sum of the typical program time of 200 µs and the counting-up time of 0.8 µs 
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FIGURE 4.14 Program performance of a conventional page program and a page program 
with PPS. 

in the FBC operation. In this case, the improvement of the worst program time is 
at least 20% in comparison with the conventional worst program time, by reducing 
the number of program loops for a few slowly programmed cells. The additional 
time of 0.8 µs for the PPS operation is negligibly small in comparison with the total 
program time. 

The pseudo-pass scheme (PPS) has been implemented to the NAND flash product 
of SLC/MLC/TLC over 10 years due to fast page programming speed and less 
program disturb failure by avoiding excess program stress. 

4.3 PAGE PROGRAM SEQUENCE 

4.3.1 Original Page Program Scheme 

In order to realize multi-bit cells (MLC) in scaled NAND flash memory cells, pre­
cise V th distribution control is the key factor. The Vt distribution in a program state 
can be very tight by an ISPP and a bit-by-bit verify scheme. However, the distri­
bution is eventually disturbed by well-known major parasitic effects, which are the 
background pattern dependency (BPD), source line noise (noise), and floating gate 
capacitive coupling interference (cell-to-cell interference), as shown in Fig. 4.15 
[18, 19]. The background pattern dependency (BPD) can be minimized by various 
techniques such as fixed page program order and applied proper read voltage for 
unselected cells in a selected NAND string. And the source line noise can be also 
minimized by low resistance of mesh common source lines, as well as by low resis­
tance of p-well structures of the memory array, such as retrograded doping profiled 
p-well. However, the cell-to-cell interference is mainly caused by floating gate capac­
itive coupling due to parasitic capacitances between cells, thus it is greatly affected 
by cell scaling (see Chapter 5). Figure 4.15b shows typical contributions of the 
three mentioned parasitic effects measured at a device at the 60-nm technology node 
[18-19]. Actually, the detailed portions of each effect can be different depending on 
the used NAND device structure and its operation condition, however, floating-gate 
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FIGURE 4.15 (a) Parasitic effects of a V1h distribution in NAND flash memory. (b) Con­
tributed portion of each parasitic effect measured at a 60-nm technology node. 

capacitive coupling interference is the most dominant effect, and will increase dra­
matically as scaling down NAND flash memory cells. 

Figure 4.16a shows the memory cell array core architecture and page assignment 
of a conventional NAND flash memory device (original MLC product) [6, 7][18, 19]. 
Two BLs (bit lines) of even BL (BLe) and odd BL (BLo) are connected to sense 
amplifier (not shown in figure) through a switch. Either an even or odd BL cell 
is alternately selected and programmed sequentially in the order as described in 
Figure 4.16a. This BL scheme is called even/odd shield bit-line architecture [14, 21]. 
This scheme is effective to reduce BL noise shielding in read and program-verify 

• • • 
11 

WL<n+2> 9 
#cell MSB Program 

WL<n+1> 
7 
5 

WL<n> 3 MSB 
1 LSB 

BLe BLo BLe BLo 
(=Page (=Page 
even) odd) 

MSBProgram 

(a) (b) 

FIGURE 4.16 (a) Conventional core architecture and page assignment. (b) Conventional 
MLC program scheme. MSB; Most Significant Bit, and LSB; Least Significant Bit. 
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FIGURE 4.17 Worst-case cell-to-cell interference (floating-gate capacitive coupling inter­
ference) of conventional NAND architecture. 

operations. A conventional MLC program scheme used in an original MLC NAND 
flash is shown in Fig. 4.16b. During the LSB program, V th states of selected cells 
which have the erased V1h as the initial state move to the lowest programmed state 
'10'. Next, during the MSB program stage, two states, "00'' and "01", are formed 
sequentially, depending on previous LSB data. After finishing the programming of 
four pages corresponding to a word line (WL<n> ), the four pages coITesponding to 
the next upper word line (WL<n + 1>) are programmed consecutively. It is noted 
that logical even and odd pages on the same word line are matched to physical even 
and odd BLs in the conventional architecture. The original MLC NAND architecture 
and page programming scheme shown in Fig. 4.16 was used in the first MLC NAND 
product of 0.16-µm 512-Mbit NAND flash memory in 2000. 

Figure 4.17 shows the worst case of floating-gate capacitive coupling interference 
which occurs in original NAND architecture (see Fig. 4.16) [18, 19]. During LSB 
page programming, only selected the cell 'A: is programmed from '1' to 'O', but all 
other suITounding neighbor cells are kept in the erase state (' 1' -+ 'l '). Subsequently 
at MSB page programming, if the data for the selected cell is '1', it is not programmed 
so that its state remains at '10'. Next, if the data for all neighbor cells are 'O' and 
then all neighbor cells are programmed from the erased state '11' to the highest state 
'01', a large Vth shift is caused for the selected cell 'A' due to parasitic floating gate 
capacitive coupling interference, as shown in Fig. 4.17. 

The widening of the distribution of the original NAND architecture caused by 
floating-gate capacitive coupling interference can be approximately expressed by 
equation "Original in Fig. 4.16" in Fig. 4.18. From the equation, it is found that not 
only reducing the parasitic capacitances, but also reducing the number of neighbor 
cells that are programmed after the programming of a selected cell and the amount 
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Equation of floating-gate capacitive coupling 

Original AV x * (2CxfCtot) +fl Vy* (C/Ctot) 
in Fig. 4.16 + AV xy * (2Cx/Ct0 t) 

New Scheme (1) (/lVxf2) * (2CxfCtot) + (AV/2) * (C/Ctot) 
in Fig. 4.19 + (AVx/2) * (2Cx/Ct0 t) 

New Scheme (2) (AV/2) * (C{Ctot) 
in Fig. 4.23 + (AV x/2 * (2Cx/Ct0 t) 

FIGURE 4.18 Approximated equations of :floating-gate capacitive coupling interference in 
three page program schemes. 

of shift at the MSB programming stage, is important to minimize the floating-gate 
capacitive coupling interference in a NAND flash memory cell. 

4.3.2 New Page Program Scheme (1) 

Figure 4.19 shows a new page program scheme (1) of new memory cell array core 
architecture and page assignment [22, 18, 19]. This scheme has been widely used in 
massproduction due to reducing Vth distribution width by decreasing an effect of the 
floating gate capacitive coupling interference. The floating-gate capacitive coupling 
interference by BL-BL direction (x-direction) can be reduced by perfo1ming the 
LSB program to the temporary state 'xO'. And the floating-gate capacitive coupling 
interference by WL-WL Cy-direction) and diagonal neighbor cells can be reduced 
by performing MSB programming for a selected WL after LSB programming of its 
neighbor WL cell, as shown in Fig. 4.19a. The Vth shift by WL-WL and diagonal 
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• '11' 'xO' • Du& to coupling effect • after programming 
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WL<n+2> LSB . /' 

7 Program \,.) 
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.... \ 
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{=Page 
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Program 

(a) (b) 
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FIGURE 4.19 The new page program scheme (1). MLC program is performed after tempo­
rary LSB data storing. (a) New core architecture and page assignment. (b) New MLC program 
scheme. 

Micron Ex. 1014, p. 128 
Micron v. YMTC 
IPR2025-00119



108 ADV AN CED OPERATION FOR MULTILEVEL CELL 

interference can be almost reduced to half compared to the original program scheme 
of Fig. 4.16. With the new page program scheme (1), the achieved floating-gate 
capacitive coupling interference can be expressed as in "New Scheme ( 1) in Fig. 4.19" 
in Fig. 4.18. The new page program scheme (1) shown in Fig. 4.19 was first applied 
to a 70-nm 8-Gbit MLC NAND flash memory product in 2005 [23]. 

By using this new page program scheme (1), the worst case of the floating-gate 
capacitive coupling interference can be improved, compared with the original MLC 
program scheme. A new program scheme with temporary LSB data storing is used, as 
shown in Fig. 4. l 9b. At the LSB programming stage, the memory cell is programmed 
from "11" to "xO" as a temporary state just like SLC programming. After the WL 
neighbor cells are also LSB programmed, the Vth distribution is possibly widened as 
shown in Fig. 4. l 9b, uppergraph. Then, at the MSB programming stage, the 'xO' state 
is programmed to either '00' and '01' as the final state corresponding to the input 
data or either the '11' state is programmed to the final "O 1" state. All memory cells 
except '11' cells are programmed to their final states at the MSB programming stage 
from the temporary programmed state for LSB data. The Vth shift of neighbor cells is 
greatly reduced to around half in comparison with conventional page programming 
scheme shown in Fig. 4.16, so that the floating-gate capacitive coupling interference 
of neighbor cells can be greatly reduced. During MSB programming in this new 
page program scheme ( 1 ), a flag cell that is used for representing MSB programming 
and placed for each page is also programmed in order to distinguish LSB and MSB 
for read. 

Other reports [24-26] also introduced the new scheme that reduced WL-WL 
interference by using programming to a temporary state. This programming scheme 
is that neighboring cells are roughly programmed before final programmed levels are 
programmed properly. Figure 4.20 shows the transient of a Vth distribution of cell "a" 
and neighboring cells, that is, cell "b". Figure 4.21 shows the programming order. At 
first, cell "a" is roughly programmed to lower levels than actual target level, as shown 
in Fig. 4.20 (1). The step voltage of incremental step pulse [10, 11] for this pre­
programming is large, so the programming time of the operation is very short. Next, 
neighboring cells (cell "b") are programmed in the same way. The Vth distribution 
of cell "a" is widened because of the floating gate capacitive coupling effect, as 
shown in Fig. 4.20 (2). After this, cell "a" is programmed again with a smaller step 
voltage of incremental step pulse to proper levels, as shown in Fig. 4.20 (3). When 
next-neighboring cells (cell "c") and neighboring cells (cell "b") are programmed 
afterwards, the V1h distribution of cell "a" is widened by the :floating-gate coupling 
effect, but the widening is very small, because the shift of neighboring cells are small, 
as shown in Fig. 4.20 (4), (5). 

4.3.3 New Page Program Scheme (2) 

The floating-gate capacitive coupling effect could be reduced by a new page program 
scheme (1 ), as shown in Fig. 4.19. In order to further reduce the floating-gate capac­
itive coupling interference between BLs (x-direction), the way to program adjacent 
cells (in both even page and odd page) at the same program pulse (sequence) is 
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FIGURE 4.20 V1 distribution transition of cell "a" and cell "b." 

~ffective [18, 19, 27, 28]. The concept of the new architecture is simply to reduce the 
mmber of neighbor cells as well as their amount of Vt shift at the MSB program 
;tage. Figure 4.22 [18, 19] shows the concept of page assignment of the new page 
)rogram scheme (2) to reduce the number of neighbor cells between BLs. In this new 
;cheme (2), the logical even and odd pages on the same word line are each assigned 
o a physical group of memory BLs. By adopting this architecture, the same page 
tddress is assigned to adjacent memory cells on the same word line of a selected 
~roup of memory cells, which means that memory cells including adjacent cells in 
he BL direction can be programmed simultaneously. Accordingly, while logical odd 
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FIGURE 4.21 Programming order over word lines. 
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FIGURE 4.22 Concept of page assignment of the new page program scheme (2). 

page data are programmed in the memory cells of the odd page group, memory cells 
in the even page group are not susceptible to the coupling effect at all. In order to 
remove the floating-gate capacitive coupling interference for edge memory cells of 
the page group, a dummy BL (dummy cell) can be simply used between the page 
groups, as shown in the figure. 

Figure 4.23 shows (a) the simplified memory cell array core architecture and 
(b) page address ordering of the new page program scheme (2). Two BL selectors 
coupling to each even and odd page group are configured to transfer even and odd 
page data from the page buffer. The boundary between even and odd page groups 
is simply formed using dummy BL in order to remove the floating-gate capacitive 
coupling interference for edge memory cells of the page group. It should be noted 
that no additional area penalty arises in the proposed memory array. This is because 
the dummy BL which already exists for contacting the CSL (common source line) 
or wells in the conventional memory array can be used as the dummy BL for a page 
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FIGURE 4.23 (a) Simplified core architecture and (b) page address ordering of the new page 
program scheme (2). 
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group boundary. With the new architecture, the floating-gate capacitive coupling 
interference can be much reduced as approximately expressed in equation "New 
Scheme (2) in Fig. 4.23" in Fig. 4.18. 

4.3.4 All-Bit-Line (ABL) Architecture 

The all-bit-line (ABL) architecture was firstly proposed in ISSCC 2008 [27,28]. In 
ABL architecture, all cells along a selected word line are programmed simultaneously, 
not separated to even or odd page groups. Then, the ABL architecture could reduce the 
floating-gate capacitive coupling interference due to reducing BL-BL interference, 
and also the ABL architecture could realize high-speed page programming with 
double page size. 

Before ABL architecture was proposed, the conventional even/odd shield bit-line 
scheme was used for a NAND flash product. In the NAND cell array structure, the 
BL-BL coupling capacitance (not floating-gate coupling capacitance) is around 90% 
of the total bit-line capacitance [23]. For this reason, most NAND flash products 
utilize a conventional shielded bit-line scheme to do sensing [13, 21], where only half 
of the BLs are sensed and the other half of the BLs are at 0 V. Since only half of the 
cells on the same WL can be sensed at the same time, the data latches are designed 
to be shared by even/odd pairs, to save on die size. This architecture requires the 
separate programming and verification of even and odd BLs. The program speed was 
limited by small page size of even and odd BLs. Moreover, as memory cell size scales 
down, the program disturb issue was more aggravated due to a longer programming 
time on the same WL, and then reliability was degraded. 

Figure 4.24 shows a schematic diagram of memory core circuits of ABL architec­
ture [27, 28]. The even and odd bit lines (namely, all bit lines) have their own sense 
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FIGURE 4.24 Simplified memory core architecture of all-bit-line (ABL) architecture. 
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amplifier (SA) attached. The sensing scheme was changed from voltage sensing in 
even/odd shield bit-line scheme to current sensing in the ABL scheme, to solve the 
large BL-BL coupling capacitance issues. The SA performs sensing operations in 
read, program verify, and erase verify operations. In ABL architecture, all bits on 
the same word line (WL) can be programmed· and read at the same time. The total 
number of cells that can be programmed are double that of conventional even/odd 
bit-line architecture. 

Therefore, the ABL architecture could lead to high performance of programming 
with double page size, accompanied by high reliability with shorter program dis­
turb stress time. Also, in ABL architecture, the :floating-gate capacitive coupling 
interference can be reduced, compared with a conventional even/odd shield bit-line 
scheme. Figure 4.25a,b shows the :floating-gate capacitive coupling interference in 
a conventional even/odd shield bit-line scheme. The cells in an even bit line (even 
page) causes a Vt shift by programming neighbor cells in odd bit line (odd page) due 
to the :floating-gate capacitive coupling interference, as shown in Fig. 4.25a,b. On the 
other hand, in an ABL scheme, all cells in even page and odd page are programmed 
at the same time. The Vt shift of the :floating-gate capacitive coupling interference 
can be much reduced [27]. While the erase distribution can still encounter the full 
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WL I EVEN ODD EVEN ODD EVEN I 

I ~,~/""'*I ~Q"?... ~~+ 
- - • • ". * ++++ 
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(b) 
·-,,~ 
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FIGURE 4.25 (a) Floating-gate capacitive coupling interference for an even page in a 
conventional even/odd programming scheme. (b) V1 distribution image of an even page in an 
even/odd programming scheme. (c) V, distribution image in an ABL programming scheme. 
Floating-gate capacitive coupling interference in an all-bit-line programming scheme can be 
reduced, because both even page and odd page are programmed simultaneously. 
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the floating-gate capacitive coupling interference, the interference effect on the first 
programming state is reduced. The highest state has almost no Vt shift of interference, 
as shown in Fig. 4.25c [27]. 

4.4 TLC (3 BITS/CELL) 

In order to decrease a bit cost of NAND flash memory, TLC (3 bits/cell) technologies 
had been developed [29-36, 16]. The first paper for massproduction of TLC was 
presented in 2008 ISSCC (International Solid-State Circuits Conference) by using 
56-nm technology [30]. The key issue of TLC technologies is the page program 
sequence and method to achieve a very tight Vt distribution width for producing a 
margin between each Vt state. 

The page address is assigned in a way that enables each page to be treated as 
an independent page for users. The same user commands can be used for all pages 
programmed in the array. The conventional page program sequence is shown in 
Fig. 4.26 [24, 25, 35, 29-31]. This sequence is implemented as applying the concept 
of a new program scheme (2) for MLC (Section 4.3.3) to TLC, in order to minimize 
an effect of the floating-gate capacitive coupling interference. The three pages on the 
same WL are called lower page (first), middle page (second), and upper page (third), 
respectively. The lower page (first) is programmed like a normal SLC program 
operation, where the erase cell "E" is programmed to state "Al". After the lower 
page pr_ogramming, the middle page (second) program data can be brought in for 
programming. For the middle page programming, 2 bits (both lower and middle 
pages) are needed to program 3 program states. The lower page data can be read from 
a memory array into the data latch. The middle page is programmed similarly to that 
of 2-bit-per-cell programming that is from "E" to "Bl" and from "Al" to "B2" or 
"B2". After the middle page programming, the upper page (Third) program data is 
~rought in from outside. The upper page program requires the lower and middle page 

' -.. ~----------~ 
lst ~ ~ 

, "4 ---"/, ------- ~------. 2ndG\ W~Q 
3rd 

(a) 

• Program Order 9 

I tst l2ndj3rdj 
9 

l-=ffli---WL(n+2) 
~~~~ 

I 1 

(b) 

FIGURE 4.26 (a) The conventional page program sequence of TLC (3 bits/cell). Three 
pages of first (lower page), second (middle page), and third (upper page) are programmed on 
each word line. (b) Program order between word lines. 
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FIGURE 4.27 (a) The new page program sequence with pre-program scheme. (b) Measured 
Vt distribution after first (lower page) and second (middle page) program. 

data to program seven program states. The lower and middle page information can be 
read from an array. The seven program states must fit into a Vt window similar to a 
MLC program V1 window, so the upper page program should have a very small VPGM 

step size to achieve a well-controlled, narrow Vt distribution for all seven program 
states. Therefore, the upper page program is the slowest programming speed of the 
three pages. Figure 4.26b shows a page program sequence between world lines. This 
sequence is also implemented as applying the concept of new program scheme for 
MLC (Section 4.3.3) to TLC, in order to minimize an effect of the floating-gate 
capacitive coupling interference. 

A new page program sequence with a pre-program scheme had been proposed 
for a 21-nm node cell [35], as shown in Fig. 4.27. In a new scheme, 5 states and 
8 states are implemented in the first and second step program, respectively, so that 
it is minimized adjacent cell-to-cell interference (floating-gate capacitive coupling 
interference) at the third step program, as shown in Fig. 4.27a [35]. By using a pre-A2 
and a pre-A3 program in the first step program, the Vt distribution width of Al/A2/A3 
can be reduced by 15% reduction of adjacent BL-to-BL coupling interference com­
pared to a sequential program, as shown in Fig. 4.27b, uppergraph. For the same 
reason, by applying a pre-B 1 program in the first step program, adjacent WL-to-WL 
coupling interference can be reduced 10%. During the second step program, adjacent 
WL-to-WL coupling interference is minimized due to the effect of a pre-Bl pro­
gram. Figure 4.27b (lowergraph) shows a measured Vth distribution of the second 
step program by using a pre-program program. 

As memory cell geometry shrinks, floating-gate (FG) capacitive coupling inter­
ference is becoming worse. And smaller memory cells are also vulnerable to more 
cell-to-cell variations. These factors combine to negatively impact program perfor­
mance. The FG capacitive coupling interference can be reduced by the air gap (AG) 
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FIGURE 4.28 Three-step program algorithm for a 19-nm node cell. 

process (see Section 5.3.4) between two adjacent WLs. The 19-nm AG technol­
ogy has an FG-to-FG coupling ratio equivalent to that of 2X nm without AG. 
Also, for enhancing program performance in the 19-nm technology node, a new 
enhanced Three-Step Program (TSP) was applied to TLC 128-Gb NAND flash mem­
ory, as shown in Fig. 4.28 [36]. In a new enhanced TSP, cells are programmed 
from two states of Erase/LM to eight states of Erase/A-G, and then compaction 
program is performed to states of A-G (Step 3 in Fig. 4.28). Due to the skip of 
second page programming in the conventional program scheme in Fig. 4.26, program 
speed is enhanced. Therefore, a combination of a new enhanced Three-Step Program 
(TSP) and air gap allows fast program speed of 18 MB/s on TLC of the 19-nm 
technology node. 

Figure 4.29 shows the measured Vt distributions of TLC in several generations of 
NAND flash memory cells, which are (a) 56-nm cell [29, 30], (b) 32-nm cell [31), 
(c) 20-nm-node cell (27-nm) [16), (d) 21-nm cell [35), and (e) 19-nm cell [36). We 
can see that the read window margin is gradually degraded as scaling of memory 
cells, even if program operation is newly developed for each generation. 

4.5 QLC (4 BITS/CELL) 

QLC technology was presented in a 70-nm cell in the 2007 Symposium on VLSI 
Circuits [24] and 43-nm cell on 2009 ISSCC [37). The papers were focused on the 
intelligent operation of achieving a tight Vt distribution width by reducing the fioating­
gate capacitive coupling interference. Figure 4.30 shows the Vth distribution transition 
of 16LC (16-level cell) case [24, 25). At first, the cells are roughly programmed to 
lower levels (lower verify voltages) than the target levels (target verify voltages), as 
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FIGURE 4.29 The V1 distribution of seven program states (TLC) in cell generations of 
(a) 56 nm, (b) 32 nm, (c) 20-nm node (27 nm), (d) 21 nm, and (e) 19 nm. 
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- S5°C 

shown in Fig. 4.30 (1). Then, when neighboring cells are programmed, the distribution 
width is widened mainly due to the :floating-gate capacitive coupling interference, as 
shown in Fig. 4.30 (2). After that, the cells are programmed again to 16 levels with 
target levels, as shown in Fig. 4.30 (3). And when neighboring cells are programmed 
again, the distribution of these cells is widened, but it is very small, because the 
shift of neighboring cell is small enough, as shown in Fig. 4.30 (4)(5). By using this 
method, very tight Vt distribution width for 16LC can be obtained. 

QLC technology was developed in a 43-nm memory cell [37]. The page program 
sequence of 43-nm QLC is nearly the same as that of a 70-nm QLC cell [24, 25]. 
Figure 4.31 shows the Vy-distribution transition of cell "a" in the string and the 
programming order. Each cell goes through three steps of programming. First, cell 
"a" is programmed to three levels (Step 1), similar to aMLC device (see Fig. 4.31 (1)). 
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FIGURE 4.30 Vth distribution transition of 16LC (QLC, 4 bits/cell). 
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FIGURE 4.32 The measurement data of programming time for each page program step and 
V1 distribution for QLC. 

Next, neighboring cells ("b") are programmed the same way. The VT distribution of 
cell "a" is widened due to the FG coupling effect (see Fig. 4.31 (2)). Cell "a" is 
roughly programmed (Step 2) to 15 levels, lower than the targets (see Fig. 4.31 (3)). 
Next, neighboring cells ("c" and "b") are programmed to 3 and 15 rough levels, 
respectively, causing the VT distribution of cell "a" to widen again (see Fig. 4.31 ( 4)). 
Finally, cell "a" is programmed (Step 3) to the 15 target levels (see Fig. 4.31 (5)). 
Neighboring cells ("b", "c", and "d") are then programmed again the same way (see 
Fig. 4.31 (6)). This page program sequence minimizes the FG coupling effect, even 
with large values due to technology scaling. Figure 4.32 shows the measured data of 
15 program states, along with the programming time for each step. Total programming 
time of 11.75 ms translates to 5.6 MB/s, when two pages are programmed together 
in two cell arrays (two-page mode). 

4.6 THREE-LEVEL (1.5 BITS/CELL) NAND FLASH 

The 1.5-bit/cell technology was proposed to realize both a high performance and a 
low bit cost in the same product [38]. Targets of 1.5-bit/cell technology are (1) a high 
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FIGURE 4.33 (a) Threshold distribution for a 3-level memory cell (1.5 bits/cell). (b) Three­
bit data and three-level data in memory cells. 

program performance which is nearly the same as SLC (2 bits/cell) performance, (2) 
a better reliability rather than MLC, and (3) lower bit cost than SLC product. 

MLC (2 bits/cell) NAND flash technology based on four-level Vt states is a 
most popular solution for demands. However, it is difficult for the four-level MLC 
to provide as good a reliability and performance as SLC due to MLC's narrow 
read window margin (RWM) and slow program speed. These problems would limit 
its application to be used in the market. To overcome the market limitation while 
achieving both cost and performance, three-level memory cell technology, which has 
at least 2 times wider read window margin than four-level MLC, is promising. 

The three-level memory cell has data "O", "1", and "2" as shown in Fig. 4.33 [38] 
and Fig. 4.34 [39]. A "O" -state (erase state) corresponds to a threshold voltage of less 
than -1 V. A pair of memory cells stores 3-bit data as shown in Fig. 4.33b. Here, 528-
byte page data including parity-check bits and several flag data are simultaneously 
transmitted from or to 2816 memory cells through 2816 compact intelligent three­
level column latches. 

Four intermediate code (i.e., 6-bit data), are loaded within a 25-ns cycle time. 
During the data load, a charge pump generates a high voltage for the first program 
pulse. The setup time of the high voltage is 5 µs. The first pulse duration is 20 µs 
and each of the subsequent pulses has 10 µs duration. A program recovery time and 
the program verify time are 1 µs and 16 µs, respectively. Total program time for 
512-byte data is 704 x 25 ns + 20 µs + 1 µs + 16 µs + (5 µs + 10 µs + 1 µs + 16 µs) 
x 3 = 150.6 µs. Then, the typical program throughput is 3.4 Mbyte/s and 68% of 
the two-level NAND flash, as shown in Fig. 4.35. In another paper [39], the page 
program speed is 45% of a 1-bit/cell (two-level) SLC NAND cell. Figure 4.35 shows 
the estimated program speed comparison between the three-level and conventional 
methods. 

The die size is also estimated on the assumption that, in the case of the two-level 
flash memory, the memory cells and the column latches occupies 66% of the die 
size. A number of the memory cells and an area of the column latches are increased 
to 133.3% when a memory capacity is doubled. The die size of the three-level flash 
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FIGURE 4.34 Vth distribution in NAND flash: (a) Four-level MLC. (b) Three-level cell 
(1.5 bits/cell). 

memory chip is increased to 122%. Therefore, the die size per bit is reduced to 
61 %, as also shown in Fig. 4.35. Another paper shows that the estimated die size is 
103 mm2 , which is reduced by 20% compared to SLC die, as shown in Fig. 4.35. 

As shown above, a three-level cell has an advantage of 3-6 times improved program 
speed compared with MLC, along with 20-39% die size reduction compared with 
SLC. The three-level cell would have a possibility to use a certain application-for 
example, high-end enterprise server, and so on. 

Program Speed Die Size/bit 

Ref. Ref. Ref. Ref. 
38 39 38 39 

1 bit/cell 100% 100% 100% 100% 
(SLC) 

1.5 68% 45% 61% 80% 
bit/cell 

2 bit/cell 11% 15% 50% 62% 
(MLC) 

FIGURE 4.35 Comparison of program speed and die size per bit. 
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4.7 MOVING READ ALGORITHM 

As memory cell size is scaled down, the Vt shift of data retention becomes worse 
and worse, especially after a large amount of program/erase cycling. To compensate 
this data retention issues, the moving read algorithm was proposed [26]. Operation 
of moving read is to adjust a read voltage on the selected control gate according to 
cell Vt shift caused by data retention, and so on. 

One example of the moving read algorithm for the program and read sequence is 
shown in Fig. 4.36 [26]. During page buffer setting in program operation, cells that 
will be programmed to PV3 are counted and stored in special extra cells of named 
FLG_PV3 in page. At the read operation, cells at PV3 are counted and compared 
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Verify 
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No 
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FIGURE 4.36 Moving read algorithm. 
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to ideal FLG_PV3. If count value meets FLG_PV3, the present read level can be 
applied. However, if count value does not meet FLG_PV3 (most cases are large Vt 
shift of data retention) to affect read results, the voltage of read level is calculated 
to be shifted down based on the difference between count value and FLG_PV3. The 
reason why PV3 cells are monitored is because data retention Vth shift is worst in the 
PV3 state. More than 30% error due to data retention Vth shift was improved. 

Moving read operation in Fig. 4.36 is one example. There would be many alternate 
algorithms of the moving read to compensate cell Vt shifts which are caused not only 
by data retention but also by floating-gate capacitive coupling interference, program 
injection spread, RTN, program disturb, read disturb, and so on, as described in 
Chapters 5 and 6. The moving read operation has to be optimized because it is very 
effective to improve reliability of NAND flash memory product. 
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SCALING CHALLENGE OF NAND 
FLASH MEMORY CELLS 

5.1 INTRODUCTION 

Low-cost and highly reliable NAND flash memory technologies have been intensively 
developed [1-9] over 25 years, as described in Chapter 3. As a suitable memory cell 
structure for NAND flash, the self-aligned STI cell (SA-STI cell) had been developed 
[ 4-7] and implemented to NAND flash products [8]. This cell could reduce memory 
cell size to ideal 4*F2 [ 4 ], and had also demonstrated an excellent reliability, because 
the floating gate does not overlap the STI corner. Thus, the SA-STI cell structure 
and process have been used for more than 15 years and 10 generations of NAND 
flash product. The most advanced memory cell had presented as mid-lX-nm (15 to 
16-nm) SA-STI memory cells [10], as shown in a cross-sectional TE~ micrograph 
in Fig. 5.1. The effective cell size can be also reduced by multilevel cell technology, 
as described in Chapter 4. Therefore, the small physical cell size of 4*F2 combined 
with a multilevel cell can drastically reduce the bit cost of NAND flash memory. 

However, by scaling memory cell size beyond the 20-nm generation, it is becoming 
very difficult to realize high-performance and highly reliable NAND flash memory, 
because many physical phenomena have a serious impact on the operation margin of 
NAND flash [11]. 

In Chapter 5, the scaling challenges of the NAND flash memory cell with a 
multilevel cell are discussed beyond 20-nm feature sizes. One important physical 
phenomenon is the floating-gate capacitive coupling interference [12] that causes a Vt 
shift by programming neighbor cells. An increase in Vt distribution width (Section 5 .3) 
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130 SCALING CHALLENGE OF NAND FLASH MEMORY CELLS 

FIGURE 5.1 TEM photograph of mid-lX-nm SA-STI NAND flash cells. 

will result in the degradation of read window margin (RWM). The other major 
physical phenomena to have an impact on RWM are electron injection spread (EIS) 
[13-15] (Chapter 5.4) and random telegraph noise (RTN) [16] (Section 5.5). Except 
for the RWM degradation, there are several other problems, such as CG formations 
between FGs [17] (Chapter 5.6), the WL high-field problem [11, 18] (Section 5.7), 
reducing the number of stored electrons [19] (Section 5.8), and so on. 

The scaling capability of NAND flash memory has been discussed in several 
conferences and papers [20-33]. They pointed out major scaling limitations, such as 
floating-gate capacitive coupling interference [21-23, 25-28, 31, 32], reduced number 
of electrons [21-23], lithograph/patterning [22-24], RTN and RDF (random dopant 
fluctuation) [23], structure limitation [25,28,30], air gap [34,35], Vt window margin 
[11, 28, 30], and so on. 

In Chapter 5, several scaling problems and limitations have been widely discussed 
over 2X to OX-nm generations [11]. As a result, there is a possibility that the NAND 
flash memory cell can be scaled down to lZ-nm (10-nm) generation with an accurate 
control of FG/CG formation process and air-gap process to manage floating-gate 
capacitive coupling interference and the WL high-field problem. 

5.2 READ WINDOW MARGIN (RWM) 

The read window margin (RWM) of a self-aligned STI cell (SA-STI cell) is discussed 
for NAND flash memories over 2X to OX-nm generations in Section 5.2 [11]. The 
RWM is investigated by extrapolating the physical phenomena of FG-FG coupling 
interference (floating-gate capacitive coupling interference), electron injection spread 
(EIS), back pattern dependence (BPD), and random telegraph noise (RTN). The 
RWM is degraded not only by increasing programmed Vt distribution width, but 
also by increasing the Vt of the erase state mainly due to the large FG-FG coupling 
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FIGURE 5.2 Top view of a NAND cell string. 64 cells are connected in series with two 
select gates. BL pitch and WL pitch are nearly equal to 2F (F: feature size). Then unit cell size 
is close to ideal 4*F2

• 

interference. However, RWM is still positive in the lZ-nm (10-nm) generation with 
60% reduction of FG-FG coupling interference by the air-gap process. Therefore, the 
SA-STI cell is expected to be able to scale down to the lZ-nm (10-nm) generation, 
with the air gap of 60% reduced FG-FG coupling interference. 

5.2.1 Assumption for Read Window Margin (RWM) 

Figure 5 .2 shows a top view of conventional NAND cell strings. In order to investigate 
the scaling of the NAND flash cell, cell dimensions beyond the 2X-nm (26-nm) 
generation are assumed, as shown in Table 5.1. Dimensions of 2X nm are given, 
27 nm for the bit line (BL) half-pitch and 26 nm for the word-line (WL) half-pitch. 
Dimensions beyond 2X nm are assumed to scale down by a fixed scaling factor of 
x0.85 for BL half-pitch and x0.8 for the WL half-pitch. And also the channel width 

TABLE 5.1 Assumption of Cell Dimensions and ONO (IPD) Thickness, in 
Generations of 2X-OX Nanometersa 

Generation 2X 2Y lX lY lZ ox Scaling factor 

BL half-pitch (nm) 27 23.0 19.5 16.6 14.1 12.0 x0.85 assumption 
WL half-pitch (nm), 26 20.8 16.6 13.3 10.6 8.5 x0.8 assumption 

Gate length L 
Channel W (nm) 20 18.0 16.2 14.6 13.1 11.8 x0.9 assumption 
ONO thickness (nm) 12 11.4 10.8 10.3 9.8 9.3 x0.95 assumption 

aDimensions of 2X-nm generation are given, as 27 nm for BL half-pitch and 26 nm for WL half-pitch. 
Dimensions of ~2Y nm are assumed by scaling factors of x0.85 for BL half-pitch (x-direction) and x0.8 
for the word line (WL) half-pitch (y-direction). And also, the scaling factors of channel width CW) and 
ONO thickness are assumed x0.9 and x0.95, respectively. 

Micron Ex. 1014, p. 151 
Micron v. YMTC 
IPR2025-00119



132 SCALING CHALLENGE OF NAND FLASH MEMORY CELLS 

Vt Window 

Erase Erase After 

Initial program L1 L2 L3 
.... --....... ..., 

~.;"' ",, '\ 
' ' ' ' \ 

\ \ 
\ \ 

' \ 
\ I 
\ I 
I I 

I 
I 
I 
! 

Program Vt Program Vt 
-4V -2V o v Distribution Distribution 4V 

(Initial) width width (initial) 

Read Window Margin (RWM) =(Vt Window) - 2*(Program Vt Distribution width) 

FIGURE 5.3 Read Vt window of an MLC NAND cell. Vt distributions of erase state and 
programmed L 1, L2, L3 states are shifted up and become wider because of electron injection 
spread (EIS), FG-FG coupling interference, RTN, and back pattern dependence (BPD). Read 
window margin (RWM) is defined as RWM = (V1 window) - 2*(program Vt distribution 
width). 

Wand inter-poly dielectric (IPD) thickness are assumed to scale down by the factors 
of x0.9 and x0.95, respectively. 

Figure 5.3 shows an image of a read Vt window in an MLC (2 bits/cell) NAND 
cell [11]. The "Vt window" is defined by a right-side edge of erase distribution and 
a left-side edge of L3 (highest programmed state) after completing all page program 
operations in block (strings). Two programmed Vt distributions of Ll/L2 have to be 
inside of the Vt window to be a reliable read operation. Read window margin (RWM) 
is defined by RWM = (Vt window) - 2*(programmed Vt distribution width), so that 
RWM means the separation margin of Vt distributions of each states. 

The RWMs have been seriously degraded by cell scaling down from 0.7 µm to 
2X-nm generation, because several physical phenomena were getting worse. There­
fore, for further scaling of a NAND cell, it is very important to analyze and foresee the 
RWM in a future scaled NAND cell. In order to investigate RWM, the scaling trend 
of physical phenomena of electron injection spread (EIS) [13-15], FG-FG coupling 
interference [12], RTN [16], and back pattern dependence (BPD) are assumed as 
follows. And other assumptions of the page program sequence, parameter setting, 
and so on, are also shown in the following. 

Assumption of RWM Calculation 

(a) V1 distribution width(@ ±3a) is assumed to become wider by simple summa­
tion of values of electron injection spread (EIS), FG-FG coupling interference, 
RTN and back pattern dependence (BPD). Each value is given for 2X-nm gen­
eration and is extrapolated for 2Y-nm to OX-nm generations with the following 
formulas. 
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FIGURE 5.4 Electron injection spread (EIS) of a 2X-nm cell. In ISPP _step= 300 mV, the 
standard deviations (o-) is 37.1 mV. With the FG depletion effect, o- is assumed to be larger of 
50%. Then the o- is assumed 55.6 mV for a 300-mV ISPP _Step. 

(b) Program electron injection spread (EIS) [13-15] is caused during program 
operation due to statistical spread in a small number of injecting elec­
trons during program pulse (see Section 5.4). The a of EIS is linear with 
sqrt(q*ISPP _Step/C1pD) [13, 14], and three a values are simply used for Vt 
distribution widening. Capacitance of inter-poly dielectric, CrPD' is scaled 
down from 2X-nm generation by x0.72 for each generation. The ISPP _step 
is a program voltage step of ISPP (increment step pulse program) [36, 37]. 
The measured standard deviations (a) is 37.1 mV for ISPP _step= 300 mV, as 
shown in Fig. 5.4. A value of the sigma is assumed to be 50% larger due to FG 
depletion effects [38], and so on. Then the a of 2X is assumed to be 55.6 m V 
for ISPP _Step= 300 mV, and 78.7 mV for ISPP _Step= 600 mV. 

(c) FG-FG coupling interference (floating-gate capacitive coupling interference) 
[12] (see Section 5.3) is scaled from 2X-nm generation to each generation 
by x(l/0.9) along WL, x(l/0.8) along BL, and x(l/0.85) diagonal. And 
spread effect (additional Vt shift) is assumed 10% of the FG-FG coupling 
value. FG-FG coupling values of 2X nm are assumed to be 94 m V N for two 
sides of x-direction (between BL-BL), 85 mVN for one side of y-direction 
(between WL-WL), and 25 mVN for two sides of xy-direction (diagonal), 
based on measurement results. Scaling factors of FG-FG coupling (x(l/0.9) 
along WL, x(l/0.8) along BL, and X(l/0.85) diagonal) are the simple assump­
tion by increasing FG-FG capacitance with decreasing FG-FG distance. This 
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FIGURE 5.5 Back pattern dependence (BPD) of a 64-cell string in a 2X-nm cell. The V1 

shift of BPD is assumed to be 310 mV as the worst case of BP = L3 (unselected cells are 
in L3). 

simple assumption would be optimistic because it is not including the effect 
of decreasing total FG capacitance, which is mainly due to less scaling of IPD 
and tunnel-oxide thickness. 

(d) RTN is linear with 1/(W*sqrt(L)) [39] (see Section 5.5). The value of 2X nm 
is assumed to be ±107 mV@ 3a, based on measurement results. 

(e) Back pattern dependence (BPD) is a Vt shift, which is caused by programming 
series-connected cells in the same string due to increasing series resistance in 
string. BPD is linear with LIW. The value of 2X nm is assumed to 310 mV, as 
shown in Fig. 5.5. 

(f) The page program sequence uses the minimized FG-FG coupling program 
sequence [40,41], as shown in Fig. 5.6. It means that, before theMSB program, 
the surrounding pages (LSB of WLn - 1, WLn, WLn + 1, and MSB of 
WLn - 1) have already been programmed. FG-FG coupling interference can 
be minimized for the programmed Vt distributions (see Section 4.3). 

(g) All-bit-line scheme (ABL) [42] (see Section 4.3). The Vt shift value of the 
x-direction FG-FG coupling interference is assumed that it is based on neigh­
bor cell Vt shift of 3*a*SQRT(2)*(1/2) [a = (Vt distribution width (±3a) of 
one program pulse)/6 = 3V/6 = 0.5 V] [ *(1/2); factor ofrandom data pattern], 
because neighbor cells are programmed with target cells at the same time. 

(h) Random data pattern. 

(i) Erase; initial Vt distribution; -3 V ±1 V (Vt distribution width = 2 V). The 
right-side edge of erase initial is -2 V. 

G) Ll verify level = 0.5 V, L2 verify level = 2.25 V, L3 verify level = 4.0 V, 
LSB verify level = 0.8 V, except for the case of Vt setting dependence in 
Section 5.2.5. 
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Page Program Order 

[(7) LSB] 

(8) MSB 
(5) LSB 

(6) MSB 
(3) LSB 

(4) MSB 
(1) LSB 

[(2) MSB] 

- -

I 

l 

I 
- -

Bln-1 · Bln 

-

I Wln +1 

I Wln 

I Wln-1 

-
Bln + 1 

FIGURE 5.6 Page program sequence of the minimized FG-FG coupling interference. Before 
(6) MSB program of WLn, the surrounding pages [(l) LSB of WLn - 1, (3) LSB of WLn, 
(5) LSB of WLn + 1, and (4) MSB ofWLn - 1] have already been programmed. Then the 
FG-FG coupling interference can be minimized for the programmed V, distributions. 

(k) ISPP step (increment step pulse program [36, 37]) of LSB and MSB program­
ming are 600 m V and 300 m V, respectively. 

(I) The data retention Vt shift is not included in this RWM investigation, because 
it is expected to be managed by the multi-times read operations (moving read 
algorithm), as described in Section 4.7. Also, program disturb, read disturb, 
and other effects are not included in this RWM investigation. 

5.2.2 Programmed Vt Distribution Width 

In conventional program operation, a progrmmned Vt distribution width can be tight 
by using ISPP [36, 37] (see Section 4.2.2) and a bit-by-bit verify operation [43] 
(see Section 4.2.3). The initial programmed Vt distribution width is determined by 
ISPP _step +EIS. And then it becomes wider by RTN, FG-FG coupling interference, 
and BPD after all pages are programmed in a block (string). 

The programmed Vt distribution width after all pages have been programmed in 
a block have been calculated based on the assumption of Section 5.2.1, as shown in 
Fig. 5.7. As memory cells are scaled down from 2X nm to OX nm, the programmed 
Vt distribution width is increased from 1320 mV to 2183 mV. It is clear that major 
reasons to increase Vt distribution width are the FG-FG coupling and RTN. 

In order to obtain appropriate Vt shift values of FG-FG coupling interference, 
the delta Vt of the neighbor attack cell (subject to target cell) have been derived, as 
shown in Fig. 5.8. Vt distributions of page programming steps are also described in 
Fig. 5.8. For FG-FG coupling for the programmed states, delta Vt of the attack cell 
is described as dVt_E_Ll or dVt_LSB_L2 + dVt_LSB_L3, as shown at (3) after the 
MSB program in Fig. 5.8. A dVt_E_Ll means delta Vt shift from erase state (@2) 
before MSB program) to LI state. Larger value of dV1_E_LI or dVt_LSB_L2 + 
dV1_LSB_L3 is used for calculation of FG-FG coupling Vt shift. 
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FIGURE 5.7 Calculated programmed V1 distribution width. The V1 distribution width is 
increased by cell dimension scaling. Major impact factors to increase V, distributions width 
are the FG-FG coupling and RTN. 

Vt shift value of x-direction FG-FG coupling interference is assumed that it is 
based on neighbor cell Vt shift of 3*o-*SQRT(2)*(1/2) [standard deviation; o- = 
(Vt distribution width (±30-) of one program pulse)/6 = 3 V/6 = 0.5 V] [ *(1/2); 
factor of random data pattern], as shown in Section 5.2. lg), because neighbor cells 
are programmed with target cells at the same program sequence in the all-bit-line 
scheme. Vt shift had been assumed as follows. Cells in programmed Vt distribution 
(3-V width) are programmed to shift up by ISPP program. A certain cell (cell A) stops 
programming by passing verify at threshold voltage of Vt_cell A, and neighbor cells 
(cell B) have not passed verify yet at threshold voltage of Vt_cell B. The neighbor cells 
(cell B) are programmed by following ISPP steps, then it causes FG-FG coupling 
on cell A with a Vt difference of (Vr_cell A - Vt_cell B). In this assumption, the 
distribution of Vt difference (Vr_cell A - Vt_ cell B) is assumed to composition of Vt 
distribution (3-V width), then the o- of the Vt shift is SQRT(o-2 + o-2) = o-*SQRT(2). 
Also, we assumed that the same FG-FG coupling Vt shift occurs between L 1 and L2, 
by assuming to use preferable program operations, such as the ABL parallel program 
method [44], the BC state first program algorithm [45], and the P3-pattern pre-pulse 
scheme [46], to reduce FG-FG coupling for both LI and L2. 

Erase Vt distribution at (2) Before MSB program in Fig. 5.8 has already shifted up 
as dVt-Ei_E from erase initial V, distribution, by FG-FG coupling with surrounding 
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FIGURE 5.8 V1 distribution in page program steps. The attack cell delta V1 of dV1_E_L1 
or dV1_LSB_L2 + dV1_LSB_L3 are subjected to the programmed target cell of y-direction 
neighbor cells, resulting in wider V1 distribution width by the FG-FG coupling interference. 
Then distribution width of the programmed cell becomes wider from (3) After MSB program 
to ( 4) Final. 

cells of LSB program (both sides of Y-direction/XY-direction/X-direction) and MSB 
program (one side of Y-direction/XY-direction), as shown in Fig. 5.6. By cell scaling, 
d Vt_E;_E becomes larger due to larger FG-FG coupling interference. Then d Vt_E_L 1 
becomes smaller in value as a result of cell scaling. Therefore, y-direction FG-FG 
coupling interference for programmed states is relatively smaller than expected, as 
shown in Fig. 5.7. 

5.2.3 Vt Window 

Vt window is defined from the right-side edge of erase Vt distribution to the left-side 
edge of L3 Vt distribution, as shown iii Fig. 5.3. Figure 5.9 shows the calculation 
results of Vt window, the right-side edge of erase Vt distribution, and the left-side 
edge of L3 Vt distribution, in three cases of reducing FG-FG coupling of 0%, 30%, 
and 60% by air gap [34,35,47,48] or Iow-k dielectric. The reducing FG-FG coupling 
is assumed for both the x-direction (STI air-gap [35, 49]) and they-direction (WL 
air-gap [34, 47, 48]). 
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FIGURE 5.9 Calculated V1 window as a function of cell scaling down. V1 window is 
decreased mainly by increasing the erase right edge (right-side edge of erase). If FG-FG 
coupling interference can be reduced to -30% or -60%, the erase right edge can be much 
improved. 

As shown in Fig. 5 .9, the Vt window becomes seriously narrower as a result of cell 
scaling in the case of conventional 0% FG-FG coupling reduction (see "Vt window 
0%"). This is because the right-side edge of the erase distribution is much increased 
as a result of scaling. However, in the case of -60% FG-FG coupling reduction, the 
right-side edge of erase distribution can be kept less than 0 V even in the lZ-nm 
generation. Then, a Vt window can be kept more than 4000 m V in 1 Z-nm generation. 

In order to clarify the reason of increasing the right-side edge of erase, factors 
of increasing erase right-side edge are analyzed, as shown in Fig. 5 .10. The erase 
right edge is increased mainly by FG-FG coupling, especially by Y- & XY-direction 
FG-FG coupling. For the erase state, the FG-FG coupling Vt shift is much larger 
than the FG-FG coupling Vt shift of the programmed states. Figure 5 .11 shows the 
reasons of large FG-FG coupling for erase states. There are two reasons. One is the 
large delta-Vt of an attack cell, as shown in Fig. 5 .11 a. This is because a d Vt-Ei_L l, 
L2, L3 (attack cell delta Vt from an erase initial state to each programming state 
Ll, L2, L3) is much larger, in comparison with attack cell Vr shift for a programmed 
state, such as dVt_E_Ll or dVt_LSB_L2 + dVr_LSB_L3, as shown in Fig. 5.8. The 
other reason is that all of surrounding cells are subjected to cause FG-FG coupling 
Vt shift for the erase state (Fig. 5.llb). Conversely, for the programmed cell, 
only part of the surrounding cells (one side of y-direction [between WL-WL] and 
x-directions [between BL-BL]) have caused an FG-FG coupling Vt shift, as shown in 
Fig. 5.1 lb. 
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FIGURE 5.10 Increasing the right-side edge of the erase state distribution, as a function of 
scaling memory cells, in the case of w/o reduction of the FG-FG coupling. The erase right 
edge is increased mainly by the FG-FG coupling interference, especially by Y & XY...:.FG-FG 
coupling. 

In order to obtain a wider Vt window for 1 Y and lZ generations, it is important 
to reduce FG-FG coupling, especially FG-FG coupling of the Y- & XY-directions. 
WL air gap (or low-K) [34,47,48] and STI air gap [35,49] have to be implemented 
as small FG-FG coupling (as small as possible) for future NAND cells. 

Furthermore, the optimistic scaling factors of FG-FG coupling are used in this 
calculation, as described in Section 5 .2.1 c. Even if the optimistic values are used, the 
dominant factor of V1 window degradation is the FG-FG coupling. Therefore it is 
important to reduce FG-FG coupling for future scaled cells. 

5.2.4 Read Window Margin (RWM) 

Figure 5.12 shows the scaling trend of RWM, which is calculated by the programmed 
Vt distribution width in Fig. 5.7 and V1 window in Fig. 5.9. RWMs are degraded as 
a cell scaling. In the case of "no air gap," lX nm has marginal RWM, and 1 Y-nm 
generation has negative (-719 mV) RWM. In the case of "FG-FG coupling -30% 
air gap," 1 Y nm becomes a marginal RWM, and lZ-nm generation has a negative 
RWM. Also, in the case of "FG-FG coupling -60% air gap," lZ-nm generation has 
still positive RWM. This means that 30% FG-FG coupling reduction is needed to 
implement a 1 Y-nm generation cell, and 50-60% reduction is needed for a lZ-nm 
cell. 
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FIGURE 5.11 The FG-FG coupling for the erase state. (a) The attack cell (neighbor of 
target cell) V, shift of dV,_Ei_Ll or dV1_E1_L2 or dV,_E;_L3 are subjected to the erased target 
cell. The V, shift of the erased state is larger than that of programmed state because an attack 
cell V, shift for erased state is larger than that of programmed state (see Fig. 5.10), and also (b) 
all of the surrounding cells have been subjected to erased cells, compared to the fact that all of 
surrounding cells have not been subjected to a programmed state. 

5.2.5 RWM Vt Setting Dependence 

In order to find out other solutions for wider RWM, Vt setting dependence has been 
investigated. Figure 5.13 shows that RWM depends on Vt setting in the case of 
lZ nm with -30% FG-FG coupling reduction. In a previous section, PV3 and the 
erase initial right edge are used for a fixed value of 4 V and -2 V, respectively. In 
this chapter, lower PV3 and lower erase initial right edge are assumed, as shown in 
Fig. 5.13. 

RWM can be improved in the case of decreasing erase initial right edge, even 
if programmed Vt distribution widths are slightly increased. And RWM becomes 
positive in the case of erase initial right edge = -4 V. However, the decreasing erase 
Vt setting would degrade reliability because of subjecting higher erase voltage stress. 
Then, in order to obtain wider RWM in the lZ-nm generation, the air-gap process 
of minimized FG-FG coupling should be combined with the decreasing erase Vt 
setting. 
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FIGURE 5.12 Calculated read window margin (RWM), in no air gap, 30% or 60% reduction 
of FG-FG coupling. RWM becomes less than 0 V beyond lX-nm generation in the case of no 
air gap. However, by using an air gap with -60% FG-FG coupling reduction, RWM can be 
kept positive even if lZ-nm generation is used. 
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5.3 FLOATING-GATE CAPACITIVE COUPLING INTERFERENCE 

Floating-gate capacitive coupling interference (FG-FG coupling) [12] is a major 
limitation issue to scale down floating-gate NAND flash memory cell, because the 
read window margin (RWM) is mainly degraded by the floating-gate capacitive 
coupling interference [ll], as described in Section 5.2. As feature sizes (F) have 
scaled, the floating-gate to floating-gate space has become smaller to cause a Vt shift 
by Vt change of the eight adjacent cells. This scaling problem results in widening V1 

distribution width. 

5.3.1 Model of Floating-Gate Capacitive Coupling Interference 

In the old concept oflarge cell size, the floating-gate voltage was determined by only 
the control-gate voltage with a coupling ratio of CR = CrpD/Ctotal• where C1pn is 
the control-gate to floating-gate capacitance and Ctotal is the total capacitance of the 
floating gate, as expressed in (5.1) (assuming floating-gate charge QFa = 0). 

CrPD CIPD 
VFa = Vea= --Vea= CR* Vea 

CTUN + CrPD ctotal 
(5.1) 

where CTUN is the capacitance of substrate to floating gate. 
As the design rule of NAND flash memory is scaled down, parasitic capacitors 

(CFaX• CFaY• CFaXY• CFaea· and CFGAA) SUlTOunding the floating gate, as shown in 
Fig. 5.14, have relatively become larger. They cannot be neglected. The floating-gate 

WL(CG) 

BL (AA) 

CFGX ; Capacitance with x-direction FG (BL-BL) 
CFGY ; Capacitance with y-direction FG (WL-WL) 
CFGXY ; Capacitance with diagonal-direction FG 
CFGCG ; Capacitance with neighbor Control Gate 
CFGAA ; Capacitance with neighbor Active Area 

FIGURE 5.14 The model of floating-gate capacitive coupling interference based on parasitic 
capacitance coupling. 
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voltage is determined by not only the corresponding control-gate voltage but also 
the voltages of the surrounding floating gates, the control gates, and active area, as 
shown in (5.2) (assuming floating-gate charge QFG = 0), 

where the variables are shown in Fig. 5.14. A phenomenon called "floating-gate 
capacitive coupling interference," occurs, in which a cell Vt change (AVr) is caused 
by the threshold voltage shift of the adjacent cells by floating-gate voltage shift 
(A Vfg). In other words, the floating-gate voltage is coupled by the floating-gate 
voltage changes of the adjacent cells with parasitic capacitors in the same manner as 
the control-gate voltage, as shown in (5.1). For example, if the floating-gate voltage 
of upper y-direction (Vp0 y 2) is changed by A Vp0 y2 , the floating-gate voltage (Vt) 
change of the target cell causes A VFG• as expressed in (5.3). 

CFGY 
AVpa= *AVFGY2 

CTUN + C1pn + 2Cpax + 2Cpay + 4CpoxY + 2Cpaca + 2CFGAA 

CFGY 
= -- * .6. VFGY2 

ctotal 
(5.3) 

In the :first report of the floating-gate capacitive coupling interferences [12], a 
three-dimensional (3-D) capacitance simulator was used to obtain the floating-gate 
capacitive coupling interference in 0.12-µm design rule cell (gate length = gate 
space= floating-gate height= channel width= 0.12 µm, tunnel-oxide thickness= 
7.5 nm, IPD (ONO) thickness= 15.5 nm). If a neighbor cell is programmed from 
Vt = -3 V to Vt = 2.2 V, there are floating-gate interferences of 0.19 Vin they­
direction, 0.04 Vin the x-direction, and 0.01 Vin the diagonal direction (xy-direction). 

The floating-gate capacitive coupling interference has a linear characteristic with 
respect to the adjacent cell Vt change, as derived from (5.2) or (5.3). Figure 5.15 
demonstrates the measurement results of the floating-gate capacitive coupling inter­
ference on a 0.12-µm design-rule cell [12]. The cell Vt shift by floating-gate inter­
ference is linearly proportional to the adjacent cell V1 change. The interference can 
be reduced significantly with a silicon oxide spacer as compared to a silicon nitride 
spacer, due to lower parasitic capacitance. 

Figure 5.16 shows the simulation results of the Vth shift caused by floating­
gate capacitive coupling interference with cell technology node scaling [50]. In 3-D 
TCAD simulations, a 63-nm memory cell has 8-nm tunnel-oxide thickness, 15-nm 
ONO thickness, and 85-nm floating-gate height. And the memory cell transistor 
has been scaled down from 63 to 20 nm. Along with cell size reduction, the field 
oxide recess is kept as +5 nm, and the doping concentration is adjµsted to prevent 
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FIGURE 5.15 Floating-gate interference measurement results measured on a 0.12-µm 
design-rule cell array. The interference was measured on a WL8 cell as a function ofWL9-cell 
V1 change for silicon nitride and silicon oxide spacer samples. Threshold voltage shift of the 
WL8 cell is monitored before and after WL9-cell programming from V, = -3 V to 2.2 V. Each 
data consists of 15 points of a WL8 cell. 

the cell transistor from punch-through. Vth shift by floating-gate capacitive coupling 
interference is drastically increased as technology node scaling. 

Figure 5 .17 shows the floating-gate capacitive coupling interference as a function 
of the technology node [23]. Floating-gate capacitive coupling interference as a 
percentage of the total Vt shift is remarkably increased by scaling the technology 
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FIGURE 5.16 Simulation results of the Vth shift caused by cell-to-cell interference with cell 
size reduction. By changing the neighboring cell transistor Vth from -5 to 5 V, the VTH shift of 
the reference cell is measured from 1.0 V of the initial V th· Other word lines possess 6.5 V of 
the pass-gate voltage in a read operation. AV x is the cell Vth shift induced by two adjacent cell 
transistors in the x-direction (word-line direction), while A Vy is induced by a cell transistor in 
they-direction (bit-line direction). 
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FIGURE 5.17 FG-FG coupling interference. Floating-gate interference as a percentage of 
the total V1 shift is shown as a function of the lithographic node. The BL-BL, WL-WL, and 
diagonal terms are per edge. FG-FG capacitive coupling interference exceeds 30% of FG 
capacitance beyond 30-nm generation. Need a solution beyond 30 nm for MLC 2 bits/cell, if 
assumed total interference <1 Vin adjacent cell dV1 = 4 V--+ total <25%. 

node. FG capacitive coupling interference exceeds 30% of FG capacitance beyond 
30 nm generation. The interference approaches 50% of the total Vt shift of the cell 
at the 20-nm node. We need a solution to manage interference beyond 30 nm. It is 
estimated for MLC 2 bit/cell that the FG-FG capacitance has to be less than 20% 

. of total FG capacitance, if assumed total interference is < 1 V in an adjacent cell 
A.Vt= 4 V. 

5.3.2 Direct Coupling with Channel 

Based on the conventional theory of floating-gate capacitive coupling interference, 
the Vth shift in they-direction (A Vy) of a 63-nm technology node is more severe than 
that in the x-direction (A Vx), as shown in Fig. 5.16 [50], since the floating gates face 
each other directly in the y-direction, while it is shielded by a recessed control gate 
in the x-direction. However, it was observed that AV x exceeds .A Vy at the node size 
of 50 nm, and it increases drastically as the technology node size reduces to 20 nm. 

In the sub-50-nm technology nodes, the distance between the channel edge of 
a cell transistor and the floating gate of a neighboring cell is very close that the 
floating-gate voltage of the neighboring cell directly influences the channel edge, 
changing the electric field distribution on the channel edge. Then, Vth shift is caused 
by the direct field effect of the floating-gate potential of the neighboring cell. Since 
about 70% of the cell current flows on the channel edge, the Vth of the cell transistor 
is dete1mined mostly on the condition of electric field crowding and the doping 
concentration of the channel edge [51]. Therefore, the memory cell suffers an intense 
V th shift, particularly in the x-direction, where the floating gate faces the whole 
surface of the channel edge. This means that the observed floating-gate capacitive 
coupling interference is including the channel edge coupling with a neighbor cell. 
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The interference in the x-direction (A Vx) can be expressed as follows [50]: 

AV X = AV X-Indirect + AV X-Direct 

= 2*(Cpox/CTot)*AVpox + a*CFGX-STI*AVFGX (5.4) 

where AV x is the total amount of the floating-gate capacitive coupling interference 
effect caused by A VFGX• and A VFGX is the Vth change of the adjacent cell transistor in 
the x-direction. AVx is decomposed into two terms caused by indirect and direct field 
effects. The indirect field effect or parasitic capacitance-coupling effect produces 
a Vth shift (AVx-Indirect) with the ratio of CpoxlCTot• where Cpox is the FG-FG 
capacitance between two neighboring cell transistors in the x-direction and CTot is the 
total amount of capacitance of PG. This means that the indirect Vt shift of A Vx-Indirect 

is conventional floating-gate capacitive coupling interference. The direct field effect 
causes a Vth shift with the amount of a*CFGX-STI*AVFGX• where Cpox-STI is the 
capacitance between the floating gate of a neighboring cell transistor and the channel 
edge. a is constant, defining the influence of direct field effect, representing the 
doping profile and tunnel-oxide thickness on the channel edge. In the sub-100-nm 
technology nodes, CFGX-STI has been negligibly small due to a long distance between 
the floating gate of a neighboring cell and the channel edge. However, as the cell size 
reduces to below 50 nm, CFGX-STI increases in a large amount and builds up a large 
electric field on the channel edge. Therefore, combined with boron segregation on 
the channel edge, a large Cpox-STI causes an intense Vth shift on the channel edge, 
leading that AVx-Direct exceeds AVx-Indirect in the sub-50-nm technology nodes. 

This effect was confirmed with 3D TCAD simulations [50]. The simulated cell 
had a 45-nm design rule with a gate pitch and an active pitch of 90 nm, as shown in 
Fig. 5.18. The potential distribution of the tunnel oxide and field oxide of a selected 

FIGURE 5.18 Simulation results depicting the potential distribution of the tunnel/field oxide 
of a selected cell transistor FGO and its change with the floating-gate potential of a neighboring 
cell transistor FG 1. The figure on the right side shows a representative electrostatic potential 
distribution in the case of Vp01 = -1 V. 
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cell transistor FGO and its change with the floating-gate potential of a neighboring 
cell transistor FGl are shown in Fig. 5.18 [50]. On the change of Vp01 from -2 to 
2 V, it was observed that the potential on the channel edge increases from 1.65 to 
1.71 V, while the potential on the channel center is kept constant on 1.43 V, showing 
the influence of the neighboring cell transistor potential on the channel edge. Vt is 
also simulated to be 0.62 V at Vp01 = 2 V, and it increases to 0.82 Vin the case 
where V.p01 = -2 V. While the potential on the channel edge changed small from 
1.65 to 1.71 V, the cell transistor VTH is shifted largely from 0.62 to 0.82 V. This 
is because severe boron segregation occurs on the channel edge. Practically, the Vth 

shift will be twofold when considering the capacitance-coupling ratio as 0.5. This 
result indicates that the direct field effect of the adjacent cell transistor changes the 
cell Vth intrinsically, and it is larger than the effect of the FG-FG capacitive coupling. 

Experimental data of cell-to-cell interference in a 45-nm cell are shown in Fig. 5 .19 
[50]. As the field oxide recess decreases, the direct field effect of the neighboring cell 
on the channel edge increases so that the Vth shift becomes larger. There are three lines 
in Fig. 5.19, namely, the V1h shift of conventional floating-gate capacitive coupling 
interference (.Ll Vx-Indirect), Vth shift of direct field effect (.Ll Vx-Direct), and V1h 

shift measured in experiments (.Ll Vx). Both (.Ll Vx-Indirect) and (.Ll Vx-Direct) are 
calculated and classified by a 3D device simulator. While (.Ll Vx-Indirect) varies a 
little with the field oxide recess and shows 0.28 Vat -25 nm of field oxide recess, 
it is seen that (.Ll Vx-Direct) increases drastically and reaches 0.67 Vat -25 nm of 
field oxide recess. Moreover, the summation of two terms generates 0.95 V with an 
enor of 0.08 V when compared with the experimental result, .Ll V x of 0.87 V. This 
experimental result demonstrates the strong influence of the direct field effect on 
floating-gate capacitive coupling interference in the x-direction. Therefore, in order 

-~ 
!!: 
.c 
en 

.l: 

> 

1 
0.9 
0.8 
0.7 
0.6 
0.5 
0.4 
0.3 
0.2 
0.1 

0 

I 

.A Vx-lndirect 

1---~.....+------+- 8 Vx-Direct 

Iii Vx 

-30 -20 -10 0 
Field Recess (nm) 

(a) {b) 

FIGURE 5.19 (a) V1h shift dependence on field recess. Four field recess conditions are 
prepared with field oxide recesses of -25, -10, 0, and +5 nm and the effect of cell-to-cell 
interference is measured by changing the neighboring cell transistor Vth from -5 to 5 V. (b) A 
representative cross-sectional SEM photograph of a NAND flash ceJl transistor with a 45-nm 
node size. 
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to reduce this effect in a NAND flash cell below a 50-nm cell, it is necessary to 
maximize the field oxide recess because keeping its balance to avoid the abnormal 
negative Vt shift effect in a large (deep) field recess [52], as described in Section 6.7. 

5.3.3 Coupling with Source/Drain 

A new cell-to-cell interference phenomenon of floating-gate induced barrier enhance­
ment (FIBE) had been reported [53] in scaled cells below the 40-nm design rule. 
Unlike conventional capacitive coupling between floating gates, the threshold volt­
age (Vth) shift of the interfered cell becomes significantly large beyond some Vth of 
the interfering cell. This is due to modulation of the conduction band at the source 
and drain regions by capacitive coupling between source/drain and the floating gate 
of the interfering cell. The model was confirmed by experiment and simulation. In 
order to reduce the FIBE effect, the higher doping for SID junction and the higher 
Vread scheme in neighbor WL could be effective. 

Figure 5.20 shows the cell-to-cell interference between WLs Cy-direction) [53]. 
The Vth of an interfered cell increases abnormally in region B (higher Interfering cell 
vth), while the vth of an interfered cell has a linear dependency on the lower vth of 
the interfering cell at region A, which shows the conventional :floating-gate capacitive 
coupling. This abnormal Vt increase at region Bis observed only in higher Vt of an 
interfering cell for scaled dimension of NAND flash memory cell beyond 40 nm. 

A new model of floating-gate induced barrier enhancement (FIBE) was proposed 
[53] for this phenomenon. The programming of an interfering cell causes the higher 
potential of the channel conduction band of an interfered cell at the drain-side region 
due to direct capacitive coupling between the source/drain region and the floating gate 
of an interfering cell, resulting in the increase of the cell Vth, as shown in Fig. 5 .21 a. 

1.5 

1 
I 

0.5 I-
i 

0 
I 
r~ 

l 
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FIGURE 5.20 The Vth shift of interfered cell dependence on the interfering cell V1h. The 
initial Vth of an interfered cell is set to -3 V and interfering cell is 0.6 V. Linearity of region 
A can be explained by the conventional parasitic capacitors coupling. 
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FIGURE 5.21 (a) Simplified image of parasitic coupling capacitances in the WL direction 
of a NAND flash cell. The source/drain junction is coupled with a floating gate of an interfering 
cell. (b) Conduction band profile beneath tunnel oxide. The word-line interference (y-direction 
interference) consists of two factors of the conventional floating-gate capacitive coupling and 
the FIBE (floating-gate induced barrier enhancement). 

Figure 5.21b shows the simulated conduction band contour of the interfered cell 
in the case of a pre-programming interfering cell, with parasitic capacitance and 
with parasitic capacitance + FIBE effect. The FG potential change of the interfered 
cell with conventional floating-gate capacitive coupling appears to increase only the 
conduction band at the channel center as shown in Fig. 5.2lb. However, the FG 
potential change of the interfering cell enhances the conduction band of the drain 
region and affect the channel conduction band of an interfered cell as shown in 
Fig. 5.2lb. 

The FIBE appears at a relatively high Vth region of the interfering cell where 
the drain region conduction band was enhanced sufficiently. Figure 5.22 shows 
the measured ld-Vg curve influenced by the floating-gate coupling and FIBE in 
27-nm node NAND flash cell [53]. If only the conventional floating-gate capacitance 
coupling interference is considered, we can see just mid-gap voltage shift in Line 2 
from the original Line 1 without the slope change of the ld-Vg curve in Fig. 5.22. 
However, in Line 3, the saturation region of ld-Vg curve is distorted, and this distor­
tion is extended even to the linear region of ld-Vg curve when the interfering cell is 
programed highly to 5 .5 V. This phenomenon makes V1 abnormally higher, as shown 
in Fig. 5.20. 

5.3.4 Air Gap and Low-k Material 

It had been introduced that the floating-gate capacitive coupling interference improved 
by using a low-k dielectric of gate spacer, such as low-k oxide and air gap [47,48,54, 
55]. 

One example of a process flow to form an air gap between gates [ 47] is shown 
in Fig. 5.23A. After gate patterning, buffer oxide/nitride is deposited (Fig. 5.23A, 
part b), and then oxide is deposited to fill gate space (Fig. 5.23A, part c). After that, 
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FIGURE 5.22 BL current versus WL voltage of an interfered cell. The Vth of an initial 
interfered cell is set to be -4 V, and the Vth of an interfering cell is set to 0.6 V. After the 
interfering cell is programmed up to 5.0 V, the BL current is parallel shifted up (Line 2). And 
after the interfering cell is programmed up to 5.5 V CVread: 7 V), BL current is distorted (Line 3) 
by the FIBE effect. 

(g) (h) 

(A) (B) 

FIGURE 5.23 (A) The process flow of the air gap: (a) The gate patterning and the barrier 
silicon dioxide deposition (150 A), (b) the barrier SiN deposition (200 A), (c) thick-oxide 
deposition (1000 A), (d) thick oxide is removed by dry etch, (e) SiN deposition (150 A), (f) 
The wing is formed, (g) The thick oxide inside gate to gate space is removed by wet etch. 
(h) The air gap is formed. (B) The SEM image of air gap in a 90-nm cell (gate length= gate 
space= floating gate height= channel width = 90 nm, tunnel oxide thickness = 6.5 nm, ONO 
thickness = 16 nm). 
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the oxide over the gate poly is removed by dry etching (Fig. 5.23A, part d). Then, 
to form the gate wing inside gate-to-gate space, the SiN is deposited and etched 
(Fig. 5.23A, pai1 f). After the oxide inside the spacer wings are removed by wet 
etching (Fig. 5.23A, part g), air gaps inside gate-to-gate space are formed by oxide 
deposition (Fig. 5.23A, part h). In Fig. 5.23B, the air gap can be clearly observed 
from SEM image of the fabricated device. 

Figure 5.24a-c shows the cell Vth distribution ofWL30 and WL31in90-nm cells 
with gate-space materials of SiN, oxide, and air gap, respectively [47]. The cell Vth 

on WL30/even bit line are shifted by programming the adjacent cells in the same 
word line (WL30)/odd bit line and WL31/even bit-line cell. As a cell is programmed 
from vth = -3 v to vth = 1.5 v, the threshold voltage changes for gate space material 
of SiN, oxide, and air gap are 0.16 V, 0.07 V, and 0.02 V, respectively. The Vth 

shift nearly corresponds to those of the dielectric constant (SiN:oxide:air = 8:4: 1). 
The reduced Vth shift with air gap is due to its lower parasitic capacitance between 
floating gates. Figure 5 .24d compares the cell Vth distribution of a 1 Gbit cell by a 
single pulse program. The cell Vth distribution is improved with air gap due to the 
improved floating-gate capacitive coupling interference. 
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FIGURE 5.24 Threshold voltage shift by floating-gate interference was measured on WL30. 
(a) SiN spacer, (b) oxide, (c) air gap, and (d) the cell Vth distribution shifted by floating-gate 
interference. 
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FIGURE 5.25 The cross-sectional TEM micrograph of (a) word-line air gap and (b) STI 
air gap in a mid- IX-nm SA-STI NAND flash cell. Air gap is key technology to improve a 
floating-gate capacitive coupling interference, a WL high-field problem, and a program disturb. 
WL air gap and STI air gap are applied to the product from 25-nm generation and 20-nm STI 
half-pitch, respectively. 

Figure 5.25 shows the cross-sectional TEM micrograph of word-line (WL) air-gap 
and STI air-gap structure in the middle lX-nm cell [49]. The WL and STI air gap 
were successfully fabricated. The WL air gap was started to be used from 25-nm 
generation product to reduce floating-gate capacitive coupling interference [34]. And 
WL air gap could also improve WL high-field problem [10, 11], as described in 
Section 5.7. 

The STI air gap was started to be used from 20-nm bit-line half-pitch in the 
middle lX-nm cell, as shown in Fig. 5.25 [49] and Fig. 5.26 [49]. STI air gap is very 
effective to improve not only floating-gate capacitive coupling interference but also 
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FIGURE 5.26 (a) A simulation result shows that the BL-BL interference value in a low-10-
nm cell could be similar to that of a middle-10-nrn cell (middle IX-nm cell) by using STI air 
gap. (b) BL-BL interference of middle IX-nm and 2y-nrn design rule. EFH is "effective field 
height" of STI buried oxide (see FH in Fig. 6.72). 
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program disturb, which is related on channel-channel coupling [31,49,56] described 
in Section 6.5.3. 

These air-gap technologies are the key to implement small cell size below 20-nm 
design rule, because of improvement of floating-gate capacitive coupling inte1ference 
[35], WL high-field problem [10], and program disturb [49]. 

5.4 PROGRAM ELECTRON INJECTION SPREAD 

5.4.1 Theory of Program Electron Injection Spread 

By scaling memory cell size, the number of stored electrons in floating gate is reduced, 
as shown in Fig. 5.27 [19, 57]. In lX-nm memory cell, number of stored electron 
reaches close to 100, which is corresponding to 3-V Vt shift. It means that only 10 
electrons are injected to floating gate in one programming pulse which has 300-m V 
step-up between each pulse. A small number of 10 electrons should make a large 
statistical variation on number of injected electrons to floating gate, resulting in wider 
Vt distribution width of program states. 

It had been reported that the programmed Vr distribution width became wider 
by statistical electron injection spread during program pulse [13-15]. The electron 
injection process is ruled by the Poisson statistics when small number of electrons is 
injected during program pulse. This can be explained by the reduction of the tunnel­
oxide field that follows the electrons injection to floating gate and then reduced the 
electron injection rate. The results are explained by means of a Monte Carlo model, 
which is able to correctly describe the main physics behind the program operation. 
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FIGURE 5.27 Number of stored electrons in FG, as a function of the flash memory technol­
ogy node according to the ITRS 2003 edition. The number of electrons is decreased as scaling 
memory cell size. 
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FIGURE 5.28 Example for a control-gate voltage waveform used to program a NAND cell 
and resulting Vt transient on a 60-nm device. Note that only positive V1 values can be sensed 
in a conventional NAND cell array. 

The distribution is shown to broaden as a consequence of the injection statistical 
spread, leading some cells to displace from the verify level more than Vstep· The 
injection statistical spread is considered to be larger as scaling the NAND memory 
cell due to reduced number of electrons in one program pulse. 

An experiment of the A V1 spread had been studied by using the ramped program­
ming (ISPP: incremental step pulse programming [36,37,58]), as shown in Fig. 5.28 
[13, 14]. b. V1 was defined as the Vt shift obtained after ns programming pulse steps. 
For example, Fig. 5 .29a shows A Vt = Vt,29+ns - Vt,29 transients, obtained using Vt at 
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FIGURE 5.29 (a) Example of AV1 transients (assuming Vt at step 29 of the staircase as 
reference) measured on the same 60-nm technology NAND cell. (b) A Vt evaluated using many 
programming ramps on the same cell or a single programming ramp on a large number of 
cells, for Vstep = 312 mV and ns = 1. 
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FIGURE 5.30 Experimental D,. V1 distributions for Vstep = 312 m V and increasing ns, showing 
the increase of a 11.v

1 
that follows the larger average Ll. V1 value. 

the 29th step of the control-gate ramp as a reference, on the same NAND memory 
cells in 60-nm technology. The statistical character of A Vt is clearly appeared. And 
the cumulative distribution of A Vt is shown in Fig. 5.29b for ns = 1 (i.e., Vt 30 -, 
Vt,29 ), using nearly 100 Vt transients on the same cell. These results of single cell 
are compared with the A Vt distribution obtained from a Vt programming transient 
on a page (16 kb) of the NAND memory cell array. It can be seen that there is very 
good agreement between the two distributions, confirming that we are observing the 
same statistical distribution on single- and many-cell results. Also, it can be seen that 
the distdbutions clearly show a Gaussian behavior, with a spread nearly equal to the 
standard deviation (J' Av = 41 m V. 

t 

Figure 5.30 [14] shows the A Vt distribution from many cell statistics in the case of 
Vstep = 312 m V. The distribution spread of A Vt is clearly increased with increasing 
staircase pulse, along with increasing the average of A Vt. The injection spread is 
strictly related to the A Vt statistics, based on the following relation: 

(J'AV = _!!_ r;;. 
t C yu;, 

pp 

where q is the electron charge, n is the number of injected electrons, and CPP is 
inter-poly capacitance. By assuming that n is ruled by Poisson statistics, its variance 
(J'n 2 is equal to its average value n, and the previous equation becomes 

(5.5) 

A square-root dependence of (J' AV on A Vt is expected from (5.5). However, the 
I 

further consideration derives from the hypothesis of Poissonian injection. In fact, 
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when an electron is injected to the floating gate, the floating-gate potential energy 
rises. This reduces the tunnel-oxide field and the electron injection rate, thus causing 
a sub-Poissonian electron injection process. 

In order to involve the effect of the tunnel-oxide field feedback, Monte Carlo 
simulations of the electron injection process had been performed. For each floating­
gate potential, the average electron injection rate can be calculated as JA/q, where 
A is the cell area and J is the tunneling current density through the tunnel oxide. 
To obtain a reasonable accuracy, the tunneling current-floating-gate voltage (J-Vp0 ) 

characteristics were experimentally extracted from constant control-gate voltage pro­
gramming transients [13]. The average injection rate was used to extract the time 
of the next electron injection event from the substrate. Simulations are performed 
with considering the control-gate steps (increasing the floating-gate potential and the 
average injection rate) and the electron injection events (decreasing the tunnel-oxide 
field and the average injection rate), causing a nonstationary Poisson process. The 
cr fl v is then extracted from the simulation of many Vt transients. 

I 

Figure 5 .31 shows the experimental and calculated a fl v as a function of A Vt, 
I 

extracted in the stationary part of the programming transient for different Vstep• 

ns, and step durations. As the A Vt spread depends only on the electron injection 
process, cr fl v depends only on A Vt and does not depend on the duration of the steps 

I 

of the control-gate staircase or the number of steps used to reach the A Vt value 
[13, 14]. For low A. Vt, both experiments and Monte Carlo calculations well match 
the values predicted assuming a Poisson statistics for the electron injection process. 
This is because the feedback to the tunnel-oxide field is negligibly small when the 
number of injected electrons is small. However, when A Vt is increased, a saturating 
behavior clearly appears both from experiments and from Monte Carlo simulation. 

- - Cale. using (5.5) 
- MC simulations 
o Experimental 

60-nm technology 

FIGURE 5.31 Experimental and calculated a 1:;. v
1 

as a function of the average A Vt in 60-nm 
NAND flash cell technology. 
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FIGURE 5.32 (a) Calculated 1-cumulative probability for V1 - Vpv assuming constant­
current NAND programming with different Vstep values in the 60-nrn NAND flash technology. 
(b) Vt evolution for increasing step numbers with and without considering the injection spread. 
In the presence of a verify level, the worst situation is obtained when, at step i, cell Vt is slightly 
lower than VPV' thus requiring an additional program step. This shifts cell v, to vpv + vstep 

when the injection spread is not considered, but to larger values when the injection spread is 
included. 

This reveals the sub-Poissonian nature of the electron injection process, determined by 
the tunnel-oxide field feedback following each electron injection event. The starting 
point separation between the a Av curve from the Poissonian spread and its saturation 

' are dependent on the shape of the J-Vpo characteristics, whose slope around the 
programming condition determines the field variation. 

Figure 5.32a shows the effect of the injection spread on the V1 distribution by using 
bit-by-bit program verify operation [43] with program-verify voltage of Vpv· Results 
had been calculated in the case of three staircase steps, 200, 300, and 400 m V on a 
60-nm NAND flash cell. If the injection spread is neglected, the ISPP programming 
algorithm should make all V/ s to fit between Vpv and Vpv + Vstep in principle [59] (see 
Section 2.2.3). Cells which have slightly lower than VPV' are required to be subjected 
an additional program pulse to be higher than the verify level. This additional program 
pulse shifts V1 by Vstep' projecting the cell to Vpv + Vstep• as shown in Fig. 5.32b. 
However, when the injection spread is included, Vt values larger than Vpv + Vstep are 
caused. An example of this situation (shown in Fig. 5.32b) is due to the possibility 
to have single-step ..::l. Vt values larger than Vstep• thus causing a cell to move further 
away from the verify level. 

As a scaling of the NAND cell, inter-poly capacitance CPP is decreased (namely 
number of stored electrons are decreased), then a AV is increased. This trend is clearly 

I 

shown in Fig. 5.33a, where a AV is shown for different NAND cell technologies of 
t 

90-nm, 70-nm and 60-nm nodes. As the tunnel-oxide conduction characteristics are 
kept the same with technology scaling, the same saturating behavior is observed for 
all the curves. The spread corresponding to ..::l. Vt equal to 200, 300, and 400 m V is 
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FIGURE 5.33 (a) Experimental and calculated o-Av
1 

as a function of the average D. V1 value 
for different technology nodes from 90 to 60 nm. (b) a AVr for different D. V1 values in the 
Poissonian region of the electron injection process as a function of the NAND technology 
nodes. Continuous curves and symbols refer to the available technologies; dashed curves are 
calculated projections assuming that CPP scales with cell area. As number of stored electron 
in FG is decreased (CPP decrease) as memory cell scaling, program V1 width is larger (worse) 
due to program variation. 

shown in Fig. 5.33b for the available technologies, drawing also possible scaling 
projections. The <7 b. v is drastically increased with scaling technology node. This 

I 

result shows that electron injection spread would present a serious problem to make 
a tight Vt distribution width in multilevel cell for the scaled NAND flash memory. In 
order to keep the Vt distribution width as close as possible to the verify level without 
using very small Vstep amplitudes, the scaling of CPP should be carefully considered. 

5.4.2 Effect of Lower Doping in FG 

The electron injection spread is enhanced by lower doping concentration in floating 
gate (FG) [38]. Larger A Vt distribution has been observed in a cell which has a low 
floating-gate doping concentration in a40-nm design rule cell, as shown in Fig. 5.34a, 
where A Vt means the Vt shift fromj to j + 1 step-up programming pulses [A Vt= Vt 
(j + 1) - Vt(j)]. The A Vt distribution of the low FG doping shows a wider spread 
than that of the high doping, and tail bits are observed at the higher A Vt in the case 
of the low FG doping. 

The reason why A Vt distribution in low doping is larger can be explained by 
the dynamics of forming an inversion layer in FG and electron-hole generation by 
FN (Fowler-Nordheim) tunneling electron injection, as follows. The details of the 
time dependence of the FG potential are considered in each programming step. At 
the beginning of the Nth programming pulse duration, the tunnel-oxide interface in 
the FG is deeply depleted due to the large electric field in the tunnel oxide. And a 
large band bending is caused at the tunnel-oxide interface in the FG, as schemati­
cally shown in Fig. 5.35a. The tunneling electrons become energetic at FG, and they 
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FIGURE 5.34 (a) Measurement results of bit-by-bit V, transient (.6. V,) distribution from i 
to i + 1 staircase programming pulses. AV1 distribution sampling points are accumulated by 
adding the data of i = 12-17. Vstep is 400 m V. The NAND cell array with low FG phosphorus 
doping shows wider .6. V, distribution than that with high doping. (b) Calculated .6. V, distribution 
considering the effect of FN tunneling statistics in both cases with low and high FG phosphorus 
doping. 

e e 

FG 

CG CG 

(a) (b) 

FIGURE 5.35 Schematic 1-D band diagram for the NAND cell during programming. (a) 
Band diagram at the initial stage of programming and the process of FN tunneling currents 
that generate e-h pairs. Generated holes move to the tunnel-oxide interface, and generated 
electrons move to the interface of ONO. (b) Band diagram after the passage of programming 
time. The inversion layer of holes has formed and degenerated the deep-depletion region (band 
bending height becomes smaller, as compared with that ofinitial case). 
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generate the electron-hole pairs (e-h pairs). These generated holes are gathered at 
the tunnel-oxide interface. Therefore, as the programming time (programming pulse 
width) has become longer, the gathered holes create the inversion layer and reduce 
the depletion width in the PG, which results in the reduction of the band bending 
voltage Vbend. Generally, in the case oflonger programming time, the injected charges 
to the PG reduce the tunnel-oxide electric field. However, the Vbend reduction makes 
the tunnel-oxide field reduction slower. This Vbend reduction is schematically shown 
in Fig. 5.35b. Thus, the electric-field enhancement on the tunnel oxide increases the 
FN tunneling current at the latter period of the Nth programming pulse duration. 
Before applying the next (N + l)th programming pulse, a verify read sequence is 
inserted in actual operation of NAND flash programming operation. Then, the gener­
ated holes during programming pulse diffuse into the entire PG area and will almost 
recombine with electrons during the relatively long verify read period. Therefore, the 
deep depletion in the PG repeatedly occurs at the beginning of the next (N + 1 )th 
programming pulse duration. This electric-field enhancement effect through the tun­
nel oxide is exaggerated to appear in the case of lower phosphorus doping in the PG 
because of the larger Vbend at the beginning of each programming pulse. The wider 
fl Vt distribution in the lower doping PG can be analyzed by this effect. 

This phenomenon was simulated based on this model of combining the effect of 
the band bending reduction due to the holes stored in the PG and the FN tunneling 
statistics [13,59]. Monte Carlo simulation was carried out where each program pulse 
was divided into many small segments, and the calculation was carried out by each 
segment. The simulated fl Vt distributions with high and low PG phosphorus doping 
are shown in Fig. 5.34b. It is clear that the fl Vt distribution with the low PG doping 
shows a wider spread in comparison with the case of the high doping, due to the 
tunnel-oxide electric-field enhancement effect. 

Figure 5.36 shows the phosphorus doping dependence of O"(fl Vt), where Vstep is 
fixed at 400 m V [38]. The fl V1 distribution significantly spreads in lower phosphorus 
doping in the PG. This fl Vt distribution widening mainly comes from the existence 
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FIGURE 5.36 Calculated a(A V1) as a function of FG phosphorus doping. Vstep is fixed to 
400 mV. 
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FIGURE 5.37 Calculated O'(A V1) as a function of technology nodes. O'(A V
1
) values with low 

and high FG phosphorus doping are compared, where Vstep is fixed at 400 m V. 

of the tail bits at the high A Vt side, as shown in Fig. 5.34b. Conversely, the amount 
of tail bits at the high A Vt side can be reduced as the FG doping increases. It means 
that, when the FG doping is higher, the () plot of the A Vt distribution shows clearer 
linearity. This result provides a new guideline for the design of NAND cell process. 

Generally, the (j(A Vt) is increased as scaling down of the NAND cell, because of 
the reduction of Cpp· Also, the tunnel-oxide electric-field enhancement effect at the 
lower FG impurity doping accelerates the increase in (j(AVt) as the cell size scaling, 
as shown in Fig. 5 .37, where the effect of FN tunneling statistics is considered. The 
increase in (j(A Vi) introduces a new reliability constraint to the design of read window 
margin (RWM) of the future NAND technologies. The upper limit of the impurity 
doping would come from the tunnel-oxide reliability degradation. Conversely, the 
lower limit would come from this A Vt distribution spread. 

5.5 RANDOM TELEGRAPH SIGNAL NOISE (RTN) 

5.5.1 RTN in Flash Memory Cells 

Random telegraph noise (RTN) in a MOSFET is the drain current or threshold voltage 
fluctuation caused by electron capture and emission events at a charge trap site near 
the gate-oxide interface, as shown in Fig. 5.38 [69]. The amplitude of the threshold 
voltage fluctuation by each trap site (A Vtu·ap) in a flash memory cell is approximately 
[60-62] 

(5.6) 

where q is the elementary charge, Leff and Weff are the effective channel length and 
width respectively, y is coupling ratio between the control and floating gates, and C0x 
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<--~~~~~~~~~~~~•Vg 

FIGURE 5.38 Threshold voltage fluctuation due to random telegraph noise (RTN) in a 
MOSFET is caused by electron capture and emission events at an oxide electron trap site. 

is the gate capacitance. The amplitude of RTN is generally larger in a floating-gate 
flash memory cell than in a CMOS logic device, because of the very small C0 x, due 
to the relatively thick tunnel oxide (rv 10 nm thick). Also, in NAND flash memory, 
memory cell size has been intensively scaled down; thus dimensions of L and W, 
especially W, are much smaller than conventional CMOS logic device. Moreover, 
the amplitude of RTN can be larger than expected from Eq. (5.6) due to current-path 
percolation mechanism [63]. Therefore, RTN is a potential source of read failure in 
scaled NAND flash memory. 

It had been reported for the first time that the threshold voltage (Vth) fluctuation 
due to random telegraph signal noise (RTN) had been observed in flash memory [16]. 
Figure 5.39 shows an example of RTN measured in 90-nm cell. Drain current shows 
a switching behavior as same as RTN in logic CMOS transistor. 
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1.0x10-7 
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~ 0.9 x 10-7 

Low Vth state 

0.8 x 10-7 0 
0.4 0.8 1.2 
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FIGURE 5.39 An example of time-series change in drain current in 90-nm-node flash 
memory. 
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FIGURE 5.40 (a) Monte Carlo simulation results of programmed V1h distribution using 
bit-by-bit verify scheme. (b) Measured V1h distribution of Level 2 enlarged. 

The influence of RTN for the multilevel flash memory was investigated by Monte 
Carlo simulation [16]. In multilevel flash memory, it is necessary to control the 
Vth precisely and make a tight Vth distribution. For such requirements, a bit-by-bit 
program/verify technique has been used [43] (Section 4.2.3). In this technique, the 
programming bias is applied only to the memory cells judged to "fail" in the verify 
operation. In addition, to keep Vth shifts by one programming pulse constant, the 
ISPP (incremental step pulse program) scheme (Section 4.2.2) is used. Figure 5.40a 
shows the simulated results of Vth distribution that is programmed by using bit-by-bit 
program/verify technique and ISPP scheme. In the simulated distribution with the 
RTN model, the tail bits appear in upper and lower of the Vth distribution in contrast 
with the ideal distribution without the RTN model. Figure 5 .40b shows the measured 
Vth distribution. By comparison between Fig. 5.40a and 5.40b, we confirmed the 
existence of the tail bits generated by RTN in flash memory for the first time [16]. 

The properties of traps in the Si02 was investigated by means of a statistical 
analysis of random telegraph signal noise in flash memory arrays [65, 66]. A new 
physical model for the statistical superposition of the elementary Markov processes 
describing traps occupancy was developed. The comparison of modeling results with 
measured data is able to estimate the energy and space distribution of oxide defects, 
which are related to cell threshold voltage instability. 

The random telegraph signal process [67] is schematically described in Fig. 5.41a 
[65]. An oxide trap has a distance x1 from the substrate/Si02 interface and energy E1 

from the Si02 conduction band. An oxide trap can capture and emit single electrons 
from/to the substrate with average time constants r c and re• giving rise to the typical 
behavior for the drain current shown in Fig. 5 .41 band affecting Vt [ 67]. The properties 
of the trap responsible for the RTN can be experimentally extracted from the VG 
dependences of r c and re· Flash memory array was used to collect data, which 
could effectively evaluate a large number of devices. The RTN statistical distribution 
is then directly extracted from the Vt distribution, without any need to thoroughly 
characterize r c and re for any single trap. 
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FIGURE 5.41 (a) Conduction band profile for a MOS structure under positive gate bias (read 
operation on a flash memory cell) and trap capture/emission processes. (b) Drain current in a 
flash memory cell as a function of time for fixed control-gate bias. Two-state RTN fluctuations 
can be clearly seen, associated to the empty and filled trap states. 

A 512-Kbit NOR flash memory array in 65-nm technology was used to evaluate 
by sequentially reading the Vt for all the cells in the array up to 1000 times [66]. 
Figure 5.42a shows the measured Vt cumulative distribution at the first and the lOOth 
read access on the array. No significant change in the Vt distribution between the 
first and the 1 OOth read can be observed in the main distribution and in the tail. 
However, when A Vt between two read operations is evaluated for each cell, the Vt 
instability becomes clear, as shown in Fig. 5.42b, where the cumulative distribution 
(F) of A Vt between the first and the nth map. F is markedly different from the ideal 
step-like function centered in AVt = 0 that would be obtained for a stable Vt. And 
the cumulative distribution (F) also presents nearly exponential tails in its lower and 
upper parts. Moreover, these tails drift with time moving upward in the distribution. 
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FIGURE 5.42 (a) Vt cumulative distribution at the first and the lOOth read access to the 
array. (b) Experimental results for the cumulative probability F (and 1 - F) of Li Vt= V1(n) -
V1 (1), for read number n = 2, 100, 500. Cell Vt may shift randomly as l/F noise. 
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FIGURE 5.43 Cumulative probability distribution of Li V, calculated according to the model 
for different values of (left) N, and (right) A. 

Figure 5.43 shows the cumulative distribution of A Vt, which is calculated by the 
model [66], as a function of the RTN-trap density Nt and the decay constant l. Note 
that the model well reproduces the exponential behavior of the experimental A Vt 
distribution shown in Fig. 5.42b, with the tail amplitude determined by Nt and the 
tail slope related to A. An increase in trap density Nt causes only an increase of the 
distribution tails, while the decay constant ,1, causes the "slope" of the exponential 
tails [68]. 

The model can be used for analysis of the traps location and energy in the oxide 
involved in the RTN Vt instability, as shown in Fig. 5.44. The increase in the elapsing 
time between the two read operations results in the activation of more traps, having 
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FIGURE 5.44 Tunnel-oxide region where traps that are active in the RTN V, instability are 
located for read numbers 2 and 1000. An enlargement of the region inside the tunnel oxide 
appears for the increasing read number, corresponding to the activation of new traps in the 
RTN process. t0x is the tunnel oxide thickness. 
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longer capture and emission time constants. This effect increases the randomness of 
cells Vt, thus increasing the width of the A Vt distribution. In Fig. 5 .44, the RTN active 
traps are shown in the second and the 1 OOOth read access, displaying an enlargement 
of the involved oxide region toward larger depths inside the tunnel oxide. 

5.5.2 Scaling Trend of RTN 

There are several reports that describe the scaling trend of RTN in flash memory cells 
[16, 39, 69, 70]. The dependences on gate length (L) and channel width (W) do not 
follow the same trend in these reports. 

The RTN in flash memory becomes large as the device size is scaled down. 
Figure 5.45 shows the threshold voltage shifts estimated in each process node [16]. 
It was estimated that, if sense budget in multilevel flash memory is limited to about 
1 V, total Vth shift exceeds the limitation of 1 Vin a 45-nm process node. 

Fukuda et al. [69] presented the statistical model of Vt fluctuation (A Vtcen) in 20 to 
90-nm design rule floating-gate NAND flash memory cells. It considers current-path 
percolation, which generates a large-amplitude-noise tail, caused by dopant-induced 
surface potential nonuniformity. 

The scaling cell size reduces the average number of trap sites in a memory cell 
and increases the noise contribution of each trap site, as shown in Fig. 5.46. It is 
interesting to note that smaller cells have larger 3-a A Vtcell but smaller mean A Vtcell 

than larger cells. This results in widening of .A Vtcell distribution with cell size scaling, 
as shown in Fig. 5.47a. The 3-a A Vicell extracted from Fig. 5.47a increases by l.8x 
from 90 nm to 20-nm technology nodes as shown in Fig. 5.47b. This is a much 
smaller increase than od!LW suggests (> lOX) and cx:(LW)-112 suggests (>3x). In 
other words, the prospect of scaling is less pessimistic than od!LW and cx:(LW)- 112 . 

It would indicate A Vtcell cx: (LW)-0·24 , which is a much slower scaling trend than the 
commonly accepted 1/LeffWeff trend, as shown Eq. (5.6). 

Ghetti et al. (39, 70] had also shown the scaling trend of NAND and NOR floating­
gate cells. The scaling trend of RTN instabilities was investigated by using the Monte 
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FIGURE 5.45 Estimation of threshold voltage shift as a function of process node. 
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FIGURE 5.46 16-Mbit memory cell (1 Kbit x 100 page) Monte Carlo simulation results for 
90 nm and 20-nm technology nodes. ND = 7E + 17 /cm3 and N1rap = 2E + 1 O/cm2 are assumed. 

Carlo procedme with varying L, W, tox• and Na, assuming discrete dopant atoms 
randomly placed according to a uniform distribution. The calculated slope of the 
RTN tails was divided by the control-gate to floating-gate capacitive coupling ratio 
ac, to determine the real ..1 value of the flash cell. 

Figure 5.48a shows the scaling trend for slope ..1 (see Fig. 5.43; unit is mV/dec) 
assuming W = L: a power-law (W = L)-1.5 can well describe the dependence of ..1 on 
cell dimensions. This dependence is lower than the (W = L)-2 (i.e., l!WL) expected 

from pure lD electrostatics, but stronger than the 11VW£ dependence proposed in 
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FIGURE 5.47 Random telegraph signal noise (RTN). dV1 is a linear with (Lerr* Weff)-0·24 . (a) 
Typical noise distributions of six technology nodes. Each trace represents the noise distribution 
of one 16-Kbit page.ND = 7E + 17 /cm3 and Ntrap = 2E + 1 O/cm2 are assumed for all technology 
nodes. (b) Scaling trends of AV11rap of Eq. (5.6), (J', and 3(J' of AVrcen· Nv = 7E ± 17/cm3 and 
N1sap = 2E + 10/cm2 are assumed for all technology nodes. 
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O Simulations 
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FIGURE 5.48 (a) Scaling trend for A. assuming W = L. (b) A. dependence on L with Was a 
parameter. ( c) A. dependence on W with L as a parameter. 

reference [69]. The separate dependences of A, on Wand L were also investigated, 
as shown in Fig. 5.48b,c. Results indicate that the (W = L)-1.5 power law can be 
decomposed in the form w-1 x L -o.5. This means that W has a stronger impact on A, 

due to the higher probability for a trap to effectively quench a percolation conduction 
path in nruTower channels. 

Figure 5.49a shows that the larger average substrate doping causes an increase 
of A, due to the possibility to cause larger dis-uniformities of number of dopants 
in the channel inversion layer. This enhances the percolation effect and the current 
crowding at the cell channel edges which are responsible for the slope of the RTN 
exponentials, resulting in a square-root dependence of A, on Na. 

Figure 5.49b shows that the scaling of the tunnel-oxide thickness f0 x reduces A. 
according to a slightly sublinear dependence fox o.9. This is attributed to a less uniform 
current conduction over the active area as the gate electrode is placed further away 
from the channel, increasing the current crowding at the cell channel edges and giving 

o Simulations 
_ /, °' N o.s 

a 
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18 -3 

Na [xlO cm ) 
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6 0 20 

o Simulations with STI 
II Simulations w/o STI 

- /,ocf 0.9 
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- - /,cc !ox 
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tox [A] 
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FIGURE 5.49 (a) A. dependence on Na for fixed cell geometry. (b) A. dependence on t0 x from 
3D simulations including STI isolations ( o) and for 2D-extruded structures neglecting cell 
active area edges (II). 
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a slightly weaker dependence with respect to the law of A, ex f
0
x. To confirm this result, 

Fig. 5.49b also shows simulation results obtained neglecting STI edges, that is, using 
2D structures extruded in the W direction; in this case, a pe1fectly linear dependence 
of A, on f0 x is observed. The exponent 0.9 is therefore strictly related to the STI corner 
geometry, and a more general dependence f0 x a with a slightly less than 1 can be 
adopted. 

In summary of references [70 and 39], RTN scaling. can be described by the 
following compact expression for A, that captures its dependence on all the main cell 
parameters: 

K f~x{ff: 
A.=----

aG WVL (5.7) 

This equation represents a powerful result to investigate the scaling trend of the 
RTN instabilities and to derive scaling guidelines to optimize the design of future 
technologies with respect to RTN. 

Figure 5.50 [39] shows a comparison between simulations for A, and the experi­
mental data for NAND and NOR technologies in different feature sizes. It can be seen 
that a good agreement is reached between experimental results and TCAD simulation 
value of A.. In addition, solid' lines show the dependence predicted by (5.7) for a con­
stant value of K, determined by fitting all the simulated cases in Figs. 5 .48 and 5 .49; 
and using the real values for cell parameters of NAND and NOR devices. A good 
agreement of (5.7) with the experimental trend of A, is achieved on both technologies 
ofNAND and NOR, demonstrating its validity to make RTN extrapolations on future 
technology nodes. 

In order to investigate the RTN phenomena in future scaled NAND flash memory 
cells, there are many reports regarding RTN, such as random discrete doping [71], 

o- -o NOR - exp. 
c- -c NANO - exp. 

II NANO - TCAD sim. 
- Cale. using (5.7) 

0 20 40 60 80 100 120 140 
Technology node [nm] 

FIGURE 5.50 Experimental and simulation results for A. for different technology nodes. 
Results calculated by means of Eq. ( 5. 7) are also shown and used for scaling projections. 
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non-equilibrium trap state [68], analytical investigation of the special and energetic 
position of trap [60], cycling impact on RTN [72], RTN impact on ISPP distribu­
tion [73], quick electron detrapping and random discrete dopants [74], tunnel-oxide 
nitridation effect [75], and inverse scaling phenomena due to the source/drain implan­
tation condition effect in a 25-nm cell [76]. These reports are results of relatively 
larger device dimension (>25-nm cell); a practical data below 20-nm dimension cell 
will be presented in the future to clarify RTN mechanism in extremely scaled device. 

5.6 CELL STRUCTURE CHALLENGE 

A structural challenge of the SA-STI cell is also investigated, based on assumption in 
Table 5.1 in Section 5.2.1. The critical structure of the SA-STI cell is "CG formation 
margin," which is fabrication margin of CG between FGs [17]. Figure 5.51 shows 
an estimation of CG fabrication margin in the FG slimming structure beyond 2X-nm 
generation. FG width and CG width are assumed to be equal in this estimation. From 

2X 2Y 1X 1Y 1Z OX 
Generations 

I 
2*BL Half-pitch ! 

Elll 1!>1 CG 

IPD 

FG 

nSTln 

-11r BL Half-pitch 

~ ChannelW 

-+- ONO thickness 

.,.._ FG width, CG 
width 

FIGURE 5.51 Estimated margin of CG fabrication between FGs. Very narrow CG and FG 
width of around 5 nm have to be controlled in lZ-nm generation. 
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this estimation, as scaling down of the SA-STI cell, FG width and CG width are 
decreased to less than 10-nm width in lX-nm cell. The FG and CG width have to 
be controlled around 5 nm in 1 Y-nm and IZ-nm generation, even ONO thickness is 
scaled down by the ratio of x0.95 for each generation. The depletion effects in FG 
[38] and CG during programming and erasing have to be also suppressed. Metal or 
silicide material [77] will be applicable to FG and CG in future NAND cell. 

In order to solve cell structure issues, so-called "Planar FG cell" has been proposed 
[28]. The planar FG cell has very thin FG thickness (""' 10 nm) with high-k inter-poly 
dielectric (IPD), as described in Section 3.5. 

5.7 HIGH-FIELD LIMITATION 

A program and erase voltage of NAND flash memory is high ("-'22 V) and cannot be 
drastically decreased because a high electric field ("' 10 MV/cm) in tunnel oxide is 
required for the Fowler-Nordheim tunneling mechanism during program and erase. 

It had been reported that the new program interference phenomenon [ 18] occurred 
due to the high electric field between the program word line (WL) and the adjacent 
WL. This new program interference is that the Vth.' s of the adjacent word lines are 
decreased during programming. This program interference became more severe as 
scaling memory cell, because this phenomenon is seriously aggravated as the gate 
space is decreased. 

Figure 5 .52 shows measurement conditions of new program interference phenom­
ena. When WL(n) is programmed to the high Vt state, the high program voltage 

SSL :Vee 

WL (n+1): Vpass 

WL (n): Vpgm 

WL (n-1) :Vpass 

CSL: OV 

BLO BL 1 BL2 BL3 

WL(n) 
Program Cell 

WL(n-1) 
Victim Cell 

FIGURE 5.52 The schematic diagram for the test module with 4 bit lines and the basic 
program condition for the self-boosting scheme. 
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FIGURE 5.53 The Vth reduction of the victim cells in WL(n - 1), with the program stress 
times for 40 cells. The program stress voltage is 26 V and the pass voltage is 4.5 V. 

(Vpgm) is applied to the control gate of WL(n) and the pass voltage (Vpass) is applied 
to other control gates for the program inhibit cells in the selected and unselected 
strings. Also normally, NAND flash memory is programmed from a lower word line 
which is closer to the CSL (common source line) to a higher word line which is closer 
to the BL (bit line). This new program interference phenomenon had been observed 
in the sub-30-nm memory cell under applying the relatively low pass voltage. 

Figure 5.53 shows the victim cell Vt under acceleration condition of WL(n) pro­
gram stress of Vpgm = 26 V and Vpass = 4.5 V. V th reductions are clearly observed 
as increasing stress time with large variations in the measured 40 cells. These new 
program interference phenomena are observed in cell anay as the under tail bits of 
the V th distribution when all word lines are programmed to high state in the mul­
tilevel cell operation, as shown in Fig. 5.54. The gate design rule of the cell array 
is sub-30 nm. The under tail bits of Fig. 5.54 is generated at the WL(n - 1) when 
the WL(n) is programmed. The final word line in the string without the upper word 
line does not have the under tail bits of the Vih distribution. As the pass voltage is 
increasing, the tail of Vth distribution is decreasing, as shown in Fig. 5.54. 
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1.0E+07 ..._ Vpnss= 8.5 
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1.0E+Ol ·· 

1.0E+OO 
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FIGURE 5.54 The distribution of program cell Vth after program of the cell array, where 
Vpass is 8.5 V, 9.0 V, and 9.5 V, respectively. 
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FIGURE 5.55 The simulation result of the electric field distribution under the program 
operation at t = 0, where the Vpgm is 24 V and the Vpass is 8.5 V. 

Figure 5.55 shows a simulation result of the electric field in WLs for a 30-nm 
memory cell. The simulation was performed in 3D structure with practical dimension 
reflecting doping on Si channel, poly-Si floating gates, and control gates. The target 
Vth's of the floating gates are adjusted fromld-Vg curve by controlling charges of the 
floating gates. The maximum electric field of 9.7 MV/cm is observed in between the 
top edge of the floating gate and the bottom edge of the control gate, in condition of 
Vpgm = 24 V and Vpass = 8.5 V. It is confirmed that the edge field is large enough to 
generate FN tunneling current between a control gate and a neighbor floating gate. 

Vth reductions had been evaluated in different gate design rules which are from 
sub-30 nm to sub-50 nm. Figure 5.56a shows the gate space dependence of this 
phenomenon. The space between the adjacent WL gates is very critical to this phe­
nomenon. Although the Vth reductions are measured at different program voltage 
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FIGURE 5.56 (a) The Vu1 reduction of WL(n - 1) for samples with different gate space 
after 0 .2 s of program stress; the pass voltage is 4.5 V. (b) The Vth reduction of WL(n - l) for 
samples with different gate space. The x-axis is the electric field between the control gate of 
WL(n) and the WL(n - 1). 
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FIGURE 5.57 Word line (WL) high-field problem. (1) Charge loss from neighbor FG to 
selected WL (CG), (2) leakage or breakdown between selected WL and neighbor WL, and (3) 
program disturb in neighbor cell. Charges (electron) has injected from substrate to FG. 

according to the gate design rule, all of the measured results are simply generalized 
with the electric field between the control gates. The normalized results with the 
electric field are shown in Fig. 5.56b, where the y-axis is the decrease of the victim 
cell Vth after program stress for 0.2 s. As shown in Fig. 5.55, the electric field of 
the WL edge is susceptible to the shape and profile. If the coupling ratio of the 
floating gate cell is similar, the electlic field between the control gates is a simple and 
proper parameter for representing this phenomenon. In Fig. 5 .56b, the Vth reduction in 
WL(n - 1) was observed above 6.0 MV/cm regardless of the gate design rules. This 
means that the Vth reduction of WL(n - 1) is the general phenomenon related to the 
electrical field between the floating gate and the adjacent control gate. 

In NAND flash memory cell, the most serious high-field problem is caused in 
between selected-word line (WL) and neighbor-WL during programming. In 2X-nm 
cell, the selected WL is in Vpgm (""'22 V) and the neighbor WL is in Vpass (7-10 V), 
as shown in Fig. 5.57. There are three problems: (1) charge (electron) loss; charges in 
FG of neighbor cell is discharged to selected WL [18], as shown in Figs. 5.52-5.56; 
(2) WL leakage or breakdown; high field between WLs (VPGM-VPASs-n + l/n - 1 
> 10 V) may cause leakage or breakdown; (3) program disturb; charge (electron) has 
injected from substrate to FG. In order to mitigate these problems, it will be important 
for future generation to optimize VrAss-n + l/n - 1. 

Figure 5.58 shows the estimated electric field as a function of Vpgm· Criteria of 
maximum electric field between WLs, which is determined by ( 1) charge loss between 
FG and selected WL [18], can be increased from 6 MV/cm [18] to 9.5 MV/cm [10] 
by using a WL air gap. Even if WL air gap is used, an available range of (Vpgm-Vpass) 
is reduced from 15 V of 2X-nm cell to 10 V of lZ-nm cell (Vpgm = 23 V/Vpass = 8 V 
to Vpgm = 18 V/Vpass = 8 V). However, if lZ-nm generation (word-line half-pitch; 
10.6 nm, see Table 5.1) is used, VpoM = 18 V is available to program in case of 
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FIGURE 5.58 Estimated electric field between word lines during programming. In lZ-nm 
generation (word-line space 10.6 nm), high 18 V can be applied due to using an air gap in the 
word-line space. 

neighbor VPASs-n + l/n - 1 = 8 V. It means that enough high voltage of VPGM = 
22 VIVPASs-n + lln - 1 = 12 V is available for programming with decreasing 
VPASS-n + 2/n - 2 to prevent (3) program disturb to manage high-field problems. 

5.8 A FEW ELECTRON PHENOMENA 

By scaling down memory cell size, the number of electrons stored on the floating 
gate is significantly decreased due to the decrease of inter-poly dielectric ONO 
capacitance. Figure 5 .27 represents the number of electrons per bit (for A V1 of 
3 V) as a function of the technology node for NAND and NOR flash memory cells 
[19, 57]. It is expected that around 100 electrons are stored in lX-nm design rule 
cell. By scaling down memory cell size further, the number of stored electrons will 
be much less than 100 electrons. It will be sufficiently small enough to make few 
electron phenomena observable. Then the impact of these single electron phenomena 
on the performance of floating-gate (FG) memory cell had been studied [19,57]. The 
charging and discharging of scaled FG memory cells should no longer be considered 
as a continuous phenomenon but as a sum of discrete stochastic events. This results 
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in an intrinsic dispersion of both the retention time and of the memory programming 
window. 

The stochastic character of the charging process in a few-electron memory had 
been addressed in reference 78 in the case of a nanometer-size storage node. It 
had been also demonstrated that there was an uncertainty regarding the number of 
charged electrons in the FG after programming due to the Poisson nature of the 
electron charging. Moreover, it was shown that Coulomb blockade modified the 
charging kinetic. 

For simulation in references 19 and 57, it was assumed that in a scaled memory 
device, the charging (discharging) of one electron to (from) the FG could be described 
by a Poisson process with an exponential law in time and a lifetime 'Cd• depending 
on the charge stored in the FG and on the tunnel-oxide transparency ('Cc• the elec­
tron capture time constant, depending on the oxide thickness and the programming 
voltage). However, no Coulomb blockade was taken into account. Indeed, in the case 
of continuous FG memory cell, the charging energy was negligible due to the large 
dimensions of the storage node. 

Figure 5.59a represents the calculated retention-time distribution for various num­
bers (N) of electrons per bit. By decreasing the number (N) of electrons per bit, 
the retention time TR probability density is strongly evolved from a Gaussian-like 
distribution (when N,....., 250) to a pure exponential/ Poisson-like distribution (when 
N ,....., 5). We can also see that the dispersion around the mean value increases as N is 
decreased. 

Figure 5.59b shows the cumulative probabilities of the retention time TR for 
different values N of electrons per bit. For large values of N, the cumulative-probability 
evolution is very tight distribution. On the other hand, we can see that as N decreases, 
the distribution tails have much shorter retention time, which means that the number 
of discharged memory cells will become critical. For example, in the case of a 1-Mb · 
memory an·ay with memory cells having a mean retention time of 10 years and 
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TR@20% charge loss 

Number of electrons 
per bit= 250 

10 20 30 40 50 
Retention time [years] 
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100 104 10s 10s 1010 

Retention Time TR [s] 
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FIGURE 5.59 (a) Probability density of the retention time TR for memories with reduced 
number of electrons per bit N. The mean TR is fixed at 10 years. (b) Cumulative probability of 
retention time TR (from (a)) of memories with reduced number of electrons per bit N. 
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FIGURE 5.60 (a) Calculated failure time (i.e., retention time of I bit over 1-Gb array) due 
to single-electron discharging of the FG plotted as a function of the number of electrons per 
bit. The mean retention time is ten years for each cell array. (b) Calculated failure time (i.e., 
retention time of 1 bit over 1-Gb array) due to single-electron discharging of the FG plotted as 
a function of the technological node for 1-bit/cell and 2-bit/cell memory devices. 

containing five electrons per bit, we can observe that one cell will be discharged after 
only a few hundreds of seconds. 

These dispersion results were extrapolated to future memory generations with a 
smaller number of stored electrons in PG [19,57]. 

Figure 5.60a shows the evolution of this failure time as a function of the number 
(N) of electrons per bit. The failure criterion is defined as the retention time of 1 bit 
over a 1-Gb array, and the retention criterion corresponds to 20% of the charge loss. 
We can see that the failure time reduction can become relevant when the number of 
electrons per bit is decreased and becomes really critical in few electron memories. 
If we consider the 90-nm NAND flash technology node, a threshold-voltage shift 
of 3 V corresponds to about 1000 electrons per bit. Thus, in this case, the retention 
time of one erratic bit over 1 Gb will be equal to 6.5 years. However, if the 35-nm 
NAND flash technology node, which corresponds to about 200 electrons per bit, is 
considered, the retention time of one erratic bit decreases drastically to 3.3 years, 
which could be very critical. 

Moreover, in multilevel cells, the retention-time operation margins will be fur­
ther reduced, with the number of electrons per bit being decreased by 2bit/cell_ 1. 
Figure 5.60b shows the retention time of 1 bit/1 Gb as a function of the NAND 
flash technology node for 1-bit/cell and 2-bit/cell memory technologies. This plot 
illustrates that in future technology nodes, the multilevel memories will decrease 
critically the failure time of high-density memory arrays. Thus, for the 35-nm mem­
ory node, the introduction of 2 bits/cell induces a reduction of the failure time from 
3.3 years to one year. 

As shown above, the decreasing stored electron has intrinsically degraded the data 
retention time of tail bits in scaled memory cells. These tail bits would not be a 
serious problem in an actual NAND flash usage with system solutions, such as ECC, 
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and so on, if the number of stored electrons is more than 50. However, in a future 
device-for example, a 3D SONOS cell with very small channel diameter and short 
channel-the number of stored electrons would be much reduced. A few electron 
phenomena have to be considered as being one of the scaling obstacles to keeping 
the appropriate reliability. 

5.9 PATTERNING LIMITATION 

A NAND flash memory cell can be easily scaled down as scaling a minimum device 
dimension, without any electrical, operational, and reliability limitations due to an 
excellent scalability of the SA-STI cell [4] as well as an excellent gate length (L) 
scalability of the uniform program/erase operation scheme [79-83]. Therefore, the 
memory cell size could decrease straightforward as feature size decreased from 
0.7 µm to current 1 Y-nm generation, as shown in Chapter 3. 

The cell size of the NAND flash became ideal 4*F2 by the SA-STI cell. The 
feature size (F) is normally determined by the capability of the lithography tool. At 
present, the most advanced lithography tool is the ArF immersion (ArFi) stepper. 
Minimum feature size is 38-40 nm. Then the scaling of feature size (F) had been 
limited by 38-40 nm. In order to accelerate to scale-down NAND flash memory cell 
size further, the double patterning process [84, 85] had started to be used from 3X-nm 
generation. The side-wall spacer was used as a patterning mask in the conventional 
double patterning process, as shown by the SPT process in Fig. 5.61 [10]. Thanks to 
double patterning, feature size could be scaled down from 38-40 nm to 19-20 nm. 
Furthermore, quadrnple (x4) patterning has been used beyond 20 nm, as shown by the 
QSPT process in Fig. 5.61 [10]. Feature size (F) can be scaled down from 19-20 nm 
to 9.5-10 nm by using ArFi if serious physical limitations described in this chapter 

SPT 
Process 

FIGURE 5.61 Schematic diagram of SPT (double patterning) and QSPT (quadruple pat­
terning) key fabrication steps. Two times spacer patterning (QSPT) are used to make mid­
lX patterning. SPT; Spacer Patterning Technology, QSPT; Quadruple Spacer Patterning 
Technology. 
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are not considered. For scaling beyond 9.5-10 nm, new tool or technology to make 
fine pattern is absolutely required. One candidate is the EUV (extreme ultraviolet) 
lithograph tool. However, EUV tool is not available at least in 2014. 

Line edge roughness (LER) is one of the serious problems in fine patterning [86]. 
The LER has tended to stay relatively constant as a device scale. In the case of an 
aggressive scaling, the LER has become a larger fraction of the channel width or 
length. Figure 5.62 shows the variation in standard deviation of Vt as a function of 
RMS LER parameters [86]. As RMS LER increased, V1 variation is increased. This 
would cause a large variation of cell Vt in a <20-nm NAND flash cell. 

5.10 VARIATION 

One of the obstacles to scale down memory cell size is the increasing role played by 
variability effects [87], that strongly influence the threshold voltage (Vt) distribution 
of NAND flash memory cells [88, 89], affecting their performance and reliability. 

To investigate the variation effect, the compact model for the NAND flash memory 
array was presented [90]. The model includes 3 NAND strings of 32 cells with the 
select transistors, and it accounts for floating-gate capacitive coupling interference 
effects. Only the central string is simulated, while the two neighbor NAND strings 
set the boundary conditions for the electrostatic couplings among the cells. The 
floating-gate devices are described via capacitors in series to MOS transistors, whose 
parameters were extracted as detailed in [90] for any technology node. 
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The compact SPICE model was used in a Monte Carlo framework to obtain the 
Vt distribution from the calculated string current in read conditions. In simulations, 
the device parameters were randomly changed to account for the different variability 
effects. In particular, both process-induced fluctuations in the cell geometry and 
more fundamental (intrinsic) ones were considered, for example, due to the discrete 
nature of the charge. The former of process-induced fluctuations in the cell geometry 
include W, L, tunnel, and inter-poly dielectric thickness fluctuations (indicated as WF, 
LF, TOXF, IPDF, respectively) as well as fluctuations in the control to floating-gate 
coupling coefficient. The latter of the fundamental (intrinsic) ones account for random 
dopant (RDF) and oxide trap fluctuations (OTF). Process-induced fluctuations are 
directly inserted in the compact model by changing the device parameters (W, L, 
etc.), according to Gaussian distributions whose spreads are extracted from process 
data. The implementation of the fundamental (intrinsic) contributions is carried out as 
follows: The RDF effect on Vr was accounted for by the analytical formula reported 
in reference 87, while the Vt variability due to OTF was implemented as a OTF = 
K0 xQa 0xf y!Wi with a~ 0.5 and K0 x and Q0 x fitted on cycled distribution data. 

Figure 5 .63 shows the simulation results including the spread of neutral cell Vt with 
the experimental Vt distribution measured on a page of a 41-nm NAND flash array 
[88, 89]. This result shows a good agreement between measurement and simulation 
with support of the correctness of the variability models. The slight underestimation 
of the spread is probably caused by the soft erase operation from programmed Vt 
distribution. 

Figure 5.64 shows the simulated and experimental standard deviation of the Vt 
distribution av as a function of the NAND flash technology node from 100-nm to 

I 

25-nm rule. The results show an increase in V1 variability as scaling memory cell 
due to the degradation of all the fluctuations factors impacting array functionality. 
Figure 5.65 shows the detailed relative weight of the major variability factors as a 
function of the technology node, represented by RDF (random dopant fluctuation), 
OTF (oxide trap fluctuation), and fluctuations in Wand L. The results clarify that 
the variability is dominated by several factors, not dominated by single killer factor. 

o Experiments 
- Simulations 

0 

Threshold Voltage [a.u.] 

0 

0 

FIGURE 5.63 V1 distribution for a page of a 41-nm NAND flash array and the corresponding 
simulation results. 
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FIGURE 5.64 Comparison between modeling results and experimental data for av1 as a 
function of technology node. 

In a future device of less than 25-nm technology node, RDF is expected to play a 
more important role on V1 statistical dispersion. The consequent increase in the V1 
spread should be carefully considered when the array functionality is implemented 
in program, erase, and read conditions [91]. 

The model, which was used to investigate the behavior of the neutral cell Vt, was 
expanded to simulate the program and erase operation. One of the most important 
parameters that play a fundamental role in the o-vT during PIE operations is the 
control-gate to floating-gate coupling coefficient (a0 ). This parameter is related to 
the structure adopted for the floating-gate definition, and its fluctuations depend on the 
spread in the geometrical parameters, which are schematically shown in Fig. 5.66a. 
The contributions of such factors to the spread in a0 are shown in Fig. 5.66b on a 
normalized scale. In this simulation results, fluctuations in tpo and tR play the major 
role for all technology nodes. 
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FIGURE 5.65 Most important contributions to a vl of neutral cells (normalized) for different 
technology nodes. 
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FIGURE 5.66 (a) Schematic view of the cross section of a memory cell along the W direction, 
showing the floating-gate geometry. (b) Individual contributions to the spread in the coupling 
coefficient aG for the different technology nodes. 

An RDF (random dopant fluctuation) is major contributor to neutral Vt variation 
in less than 25-nm memory cells, as shown in Fig. 5.65. As memory cells are scaled 
down, the number of dopant atoms per cell decreases, resulting in a larger standard 
deviation in the threshold voltage. Figure 5 .67 shows the number of boron atoms per 
cell versus technology node and increasing variation in dose per cell at smaller nodes 
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FIGURE 5.67 Number and 3a of channel dopant atoms versus transistor size with constant 
V1 scaling. 
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[23, 92]. The atomistic nature of substrate doping has been clearly shown to result in 
a fundamental Vt spread for MOS field effect transistors given by reference 87. 

5.11 SCALING IMPACT ON DATA RETENTION 

It had been reported that data retention characteristics had the neighbor cells data 
pattern (back-pattern) dependence [93]. A programmed cell has a larger threshold­
voltage (Vt) loss when its neighbor cells are in the erased state than when they are in 
the program state. The cells on the same bit line and word line have a similar impact 
on the acceleration of the Vt loss. This phenomenon is explained by an influence of 
charge in a neighbor cells, so that a stored charge in a neighbor cell has an impact on 
the electric field of tunnel oxide at a corner in the gate and active area of target cell. 

The cell arrays in 60-nm technology were used to analyze for the electrical char­
acterization of data retention on single cells. These arrays allow the arbitrary bias 
conditions of three adjacent WLs and BLs in the central part of the NAND cell 
matrix, as shown in Fig. 5.68a. The shaded circle in the figure shows the selected cell 

Arbitrary 
biased BL 

/.J,~ 

DSL Filled: before gate-str. 

WL31 
Open: after gate-str. 
VG8 =-10V 

~ 
tGs::: 100 µS 

90 

~ 
50 L 7Arbitrary :0 

Cll 

blasedWL .0 
10 e 

0.. 
I o-o All 1 

0.1 b-A 0101 
0.01 ¢-¢ 1010 

WLO o?o88i o-a All 0 

SSL 0 2 3 4 5 

Source Line Vrs[VJ 

(a) (b) 

FIGURE 5.68 (a) Schematic for the cell connection in the NAND array, evidencing the 
nine cells whose WL and BL can be arbitrarily biased in the analytical cell array. The shaded 
circle highlights the selected cell whose VTs was monitored during the gate-stress experiments 
for different VTA's of the adjacent cells at its (L) left, (T) top, (R) right, and (B) bottom. (b) 
Cumulative VTs distributions measured on a 70-nm NAND test chip (filled symbols) before 
and (open symbols) after a 100-µs negative gate-stress experiment at Vas = -10 V. Results 
for different background patterns are shown. 
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(a) (b) 

FIGURE 5.69 (a) Template NAND device stmcture for 3D TCAD (Technology Computer 
Aided Design) simulations. (b) Calculated tunneling current density at the edge of the selected 
cell active area along the WL direction, for the All 0 and the All 1 background patterns. A 
fixed negative Vpa,s is used. 

for the gate-stress experiments by applying V GS to its WL with all the other WLs 
of the NAND string at Vpass· Prior to the gate stress, specific array V1 data patterns 
were set by selective programming of the cells at the left (L), top (T), right (R), and 
bottom (B) of the selected one. Cell Vt is set from low-Vt erased level nearly equal 
to -3.5 V (referred to as state 1) to a high-Vt level nearly equal to 3 V (refeITed to as 
state 0). 

Figure 5.68b shows that the negative shift of the VTs distribution is larger in the 
All 1 (erase) than in the All 0 (program) case, with intermediate results obtained for 
the 0101 and the 1010 patterns [left (L), top (T), right (R), and bottom (B)]. 

In order to investigate neighbor cell data pattern dependence, 3D TCAD simulation 
had been caITied out, as shown in Fig. 5.69. The template NAND device structure 
for 3D TCAD simulations is shown in Fig. 5.69a. The calculated tunneling cmTent 
density over the selected cell active area is presented in Fig. 5.69b for neighbor 
cells of the All 0 (left) and the All 1 (right) patterns in 60 to 70-nm design NAND 
flash memory cell. A larger current flow with four peaks is caused at the corners 
of the active area, and the source/drain junction overlaps with the cell floating gate. 
These peaks are higher for the All 1 case because an electrostatic profile at the 
edges of the active area is strong when the neighboring floating gates are charged 
positive. The cmTent density profile along the BL and WL directions at the corners 
of the cell active area are shown in Fig. 5.70. It was confirmed that the larger 
tunneling current flows over the source/drain junctions in the negative gate-stress 
conditions. 

The above results were presented to be analyzed on 60 to 70-nm NAND flash 
memory cells. By scaling a memory cell, this phenomenon of tunneling cuITent con­
fining at the FG corner and edge has been exaggerated. The current lX-nm memory 
cell would have a strong impact on this phenomenon. Data retention characteristics 
would be much worse in future memory cell scaling. 
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FIGURE 5.70 Calculated tunneling current density at the edge of the selected cell active 
area along the BL direction (left) and the WL direction (right), for the All O and the All 1 
background patterns. A fixed negative Vp0 ,s is used. 

5.12 SUMMARY 

The scaling limitations and challenges over 90 to OX-nm generations was discussed 
for two-dimensional (2D) floating-gate NAND flash memories. The scaling chal­
lenges were categorized as (1) narrow read window margin (RWM) problem, (2) 
floating-gate capacitive coupling interference, (3) program electron injection spread, 
(4) random telegraph signal noise (RTN), (5) cell structural challenge, (6) high-field 
(5-10 MV/cm) limitation, (7) a few electron phenomena, (8) patterning limitation, 
(9) variation, and (IO) scaling impact on data retention. 

First, (1) the narrow RWM was discussed by extrapolating physical phenomena of 
FG-FG coupling interference, electron injection spread (EIS), back pattern depen­
dence (BPD), and random telegraph noise (RTN). The RWM is degraded not only by 
increasing programmed Vt distribution width, but also by increasing Vt of erase state 
mainly due to large FG-FG coupling interference. However, RWM is still positive 
in lZ-nm (10-nm) generation with 60% reduction of FG-FG coupling by the air-gap 
process. 

Second, floating-gate capacitive coupling interference, which was a major con­
tributor to degrade RWM, was discussed. Air gaps between word lines and in STI are 
the solutions to improve of floating-gate capacitive coupling interference. 

Next, (3) program electron injection spread and (4) random telegraph signal noise 
(RTN) were described as contributors to RWM. 

Then, (5) structural challenge was discussed. The control gate (CG) fabrication 
margin between floating gates (FGs) is becoming much more severe beyond IX-nm 
generation. Very narrow 5-nm FG width/space has to be controlled. And for (6) the 
high-field problem, the high field between CGs (word lines: WLs) is critical during 
the program. By using WL air gap, the high-field problem can be mitigated, and 
1 Y/lZ-nm generations could be realized. 
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After that, several scaling problems of (7) a few electron phenomena, (8) patterning 
limitation, (9) variation, and (10) scaling impact on data retention were discussed. 
These problems are inevitable to scale down NAND flash memory cells. 

To improve RWM margin and reliability margin, operational techniques and sys­
tem solutions are effective to manage these margins. One example is the "random­
ization" [94, 95]. The data pattern that is programming to memory cell is randomized 
by using code data. The "O" and "l" data become random data, and nearly 50% 
for both "O" and "l". Therefore, worst case of data pattern can be avoided. The 
randomization can improve RWM with mitigating floating-gate capacitive coupling 
(Section 5 .2), back pattern dependence (Section 5 .2), and scaling impact on data reten­
tion (Section 5.11). The other example is the moving read algorithm, as described in 
Section 4.7. The moving read operation can greatly improve the failure rate of the 
Vt shift of data retention as well as that of Vt distribution widening by floating-gate 
capacitive coupling interference, program electron injection spread, and so on. 
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