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UNITED STATES PATENT AND TRADEMARK OFFICE

UNITED STATES DEPARTMENT OF COMMERCE
United States Patent and Trademark Office
Address: COMMISSIONER FOR PATENTS

P.O. Box 1450

Alexandria, Virginia 22313-1450

WWWw.uspto.gov

| APPLICATION NO. | FILING DATE FIRST NAMED INVENTOR | ATTORNEY DOCKET NO. CONFIRMATION NO.
17/508,887 10/22/2021 Kevin Alan Tussy FACETC.0082P 9577
32856 7590 01/18/2024 | EXAMINER
WEIDE & MILLER, LTD.
10655 PARK RUN DRIVE ABEDIN, SHANTO
SUITE 100
LAS VEGAS, NV 89144 | ARruNm | PAPERNUMBER
2494
| MAIL DATE | DELIVERY MODE
01/18/2024 PAPER

Please find below and/or attached an Office communication concerning this application or proceeding.

The time period for reply, if any, is set in the attached communication.
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UNITED STATES PATENT AND TRADEMARK OFFICE

UNTTED STATES DEPARTMENT OF COMMERCE
United States Patent and Trademark Office
Address: COMMISSIONER FOR PATENTS

PO. Box 1450

Alexandria, Virginia 22313-1450

WWW.uspto.gov

APPLICATION NO. ISSUE DATE PATENT NO.

17/508,887 16-Jan-2024 11874910

WEIDE & MILLER, LTD.
10655 PARK RUN DRIVE
LAS VEGAS, NV 89144

EGRANT NOTIFICATION

Your electronic patent grant (eGrant) is now available, which can be accessed via Patent Center at https://
patentcenter.uspto.gov

The electronic patent grant is the official patent grant under 35 U.S.C. 153. For more information, please visit
https://www.uspto.gov/electronicgrants

page 1 of 1
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UNITED STATES DEPARTMENT OF COMMERCE
United States Patent and Trademark Office
Address: COMMISSIONER FOR PATENTS

P.O. Box 1450

Alexandria, Virginia 22313-1450

WWWw.uspto.gov

| APPLICATION NO. ISSUE DATE PATENT NO. ATTORNEY DOCKET NO. CONFIRMATION NO.
17/508,887 01/16/2024 11874910 FACETC.0082P 9577
32856 7590 12/27/2023
WEIDE & MILLER, LTD.
10655 PARK RUN DRIVE
SUITE 100

LAS VEGAS, NV 89144

ISSUE NOTIFICATION

The projected patent number and issue date are specified above. The patent will issue electronically. The
electronically issued patent is the official patent grant pursuant to 35 U.S.C. § 153. The patent may be accessed
on or after the issue date through Patent Center at https://patentcenter.uspto.gov/. The patent will be available in
both the public and the private sides of Patent Center. Further assistance in electronically accessing the patent,
or about Patent Center, is available by calling the Patent Electronic Business Center at 1-888-217-9197.

The USPTO is implementing electronic patent issuance with a transition period, during which period the
USPTO will mail a ceremonial paper copy of the electronic patent grant to the correspondence address of
record. Additional copies of the patent (i.e., certified and presentation copies) may be ordered for a fee from the
USPTO’s Certified Copy Center at https://certifiedcopycenter.uspto.gov/index.html. The Certified Copy Center
may be reached at (800)972-6382.

Determination of Patent Term Adjustment under 35 U.S.C. 154 (b)
(application filed on or after May 29, 2000)

The Patent Term Adjustment is O day(s). Any patent to issue from the above-identified application will include
an indication of the adjustment on the front page.

If a Continued Prosecution Application (CPA) was filed in the above-identified application, the filing date that
determines Patent Term Adjustment is the filing date of the most recent CPA.

Applicant will be able to obtain more detailed information by accessing the Patent Center (https://
patentcenter.uspto.gov).

Any questions regarding the Patent Term Extension or Adjustment determination should be directed to the Office
of Patent Legal Administration at (571)-272-7702. Questions relating to issue and publication fee payments should
be directed to the Application Assistance Unit (AAU) of the Office of Patents Stakeholder Experience (OPSE),
Stakeholder Support Division (SSD) at (571)-272-4200.

IR103 (Rev. 10/09)
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INVENTORC(S) (Please see PATENT CENTER site https:/patentcenter.uspto.gov for additional inventors):

Kevin Alan Tussy, Las Vegas, NV;

APPLICANT(s) (Please see PATENT CENTER site https://patentcenter.uspto.gov for additional applicants):

FaceTec, Inc., Las Vegas, NV;

The United States represents the largest, most dynamic marketplace in the world and is an unparalleled location
for business investment, innovation, and commercialization of new technologies. The USA offers tremendous
resources and advantages for those who invest and manufacture goods here. Through SelectUSA, our nation
works to encourage and facilitate business investment. To learn more about why the USA is the best country in
the world to develop technology, manufacture products, and grow your business, visit SelectUSA.gov.

IR103 (Rev. 10/09)
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Receipt will astabiish the filing date of the application

National Stage of an international Application under 38 WWE.C, 371
if a timaly submission to enter the nadional stags of an international apphcation is compliant with the conditions of 35 U.8.C.
371 and other applicable requirements a Form PET/DOEG/SDE indicating acceptance of the application as a national stags
asubrmission under 38 U.S.C 371 will be issuad in addition o the Filing Receipl, in due cour

se.

New Infernational Application Filed with the USPTO as a Recelving Office

Hanow i aier national &y v;: Heation is being fled and the inlemalional application includes the necessary componenis for an
international sae PCT Arlicle 11 and MPEF 1810}, a Nolification of the International Apphication N::m ber and of the
International FE \g Da {Form POT/ROANE) will be issusd in dus courss, subjact 1o prascriptions conceming national securily,

and the date shown on this ,\{;krzawiﬁdgemeni Receipt will establish the intamationat filing date of the application.

Page 8 of 386



PART B - FEE(S) TRANSMITTAL
Coraplete and send this form, together with applicable fee(s), by mail or fax, or via EF3-Web.
By mail, send to:  Mail Stop ISSUE FEE By fax, send to:  (571)-273-2885
Cornmissiener for Patents
P.O. Box 1450
Alexandria, Virginia 22313-1450

INSTRUCTIONS: This form should be used for transmitting the ISSUE FEE and PUBLICATION FEE (if required). Blocks 1 through 3 should be completed where appropriate.
Al further correspondence will be ed to the current correspondence address as indicated unless corrected below or directed otherwise in Block 1, by {a) specifyving a new
correspondence address; and/or (b) indicating a separate "FEE ADDRESS" for maintenance fee notifications. Beeause electronic patent issuance may scenr shortly after issue

£ fi
fee payment, any desived continuing application should preferably be filed prior to payment of this issue fee in order not to jeopardize copendency.
Note: A cm‘ﬁfimtg of fnai i can only .m vmd fm domc\m il mgb of the

CURRENT CORRESPONDENCE ADIRESS (Note: Use Block 1 for any change of address)

uch as an as

mal Pa; 1
g O transimt

have its own certificate of 1
32856 SI037207 . - g .
o B ’59? - /0572033 Certificate of Mailing ox Transmission
WEIDE & MILLER, L1, reby certify that this Fee(s) Transmitial is being deposited with the United

10655 PARK RUN DRIVE Postal ?erwu; with sufficient po age for § 1*5*}1455 mal o an enve relope
essed o the Mail & U address above, or being transmitied o

ic-n;

SUITE 100 the USPTO via BFS-Web or by facsimile to (371) 273-288S, on the dare helow.
LAS VEGAS, NV 89144 Chad W. Milter (Typed or printed name)
/Chad W. Miller/ (Signature)
December 5. 2023 (Daie)
APPLICATION NO. FILING DATE FIRST NAMED INVENTOR ATTORNEY DOCKET NO. CONFIRMATION NG,
17/508 887 1042212021 Kevin Alan Tussy FACETC (0082P 9577

TITLE OF INVENTION: FACIAL RECOGNITION AUTHENTICATION SYSTEM INCLUDING PATH PARAMETERS

E APPLN. TYPE ENTITY STATUS 3 E PUBLICATION FEE DUE I PREV.PAID ISSUEF TOTAL FEE(S) DUE DATE DUE
AoBprovistoml SMALL $480 $0.00 $O.00 $480 1276572023
E EXAMINER ; ART UNIT E CLASS-SURCLASS I
ABEDHIN, SHANTO 2494 713-186000
E‘I(Q‘?ni‘e%( correspondence address or indication of "Fee Address” (37 2. For printing on the patent front page, hist
_F 363, YT as of I ragictored natent atiorneve
S’;;Sé%“ﬁiﬂig&ﬁj ;‘,gisu,A 2d patent attorneys . Weide & Miller, Lid

' Change of correspondence address (or Change of Correspondence

(2 ne of a sit 2 {having : aber a
Address form PTO/ALA22 or PTO/SB/122) attached. (2) The narze of a single firm (having as a merzber a

ved attorney or sgent) and the names of up to 2
egistered patent d[i@l"l"\/b or agf,ms, H no pame i3
sted, no name will be pring

Ld "Pee Address” indiuation (or "Fee Address” Indication form PTO/
AIAJAT or PTOYSB/4AT, Rev 03-02 or more recent) attached. Use of 3
Customer Number is veguired.

. ASSIGNEE NAME AND RESIDENCE DATA TO BE PRINTED ON THE PATENT {(print or type)

PLEASE NOTE: Unless an sssignee is identified bL‘IOW, no assignee data will appear on the patent. I{ an assignee is identified bt‘l@w, the document must have been previoushy
& & b & L
- o i e . - Y o g P P S NS . . o .
I‘!’:’C()Yded, or filed for recordation, as set forth in 37 CFR 3.11 and 37 CFR .)481(3). Compietion of this form is NOT a substitute for Ilill‘lg an assignment.

(43

(€8]

Ay NAME OF ASSIGNEE B) RESIDENCE: (CITY and STATE COUNTRY)
(A} NAME OF ASSIGNEE (B} RESIDENCE: (CITY and STATE OR COUNTRY)
FaceTec, Inc. Las Vegas, NV

Please check the appropriate assignee category or categories {will not be printed on the patent} L Individual 23 Corporation or other private group entity wd Government

4. Fees submitted: ﬁ.g\w Fee iipabtication Fee (if required}
4h. Method of Payment: {Please first reapply any previouslyv paid fee shown above}
& E 14 el . o 7

ﬁ Flectronic Payment via Patent Center or BFS-Web L Enclosed check [} Non-electronic payment by credit card {(Attach form PT(O-2038)

5. Change in Entity Status (from status indicated above)

L4 Applicant certifying micro entity status. See 37 CFR 1.29

ng

. Absent a valid certification of Micro Entity Status (see forms PTO/SB/15A and 15B), issue
payment in the micrs entity amount will not be accepted at the tisk of application abandopment.

NGTE: If the application was previcusly under micro entity status, checking this box will be taken
tobea notiﬁcatiom of loss of entitlement to micro entity status.

bk Applicant asserting small entity status. See 37 CFR 1.27

NOTE: Checking this box will be taken to be a notification of loss of entitlement to small o micro

L Applicant changing 1o regular undiscounted fee status. o T
E entity status, as applicable.

NOTE: This form must be signed in accordance with 37 CFR 1.31 and 1.33. See 37 CEFR 1.4 for signature requirements and certifications.

Authorized Signature /Chad W. Miller/ Date Decermnber 5. 2023
Typed or printed name Chad W. Mille Registration No. 44,943

PTOL-83 Part B (0R-18) Approved for use through 01/3 172020 OMR f) §‘t 0023 1.8, Patent and Trademark Office;, 1.8, DEPARTMENT OF COMMERCE

Page of 386



FACETC.0082P PATENT

IN THE UNITED STATES PATENT AND TRADEMARK OFFICE

Inventor :  Kevin Alan Tussy )
) Group Art Unit: 2494
Appl. No. : 17/508,887 )
I hereby certify that this correspondence and all marked
) attachments are being deposited with the United States
Flled . OCtOber 22, 2021 ) Patent Office via EFSWeb filing, on:
) December 5, 2023
For : FACIAL RECOGNITION ) (Date)
AUTHENTICATION SYSTEM ) /Chad W. Miller/
a . Miller
INCLUDING PATH PARAMETERS ; Cliad W Miller Reg. No. #4973
Examiner : Shanto Abedin )
)
TRANSMITTAL
Mail Stop Issue Fee
Commissioner for Patents
P.O. Box 1450

Alexandria, VA 22313-1450
Dear Sir:

In response to the Notice of Allowance mailed September 5, 2023 with respect to the
above-referenced application please find enclosed the following:

(X) Part B of the Issue Fee Transmittal.

(X) The Commissioner is hereby authorized to charge any additional fees which may
be required, or credit any overpayment to Account No.: 502200.

Respectfully submitted,

Dated: December 5, 2023 By: /Chad W. Miller/
Chad W. Miller
Attorney of Record
Registration No. 44,943
Weide & Miller, Ltd.
10655 Park Run Drive, Suite 100
Las Vegas, NV 89144

(702) 382-4804 (Paci

IVt

CWM-W-18744

Page 10 of 386



UNITED STATES PATENT AND TRADEMARK OFFICE

UNITED STATES DEPARTMENT OF COMMERCE
United States Patent and Trademark Office
Address: COMMISSIONER FOR PATENTS

P.O. Box 1450

Alexandria, Virginia 22313-1450

WWW.uspto.gov

NOTICE OF ALLOWANCE AND FEE(S) DUE

| EXAMINER |
32856 7590 09/05/2023
WEIDE & MILLER, LTD. ABEDIN, SHANTO
10655 PARK RUN DRIVE
SUITE 100 | ART UNIT | PAPER NUMBER |
LAS VEGAS, NV 89144 2494
DATE MAILED: 09/05/2023
APPLICATION NO. FILING DATE FIRST NAMED INVENTOR | ATTORNEY DOCKET NO. | CONFIRMATION NO. |
17/508,887 10/22/2021 Kevin Alan Tussy FACETC.0082P 9577

TITLE OF INVENTION: FACIAL RECOGNITION AUTHENTICATION SYSTEM INCLUDING PATH PARAMETERS

APPLN. TYPE ENTITY STATUS ISSUE FEE DUE PUBLICATION FEE DUE | PREV. PAID ISSUE FEE TOTAL FEE(S) DUE DATE DUE

nonprovisional SMALL $480 $0.00 $0.00 $480 12/05/2023

THE APPLICATION IDENTIFIED ABOVE HAS BEEN EXAMINED AND IS ALLOWED FOR ISSUANCE AS A PATENT.
PROSECUTION ON THE MERITS IS CLOSED. THIS NOTICE OF ALLOWANCE IS NOT A GRANT OF PATENT RIGHTS.
THIS APPLICATION IS SUBJECT TO WITHDRAWAL FROM ISSUE AT THE INITIATIVE OF THE OFFICE OR UPON
PETITION BY THE APPLICANT. SEE 37 CFR 1.313 AND MPEP 1308.

THE ISSUE FEE AND PUBLICATION FEE (IF REQUIRED) MUST BE PAID WITHIN THREE MONTHS FROM THE MAILING
DATE OF THIS NOTICE OR THIS APPLICATION SHALL BE REGARDED AS ABANDONED. THIS STATUTORY PERIOD
CANNOT BE EXTENDED. SEE 35 U.S.C. 151. THE ISSUE FEE DUE INDICATED ABOVE DOES NOT REFLECT A CREDIT
FOR ANY PREVIOUSLY PAID ISSUE FEE IN THIS APPLICATION. IF AN ISSUE FEE HAS PREVIOUSLY BEEN PAID IN
THIS APPLICATION (AS SHOWN ABOVE), THE RETURN OF PART B OF THIS FORM WILL BE CONSIDERED A REQUEST
TO REAPPLY THE PREVIOUSLY PAID ISSUE FEE TOWARD THE ISSUE FEE NOW DUE.

HOW TO REPLY TO THIS NOTICE:

I. Review the ENTITY STATUS shown above. If the ENTITY STATUS is shown as SMALL or MICRO, verify whether entitlement to that
entity status still applies.

If the ENTITY STATUS is the same as shown above, pay the TOTAL FEE(S) DUE shown above.

If the ENTITY STATUS is changed from that shown above, on PART B - FEE(S) TRANSMITTAL, complete section number 5 titled
"Change in Entity Status (from status indicated above)".

For purposes of this notice, small entity fees are 40% the amount of undiscounted fees, and micro entity fees are 20% the amount of
undiscounted fees.

II. PART B - FEE(S) TRANSMITTAL, or its equivalent, must be completed and returned to the United States Patent and Trademark Office
(USPTO) with your ISSUE FEE and PUBLICATION FEE (if required). If you are charging the fee(s) to your deposit account, section "4b"
of Part B - Fee(s) Transmittal should be completed. If an equivalent of Part B is filed, a request to reapply a previously paid issue fee must be
clearly made, and delays in processing may occur due to the difficulty in recognizing the paper as an equivalent of Part B.

III. All communications regarding this application must give the application number. Please direct all communications prior to issuance to Mail
Stop ISSUE FEE unless advised to the contrary.

IMPORTANT REMINDER: Maintenance fees are due in utility patents issuing on applications filed on or after Dec. 12, 1980.
It is patentee's responsibility to ensure timely payment of maintenance fees when due. More information is available at
www.uspto.gov/PatentMaintenanceFees.

Page 1 of 3
PTOL-85 (Rev. 02/11) Page 11 of 386



PART B - FEE(S) TRANSMITTAL
Complete and send this form, together with applicable fee(s), by mail or fax, or via EFS-Web.

By mail, send to: Mail Stop ISSUE FEE By fax, send to:  (571)-273-2885
Commissioner for Patents
P.O. Box 1450
Alexandria, Virginia 22313-1450

INSTRUCTIONS: This form should be used for transmitting the ISSUE FEE and PUBLICATION FEE (if required). Blocks 1 through 5 should be completed where appropriate.
All further correspondence will be mailed to the current correspondence address as indicated unless corrected below or directed otherwise in Block 1, by (a) specifying a new
correspondence address; and/or (b) indicating a separate "FEE ADDRESS" for maintenance fee notifications. Because electronic patent issuance may occur shortly after issue
fee payment, any desired continuing application should preferably be filed prior to payment of this issue fee in order not to jeopardize copendency.
Note: A certificate of mailing can only be used for domestic mailings of the
CURRENT CORRESPONDENCE ADDRESS (Note: Use Block 1 for any change of address) Fee(s) Transmittal. This certificate cannot be used for any other accompanying
papers. Each additional paper, such as an assignment or formal drawing, must
have its own certificate of mailing or transmission.

32856 7590 09/05/2023 Certificate of Mailing or Transmission
WEIDE & MILLER, LTD. I hereby certify that this Fee(s) Transmittal is being deposited with the United
States Postal Service with sufficient postage for first class mail in an envelope
10655 PARK RUN DRIVE addressed to the Mail Stop ISSUE FEE address above, or being transmitted to
SUITE 100 the USPTO via EFS-Web or by facsimile to (571) 273-2885, on the date below.
LAS VEGAS, NV 89 144 (Typed or printed name)
(Signature)|
(Date)|
APPLICATION NO. FILING DATE FIRST NAMED INVENTOR ATTORNEY DOCKET NO. CONFIRMATION NO.
17/508.,887 10/22/2021 Kevin Alan Tussy FACETC.0082P 9577

TITLE OF INVENTION: FACIAL RECOGNITION AUTHENTICATION SYSTEM INCLUDING PATH PARAMETERS

| APPLN. TYPE ENTITY STATUS | ISSUE FEE DUE | PUBLICATION FEE DUE | PREV. PAID ISSUE FEE TOTAL FEE(S) DUE DATE DUE
nonprovisional SMALL $480 $0.00 $0.00 $480 12/05/2023
| EXAMINER | ART UNIT | CLASS-SUBCLASS |
ABEDIN, SHANTO 2494 713-186000
1. Change of correspondence address or indication of "Fee Address" (37 2. For printing on the patent front page, list
CFR 1.363). (1) The names of up to 3 registered patent attorneys
or agents OR, alternatively, 1

M| Change of correspondence address (or Change of Correspondence

Address form PTO/AIA/122 or PTO/SB/122) attached. (2) The name of a single firm (having as a member a

registered attorney or agent) and the names of up to 2
2 registered patent attorneys or agents. If no name is
listed, no name will be printed.

(] "Fee Address” indication (or "Fee Address" Indication form PTO/
AIA/A7 or PTO/SB/47; Rev 03-02 or more recent) attached. Use of a
Customer Number is required.

3. ASSIGNEE NAME AND RESIDENCE DATA TO BE PRINTED ON THE PATENT (print or type)

PLEASE NOTE: Unless an assignee is identified below, no assignee data will appear on the patent. If an assignee is identified below, the document must have been previously
recorded, or filed for recordation, as set forth in 37 CFR 3.11 and 37 CFR 3.81(a). Completion of this form is NOT a substitute for filing an assignment.

(A) NAME OF ASSIGNEE (B) RESIDENCE: (CITY and STATE OR COUNTRY)

Please check the appropriate assignee category or categories (will not be printed on the patent) : (] Individuat [ Corporation or other private group entity (] Government

4a. Fees submitted: [Missue Fee [IPublication Fee (if required)
4b. Method of Payment: (Please first reapply any previously paid fee shown above)

(] Electronic Payment via Patent Center or EFS-Web (] Enclosed check (L] Non-electronic payment by credit card (Attach form PTO-2038)

(] The Director is hereby authorized to charge the required fee(s), any deficiency, or credit any overpayment to Deposit Account No.

5. Change in Entity Status (from status indicated above)
NOTE: Absent a valid certification of Micro Entity Status (see forms PTO/SB/15A and 15B), issue

4 Applicant certifying micro entity status. See 37 CFR 1.29 fee payment in the micro entity amount will not be accepted at the risk of application abandonment.

NOTE: If the application was previously under micro entity status, checking this box will be taken

[ Applicant asserting small entity status. See 37 CFR 1.27 to be a notification of loss of entitlement to micro entity status.

NOTE: Checking this box will be taken to be a notification of loss of entitlement to small or micro

M| Applicant changing to regular undiscounted fee status. entity status, as applicable.

NOTE: This form must be signed in accordance with 37 CFR 1.31 and 1.33. See 37 CFR 1.4 for signature requirements and certifications.

Authorized Signature Date
Typed or printed name Registration No.
Page 2 of 3
PTOL-85 Part B (08-18) Approved for use through 01/31/2020 P OMB 0§51-003, 3 8 S. Patent and Trademark Office; U.S. DEPARTMENT OF COMMERCE
age 120



UNITED STATES DEPARTMENT OF COMMERCE
United States Patent and Trademark Office
Address: COMMISSIONER FOR PATENTS

P.O. Box 1450

Alexandria, Virginia 22313-1450

WWW.uspto.gov

| APPLICATION NO. | FILING DATE FIRST NAMED INVENTOR | ATTORNEY DOCKET NO. |  CONFIRMATION NO. |
17/508,887 10/22/2021 Kevin Alan Tussy FACETC.0082P 9577
| EXAMINER |
32856 7590 09/05/2023
WEIDE & MILLER, LTD. ABEDIN, SHANTO
10655 PARK RUN DRIVE
SUITE 100 | ART UNIT PAPER NUMBER |
LAS VEGAS, NV 89144 2494

DATE MAILED: 09/05/2023

Determination of Patent Term Adjustment under 35 U.S.C. 154 (b)
(Applications filed on or after May 29, 2000)

The Office has discontinued providing a Patent Term Adjustment (PTA) calculation with the Notice of Allowance.

Section 1(h)(2) of the AIA Technical Corrections Act amended 35 U.S.C. 154(b)(3)(B)(i) to eliminate the requirement
that the Office provide a patent term adjustment determination with the notice of allowance. See Revisions to Patent
Term Adjustment, 78 Fed. Reg. 19416, 19417 (Apr. 1, 2013). Therefore, the Office is no longer providing an initial
patent term adjustment determination with the notice of allowance. The Office will continue to provide a patent term
adjustment determination with the Issue Notification Letter that is mailed to applicant approximately three weeks prior
to the issue date of the patent, and will include the patent term adjustment on the patent. Any request for reconsideration
of the patent term adjustment determination (or reinstatement of patent term adjustment) should follow the process
outlined in 37 CFR 1.705.

Any questions regarding the Patent Term Extension or Adjustment determination should be directed to the Office of
Patent Legal Administration at (571)-272-7702. Questions relating to issue and publication fee payments should be
directed to the Customer Service Center of the Office of Patent Publication at 1-(888)-786-0101 or (571)-272-4200.
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OMB Clearance and PRA Burden Statement for PTOL-85 Part B

The Paperwork Reduction Act (PRA) of 1995 requires Federal agencies to obtain Office of Management and Budget
approval before requesting most types of information from the public. When OMB approves an agency request to
collect information from the public, OMB (i) provides a valid OMB Control Number and expiration date for the
agency to display on the instrument that will be used to collect the information and (ii) requires the agency to inform
the public about the OMB Control Number’s legal significance in accordance with 5 CFR 1320.5(b).

The information collected by PTOL-85 Part B is required by 37 CFR 1.311. The information is required to obtain
or retain a benefit by the public which is to file (and by the USPTO to process) an application. Confidentiality is
governed by 35 U.S.C. 122 and 37 CFR 1.14. This collection is estimated to take 30 minutes to complete, including
gathering, preparing, and submitting the completed application form to the USPTO. Time will vary depending upon
the individual case. Any comments on the amount of time you require to complete this form and/or suggestions
for reducing this burden, should be sent to the Chief Information Officer, U.S. Patent and Trademark Office,
U.S. Department of Commerce, P.O. Box 1450, Alexandria, Virginia 22313-1450. DO NOT SEND FEES OR
COMPLETED FORMS TO THIS ADDRESS. SEND TO: Commissioner for Patents, P.O. Box 1450, Alexandria,
Virginia 22313-1450. Under the Paperwork Reduction Act of 1995, no persons are required to respond to a collection
of information unless it displays a valid OMB control number.

Privacy Act Statement

The Privacy Act of 1974 (P.L. 93-579) requires that you be given certain information in connection with your
submission of the attached form related to a patent application or patent. Accordingly, pursuant to the requirements
of the Act, please be advised that: (1) the general authority for the collection of this information is 35 U.S.C. 2(b)
(2); (2) furnishing of the information solicited is voluntary; and (3) the principal purpose for which the information
is used by the U.S. Patent and Trademark Office is to process and/or examine your submission related to a patent
application or patent. If you do not furnish the requested information, the U.S. Patent and Trademark Office may not
be able to process and/or examine your submission, which may result in termination of proceedings or abandonment
of the application or expiration of the patent.

The information provided by you in this form will be subject to the following routine uses:

1. The information on this form will be treated confidentially to the extent allowed under the Freedom of
Information Act (5 U.S.C. 552) and the Privacy Act (5 U.S.C 552a). Records from this system of records may
be disclosed to the Department of Justice to determine whether disclosure of these records is required by the
Freedom of Information Act.

2. A record from this system of records may be disclosed, as a routine use, in the course of presenting evidence
to a court, magistrate, or administrative tribunal, including disclosures to opposing counsel in the course of
settlement negotiations.

3. A record in this system of records may be disclosed, as a routine use, to a Member of Congress submitting
a request involving an individual, to whom the record pertains, when the individual has requested assistance
from the Member with respect to the subject matter of the record.

4. A record in this system of records may be disclosed, as a routine use, to a contractor of the Agency having
need for the information in order to perform a contract. Recipients of information shall be required to comply
with the requirements of the Privacy Act of 1974, as amended, pursuant to 5 U.S.C. 552a(m).

5. A record related to an International Application filed under the Patent Cooperation Treaty in this system of
records may be disclosed, as a routine use, to the International Bureau of the World Intellectual Property
Organization, pursuant to the Patent Cooperation Treaty.

6. A record in this system of records may be disclosed, as a routine use, to another federal agency for purposes of
National Security review (35 U.S.C. 181) and for review pursuant to the Atomic Energy Act (42 U.S.C. 218(c)).

7. Arecord from this system of records may be disclosed, as a routine use, to the Administrator, General Services,
or his/her designee, during an inspection of records conducted by GSA as part of that agency's responsibility
to recommend improvements in records management practices and programs, under authority of 44 U.S.C.
2904 and 2906. Such disclosure shall be made in accordance with the GSA regulations governing inspection
of records for this purpose, and any other relevant (i.e., GSA or Commerce) directive. Such disclosure shall
not be used to make determinations about individuals.

8. Arecord from this system of records may be disclosed, as a routine use, to the public after either publication of
the application pursuant to 35 U.S.C. 122(b) or issuance of a patent pursuant to 35 U.S.C. 151. Further, a record
may be disclosed, subject to the limitations of 37 CFR 1.14, as a routine use, to the public if the record was filed
in an application which became abandoned or in which the proceedings were terminated and which application
is referenced by either a published application, an application open to public inspection or an issued patent.

9. A record from this system of records may be disclosed, as a routine use, to a Federal, State, or local law
enforcement agency, if the USPTO becoma@@art4iaf38@n or potential violation of law or regulation.



Application No. Applicant(s)
; . 17/508,887 Tussy, Kevin Alan
Notice of Allowabilily Examiner ArtUnit | AlA (FITF) Status
SHANTO ABEDIN 2494 Yes

-- The MAILING DATE of this communication appears on the cover sheet with the corresponderice address--
All claims being allowable, PROSECUTION ON THE MERITS IS (OR REMAINS) CLOSED in this application. If not included
herewith (or previously mailed), a Notice of Allowance (PTOL-85) or other appropriate communication will be mailed in due course. THIS
NOTICE OF ALLOWABILITY IS NOT A GRANT OF PATENT RIGHTS. This application is subject to withdrawal from issue at the initiative
of the Office or upon petition by the applicant. See 37 CFR 1.313 and MPEP 1308.

1.} This communication is responsive to filing of 06/21/2023.
[J A declaration(s)/affidavit(s) under 37 CFR 1.130(b) was/were filed on .

2.[J An election was made by the applicant in response to a restriction requirement set forth during the interview on ; the
restriction requirement and election have been incorporated into this action.

3. The allowed claim(s) is/are 1-24 . As a result of the allowed claim(s), you may be eligible to benefit from the Patent Prosecution
Highway program at a participating intellectual property office for the corresponding application. For more information, please see
http://www._uspto.gov/patents/init_events/pph/index.jsp or send an inquiry to PPHfeedback@uspto.gov.

4[] Acknowledgment is made of a claim for foreign priority under 35 U.S.C. § 119(a)-(d) or (f).
Certified copies:
a) LJAll b) (J Some* ¢) [J None of the:
1. [J Certified copies of the priority documents have been received.
2. [ Certified copies of the priority documents have been received in Application No.
3. [J Copies of the certified copies of the priority documents have been received in this national stage application from the
International Bureau (PCT Rule 17.2(a)).

* Certified copies not received:

Applicant has THREE MONTHS FROM THE "MAILING DATE" of this communication to file a reply complying with the requirements
noted below. Failure to timely comply will result in ABANDONMENT of this application.
THIS THREE-MONTH PERIOD IS NOT EXTENDABLE.

5. CORRECTED DRAWINGS (as "replacement sheets") must be submitted.

0 including changes required by the attached Examiner's Amendment / Comment or in the Office action of
Paper No./Mail Date .

Identifying indicia such as the application number (see 37 CFR 1.84(c)) should be written on the drawings in the front (not the back) of each
sheet. Replacement sheet(s) should be labeled as such in the header according to 37 CFR 1.121(d).

6..J DEPOSIT OF and/or INFORMATION about the deposit of BIOLOGICAL MATERIAL must be submitted. Note the
attached Examiner's comment regarding REQUIREMENT FOR THE DEPOSIT OF BIOLOGICAL MATERIAL.

Attachment(s)

1.0 Notice of References Cited (PTO-892) 5. (J Examiner's Amendment/Comment

2.0 Information Disclosure Statements (PTO/SB/08), 6. Examiner's Statement of Reasons for Allowance
Paper No./Mail Date .

3.0 Examiner's Comment Regarding Requirement for Deposit 7. J Other .

of Biological Material
4.{] Interview Summary (PTO-413),
Paper No./Mail Date.

/SHANTO ABEDIN/
Primary Examiner, Art Unit 2494

U.S. Patent and Trademark Office .
PTOL-37 (Rev. 08-13) Notice of Allowability Part of Paper No./Mail Date 20230825
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Application/Control Number: 17/508,887 Page 2
Art Unit: 2494

Notice of Pre-AIA or AIA Status
The present application, filed on or after March 16, 2013, is being examined
under the first inventor to file provisions of the AIA.
DETAILED ACTION
1. This is in response to the communication filed on 06/21/2023. Claims 1-24 were

pending in the application. Claims 1-24 have been allowed.

Terminal Disclaimer

2. The terminal disclaimer filed on 06/21/2023 disclaiming the terminal portion of
any patent granted on this application which would extend beyond the expiration date
of patent No (s). 10,614,204, 10,776,471 and 11,157,606 has been reviewed and is
accepted. The terminal disclaimer has been recorded.

Response to Arguments

3. Applicant’s arguments, see remarks filed on 6/21/2023, with respect to
obviousness type double patenting rejections of claims 1-24 have been fully considered
and are persuasive. Previous obviousness type double patenting rejections have been
withdrawn as terminal disclaimer filed on 6/21/2023 has been approved.

Examiner’s Reasons for Allowance

4. The following is an examiner’s statement of reasons for allowances:

Page 16 of 386



Application/Control Number: 17/508,887 Page 3
Art Unit: 2494

No reason for allowance is necessary as the record is dear in light of further search
conducted and terminal disclatmer filed on 06/21/2023, and prosecution history of the

SN

parent apphications. See MPEF 1302.14(1).

Independent claim 1 is patentable over the cited prior arts because they do not
anticipate nor fairly and reasonably teach independently or in combination a device
comprising besides other limitations: capturing at least one first image of the user taken
with the camera of the computing device at a first location which is a first distance from the
user; processing the at least one first image or a portion thereof to create first
data; capturing at least one second image of the user taken with the camera of
the computing device is at a second distance from the user, the second distance being
different than the first distance, the capturing at least one second image of the user
occurring after movement of the camera or the user to establish the camera at the second
distance from the user; comparing the first data to the second data to determine whether
expected differences exist between the first data and the second data which indicates
three- dimensionality of the user; verifying the images of the user exhibit three dimensional
traits when the expected differences exist between the first data and the second data as a
result of capturing the at least one first image and the at least one second image at different

distances from the user.

Page 17 of 386



Application/Control Number: 17/508,887 Page 4
Art Unit: 2494

Independent claim 10 is patentable over the cited prior arts because they do not
anticipate nor fairly and reasonably teach independently or in combination a method
comprising besides other limitations: moving the camera from the first location to a
second location, the second location being a second distance from the user, or the user
moving to change the distance between the user and the camera from the first distance to
the second distance; capturing at least one second image of the user taken with the
camera when the camera is the second distance from the user, the second distance
being different than the first distance; comparing the first data to the second data to
determine whether expected differences exist between the first data and the second data
which indicate three-dimensionality of the user; and verifying the images of the user
exhibit three-dimensional traits when the first data and the second data have expected

differences resulting from the at least one first image being captured with the camera at a

different distance from the user than when the at least one second image is captured.

Independent claim 22 is patentable over the cited prior arts because they do not
anticipate nor fairly and reasonably teach independently or in combination a method
comprising besides other limitations: changing a distance between the user and the
camera to a second distance by the user moving the camera, or the user moving relative to
the camera, or both; comparing one or more aspects of the user’s head from the first image
to one or more aspects of the user’s head from the second image to determine whether

expected differences, between the first image and the second image, exist which indicates
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Application/Control Number: 17/508,887 Page 5
Art Unit: 2494

three-dimensionality of the user, such that the expected differences between the first image
and the second image result from the first image being captured when the camera is at a
different distance from the user than when the second image is captured; and responsive to
the comparing determining that expected differences between the first image and the
second image exist, providing notice to the user, a third party, or both that the

three- dimensionality of the user is verified.

Conclusion
5. Any comments considered necessary by applicant must be submitted no later than
the payment of the issue fee and, to avoid processing delays should be clearly labeled

“Comments on Statement of Reasons for Allowance.”

Any inquiry concerning this communication or earlier communications from the
examiner should be directed to SHANTO ABEDIN whose telephone number is 571-272-
3551. The examiner can normally be reached on M-F from 10:00 AM to 6:30 PM. If attempts
to reach the examiner by telephone are unsuccessful, the examiner's supervisor, Jay Kim,
can be reached on 571-272-3804. The fax phone number for the organization where this
application or proceeding is assigned is 703-872-9306. Information regarding the status of
an application may be obtained from the Patent Application Information Retrieval (PAIR)
system. Status information for published applications may be obtained from either Private

PAIR or Public PAIR. Status information for unpublished applications is available through
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Application/Control Number: 17/508,887 Page 6
Art Unit: 2494

Private PAIR only. For more information about the PAIR system, see http://pair-
direct.uspto.gov. Should you have questions on access to the Private PAIR system, contact
the Electronic Business Center (EBC) at 866-217-9197 (toll-free).

/SHANTO ABEDIN/

Primary Examiner, Art Unit 2494
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L17 1530

L18 1400

L3 (captur$3 OR
camera) SAME
(distance) SAME
(image)(live OR
liveness OR three-
dimensional$3)

L14 ORL15

L16 (recognition)(face
OR facial)(motion OR
movement)(authenticati
on)

L16 (recognition)(face
OR facial)(motion OR
movement)(authenticati
on)(distance)

RS, SE, SG, I, SK,
TH, TN, TR, TW, UA,
VN); FPRS; EPO:
JPO: DERWENT:
IBM_TDB)

(US-PGPUB; USPAT:
USOCR; FIT (AU, AP,
AT, BE, BG, BR, BY,
CA, CH, CN, CS, CU,
Cz, DD, DE, DK, EA,
EE, EP, ES, FI, FR, GB,
HR, HU, ID, IE, IL, IS,
IT, JP, KR, LT, LU, LV,
MA, OA, RU, SU, WO,
MC, MD, MY, NL, NO,
Nz, PH, PL, PT, RO,
RS, SE, SG, I, SK,
TH, TN, TR, TW, UA,
VN); FPRS; EPO:
JPO: DERWENT:
IBM_TDB)

(US-PGPUB; USPAT:
USOCR; FIT (AU, AP,
AT, BE, BG, BR, BY,
CA, CH, CN, CS, CU,
Cz, DD, DE, DK, EA,
EE, EP, ES, FI, FR, GB,
HR, HU, ID, IE, IL, IS,
IT, JP, KR, LT, LU, LV,
MA, OA, RU, SU, WO,
MC, MD, MY, NL, NO,
Nz, PH, PL, PT, RO,
RS, SE, SG, I, SK,
TH, TN, TR, TW, UA,
VN); FPRS; EPO:
JPO: DERWENT:
IBM_TDB)

(US-PGPUB; USPAT:
USOCR; FIT (AU, AP,
AT, BE, BG, BR, BY,
CA, CH, CN, CS, CU,
Cz, DD, DE, DK, EA,
EE, EP, ES, FI, FR, GB,
HR, HU, ID, IE, IL, IS,
IT, JP, KR, LT, LU, LV,
MA, OA, RU, SU, WO,
MC, MD, MY, NL, NO,
Nz, PH, PL, PT, RO,
RS, SE, SG, I, SK,
TH, TN, TR, TW, UA,
VN); FPRS; EPO:
JPO: DERWENT:
IBM_TDB)

(US-PGPUB; USPAT,;
USOCR; FIT (AU, AP,
AT, BE, BG, BR, BY,
CA, CH, CN, CS, CU,

AND

AND

AND

AND

ON

ON

ON

ON

ON

ON

ON

ON

2023/08/26
08:40 PM

2023/08/26
08:40 PM

2023/08/26
08:41 PM

2023/08/26
08:41 PM

08/26/2023 09:38:58 PM
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L19 431

L20 802

L21 1119

L16
((image)(distance)(dime
nsional$3 OR
liveness)).clm.

L18 (GOBF21/32 OR
G06V40/168 OR
G06V40/172 OR
G06V40/18 OR
G06V40/20).cpc.

L19 OR L20

Cz, DD, DE, DK, EA,
EE, EP, ES, FI, FR, GB,
HR, HU, ID, IE, IL, IS,
IT, JP, KR, LT, LU, LV,
MA, OA, RU, SU, WO,
MC, MD, MY, NL, NO,
Nz, PH, PL, PT, RO,
RS, SE, SG, I, SK,
TH, TN, TR, TW, UA,
VN); FPRS; EPO:
JPO: DERWENT:
IBM_TDB)

(US-PGPUB; USPAT:
USOCR; FIT (AU, AP,
AT, BE, BG, BR, BY,
CA, CH, CN, CS, CU,
Cz, DD, DE, DK, EA,
EE, EP, ES, FI, FR, GB,
HR, HU, ID, IE, IL, IS,
IT, JP, KR, LT, LU, LV,
MA, OA, RU, SU, WO,
MC, MD, MY, NL, NO,
Nz, PH, PL, PT, RO,
RS, SE, SG, I, SK,
TH, TN, TR, TW, UA,
VN); FPRS; EPO:
JPO: DERWENT:
IBM_TDB)

(US-PGPUB; USPAT:
USOCR: FIT (AP, AT,
AU, BE, BG, BR, BY,
CA, CH, CN, CS, CU,
Cz, DD, DE, DK, EA,
EE, EP, ES, FI, FR, GB,
HR, HU, ID, IE, IL, IS,
IT, JP, KR, LT, LU, LV,
MA, MC, MD, MY, NL,
NO, NZ, OA, PH, PL,
PT, RO, RS, RU, SE,
SG, SI, SK, SU, TH,
TN, TR, TW, UA, VN,
WO): FPRS: EPO;
JPO; DERWENT:
IBM_TDB)

(US-PGPUB; USPAT,;
USOCR; FIT (AP, AT,
AU, BE, BG, BR, BY,
CA, CH, CN, CS, CU,
CZ, DD, DE, DK, EA,
EE, EP, ES, FI, FR, GB,
HR, HU, ID, IE, IL, IS,
IT, JP, KR, LT, LU, LV,
MA, MC, MD, MY, NL,
NO, NZ, OA, PH, PL,
PT, RO, RS, RU, SE,
SG, SI, 8K, 8SU, TH,
TN, TR, TW, UA, VN,

AND

AND

AND

ON

ON

ON

ON

ON

ON

2023/08/26
08:42 PM

2023/08/26
08:42 PM

2023/08/26
08:42 PM

08/26/2023 09:38:58 PM
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L22 159

L23 80

L24 114

L25 227

L21 (recognition)(face
OR facial)(motion OR
movement)
((authentication)(distanc
e)).cim.

L21
((authentication)(distanc
e) (image)(captur$3 OR
camera)(server)).cim.

L19L20

L22 ORL23 ORL24

WO): FPRS: EPO;
JPO; DERWENT:
IBM_TDB)

(US-PGPUB; USPAT:
USOCR: FIT (AP, AT,
AU, BE, BG, BR, BY,
CA, CH, CN, CS, CU,
Cz, DD, DE, DK, EA,
EE, EP, ES, FI, FR, GB,
HR, HU, ID, IE, IL, IS
IT, JP, KR, LT, LU, LV,
MA, MC, MD, MY, NL,
NO, NZ, OA, PH, PL,
PT, RO, RS, RU, SE,
SG, SI, SK, SU, TH,
TN, TR, TW, UA, VN,
WO): FPRS: EPO;
JPO; DERWENT:
IBM_TDB)

(US-PGPUB; USPAT:
USOCR: FIT (AP, AT,
AU, BE, BG, BR, BY,
CA, CH, CN, CS, CU,
Cz, DD, DE, DK, EA,
EE, EP, ES, FI, FR, GB,
HR, HU, ID, IE, IL, IS
IT, JP, KR, LT, LU, LV,
MA, MC, MD, MY, NL,
NO, NZ, OA, PH, PL,
PT, RO, RS, RU, SE,
SG, SI, SK, SU, TH,
TN, TR, TW, UA, VN,
WO): FPRS: EPO;
JPO; DERWENT:
IBM_TDB)

(US-PGPUB; USPAT:
USOCR: FIT (AP, AT,
AU, BE, BG, BR, BY,
CA, CH, CN, CS, CU,
Cz, DD, DE, DK, EA,
EE, EP, ES, FI, FR, GB,
HR, HU, ID, IE, IL, IS
IT, JP, KR, LT, LU, LV,
MA, MC, MD, MY, NL,
NO, NZ, OA, PH, PL,
PT, RO, RS, RU, SE,
SG, SI, SK, SU, TH,
TN, TR, TW, UA, VN,
WO): FPRS: EPO;
JPO; DERWENT:
IBM_TDB)

(US-PGPUB; USPAT,;
USOCR; FIT (AP, AT,
AU, BE, BG, BR, BY,
CA, CH, CN, CS, CU,
CZ, DD, DE, DK, EA,
EE, EP, ES, FI, FR, GB,

AND

AND

AND

AND

ON

ON

ON

ON

ON

ON

ON

ON

2023/08/26
08:47 PM

2023/08/26
08:48 PM

2023/08/26
08:48 PM

2023/08/26
08:49 PM

08/26/2023 09:38:58 PM
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L26

L27

L28

104

77

56

L25 @ad<"20180220"

L26
(recognition)(authentica
tion)(second) SAME
(image) SAME
(distance)

L26
(recognition)(authentica
tion)(second) SAME
(image) SAME
(distance) (live OR
liveness OR three-
dimensionality)

HR, HU, ID, IE, IL, IS
IT, JP, KR, LT, LU, LV,
MA, MC, MD, MY, NL,
NO, NZ, OA, PH, PL,
PT, RO, RS, RU, SE,
SG, SI, SK, SU, TH,
TN, TR, TW, UA, VN,
WO): FPRS: EPO;
JPO; DERWENT:
IBM_TDB)

(US-PGPUB; USPAT:
USOCR: FIT (AP, AT,
AU, BE, BG, BR, BY,
CA, CH, CN, CS, CU,
Cz, DD, DE, DK, EA,
EE, EP, ES, FI, FR, GB,
HR, HU, ID, IE, IL, IS
IT, JP, KR, LT, LU, LV,
MA, MC, MD, MY, NL,
NO, NZ, OA, PH, PL,
PT, RO, RS, RU, SE,
SG, SI, SK, SU, TH,
TN, TR, TW, UA, VN,
WO): FPRS: EPO;
JPO; DERWENT:
IBM_TDB)

(US-PGPUB; USPAT:
USOCR: FIT (AP, AT,
AU, BE, BG, BR, BY,
CA, CH, CN, CS, CU,
Cz, DD, DE, DK, EA,
EE, EP, ES, FI, FR, GB,
HR, HU, ID, IE, IL, IS
IT, JP, KR, LT, LU, LV,
MA, MC, MD, MY, NL,
NO, NZ, OA, PH, PL,
PT, RO, RS, RU, SE,
SG, SI, SK, SU, TH,
TN, TR, TW, UA, VN,
WO): FPRS: EPO;
JPO; DERWENT:
IBM_TDB)

(US-PGPUB; USPAT,;
USOCR; FIT (AP, AT,
AU, BE, BG, BR, BY,
CA, CH, CN, CS, CU,
CZ, DD, DE, DK, EA,
EE, EP, ES, FI, FR, GB,
HR, HU, ID, IE, IL, IS,
IT, JP, KR, LT, LU, LV,
MA, MC, MD, MY, NL,
NO, NZ, OA, PH, PL,
PT, RO, RS, RU, SE,
SG, SI, 8K, 8SU, TH,
TN, TR, TW, UA, VN,
WO); FPRS; EPO;
JPO; DERWENT;

AND

AND

AND

ON

ON

ON

ON

ON

ON

2023/08/26
08:51 PM

2023/08/26
09:03 PM

2023/08/26
09:04 PM

08/26/2023 09:38:58 PM
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L26 (authenticat$3 OR
identity).ab.
(server)(image)(face
OR facial)

L28 ((image) SAME
(distance) (live OR
liveness OR three-
dimensionality)).clm.

L29 ((image OR
camera)(threshold OR
match$3) (distance)
(live OR liveness OR
three-
dimensionality)).clm.

L30 OR L31

IBM_TDB)

(US-PGPUB; USPAT:
USOCR: FIT (AP, AT,
AU, BE, BG, BR, BY,
CA, CH, CN, CS, CU,
Cz, DD, DE, DK, EA,
EE, EP, ES, FI, FR, GB,
HR, HU, ID, IE, IL, IS
IT, JP, KR, LT, LU, LV,
MA, MC, MD, MY, NL,
NO, NZ, OA, PH, PL,
PT, RO, RS, RU, SE,
SG, SI, SK, SU, TH,
TN, TR, TW, UA, VN,
WO): FPRS: EPO;
JPO; DERWENT:
IBM_TDB)

(US-PGPUB; USPAT:
USOCR: FIT (AP, AT,
AU, BE, BG, BR, BY,
CA, CH, CN, CS, CU,
Cz, DD, DE, DK, EA,
EE, EP, ES, FI, FR, GB,
HR, HU, ID, IE, IL, IS
IT, JP, KR, LT, LU, LV,
MA, MC, MD, MY, NL,
NO, NZ, OA, PH, PL,
PT, RO, RS, RU, SE,
SG, SI, SK, SU, TH,
TN, TR, TW, UA, VN,
WO): FPRS: EPO;
JPO; DERWENT:
IBM_TDB)

(US-PGPUB; USPAT:
USOCR: FIT (AP, AT,
AU, BE, BG, BR, BY,
CA, CH, CN, CS, CU,
Cz, DD, DE, DK, EA,
EE, EP, ES, FI, FR, GB,
HR, HU, ID, IE, IL, IS
IT, JP, KR, LT, LU, LV,
MA, MC, MD, MY, NL,
NO, NZ, OA, PH, PL,
PT, RO, RS, RU, SE,
SG, SI, SK, SU, TH,
TN, TR, TW, UA, VN,
WO): FPRS: EPO;
JPO; DERWENT:
IBM_TDB)

(US-PGPUB; USPAT,;
USOCR; FIT (AP, AT,
AU, BE, BG, BR, BY,
CA, CH, CN, CS, CU,
CZ, DD, DE, DK, EA,
EE, EP, ES, FI, FR, GB,
HR, HU, ID, IE, IL, IS,
IT, JP, KR, LT, LU, LV,

AND

AND

AND

AND

ON

ON

ON

ON

ON

ON

ON

ON

2023/08/26
09:04 PM

2023/08/26
09:05 PM

2023/08/26
09:11 PM

2023/08/26
09:12 PM

L29 58

L30 7

L31 12

L32 16
08/26/2023 09:38:58 PM
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L32 Kevin near3
Tussy.in.

L32 NOT FaceTec.as.

L34 ((live OR liveness

OR three-dimensionality

OR real) (identity OR
verification OR
authentication)(biometri
¢ OR facial OR
recognition)).ab.

MA, MC, MD, MY, NL,
NO, NZ, OA, PH, PL,
PT, RO, RS, RU, SE,
SG, SI, SK, SU, TH,
TN, TR, TW, UA, VN,
WO): FPRS: EPO;
JPO; DERWENT:
IBM_TDB)

(US-PGPUB; USPAT:
USOCR: FIT (AP, AT,
AU, BE, BG, BR, BY,
CA, CH, CN, CS, CU,
Cz, DD, DE, DK, EA,
EE, EP, ES, FI, FR, GB,
HR, HU, ID, IE, IL, IS
IT, JP, KR, LT, LU, LV,
MA, MC, MD, MY, NL,
NO, NZ, OA, PH, PL,
PT, RO, RS, RU, SE,
SG, SI, SK, SU, TH,
TN, TR, TW, UA, VN,
WO): FPRS: EPO;
JPO; DERWENT:
IBM_TDB)

(US-PGPUB; USPAT:
USOCR: FIT (AP, AT,
AU, BE, BG, BR, BY,
CA, CH, CN, CS, CU,
Cz, DD, DE, DK, EA,
EE, EP, ES, FI, FR, GB,
HR, HU, ID, IE, IL, IS
IT, JP, KR, LT, LU, LV,
MA, MC, MD, MY, NL,
NO, NZ, OA, PH, PL,
PT, RO, RS, RU, SE,
SG, SI, SK, SU, TH,
TN, TR, TW, UA, VN,
WO): FPRS: EPO;
JPO; DERWENT:
IBM_TDB)

(US-PGPUB; USPAT:
USOCR: FIT (AP, AT,
AU, BE, BG, BR, BY,
CA, CH, CN, CS, CU,
Cz, DD, DE, DK, EA,
EE, EP, ES, FI, FR, GB,
HR, HU, ID, IE, IL, IS
IT, JP, KR, LT, LU, LV,
MA, MC, MD, MY, NL,
NO, NZ, OA, PH, PL,
PT, RO, RS, RU, SE,
SG, SI, SK, SU, TH,
TN, TR, TW, UA, VN,
WO): FPRS: EPO;
JPO; DERWENT:
IBM_TDB)

AND

AND

AND

ON

ON

ON

ON

ON

ON

2023/08/26
09:12 PM

2023/08/26
09:13 PM

2023/08/26
09:14 PM

L33 1

L34 12

L35 7
08/26/2023 09:38:58 PM

Workspace: Untitied Case

Page 48 of 386

Page 12 of 17

SA




L36 7 L34 ((live OR liveness |(US-PGPUB; USPAT; |AND ON ON 2023/08/26
OR three-dimensionality|USOCR; FIT (AP, AT, 09:15 PM
OR real) (identity OR AU, BE, BG, BR, BY,
verification OR CA, CH, CN, CS, CU,
authentication)(biometri |CZ, DD, DE, DK, EA,
¢ OR facial OR EE, EP, ES, FI, FR, GB,
recognition)).ab. HR, HU, ID, IE, IL, IS,

(distance OR IT, JP, KR, LT, LU, LV,
movement).cim. MA, MC, MD, MY, NL,
NO, NZ, OA, PH, PL,
PT, RO, RS, RU, SE,
SG, SI, 8K, SU, TH,
TN, TR, TW, UA, VN,
WO); FPRS; EPO;
JPO; DERWENT;
IBM_TDB)
PE2E SEARCH - Search History (Interference)
Ref # Hits [Search Query DBs Default Plurals British Time Stamp
Operator Equivalents

N1 1519 ((image)(distance)(liven |(US-PGPUB; USPAT) |AND ON ON 2023/08/26
ess OR three- 09:17 PM
dimensional$4) (face
OR facial OR
head)).cim. (second)

SAME (image OR
picture) SAME
(distance OR
movement)

N2 3985 (biometric)(authenticatio | (US-PGPUB; USPAT) |AND ON ON 2023/08/26
n) (liveness OR 09:17 PM
dimensionality OR
live)(authentication OR
identity) near3
(serven)(predetermined
OR expected OR
thresold ) SAME
(match$3 OR image OR
compar$3)

N3 8050 (biometric)(authenticat$ [(US-PGPUB; USPAT) |AND ON ON 2023/08/26
3)(serven)(recognition)(i 09:17 PM
mage)(G06F21/32 OR
G06V40/168 OR
G06V40/172 OR
G06V40/18 OR
G06V40/20).cpc.

N4 28 ((image OR (US-PGPUB; USPAT) |AND ON ON 2023/08/26
camera)(threshold OR 09:18 PM
match$3) (distance)

(live OR liveness OR
three-
dimensionality)).clm.
(recognition)(authentica
tion).clm. (second)
SAME (image) SAME
08/26/2023 09:38:58 PM Page 13 of 17
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N5 20

N6 148

(distance)

(US-0066758-$ | US-
0105551-$ | US-
0111493-$ | US-
0196753-% | US-
0276484-% | US-
10032066-$ | US-
10917431-$ | US-
10963669-$ | US-
1693801-$ | US-
20110196753-$ | US-
20110276484-$ | US-
20120066758-$ | US-
20170111493-$ | US-
20190105551-$ | US-
3075573-% | US-
8200980-% | US-
8355528-% | US-
8787627-% | US-
9286507-% | US-
9621548-9$).DID.

(US-7333963-$ | US-
7415152-$ | US-
7428320-% | US-
7519200-$ | US-
7636450-% | US-
7646909-$ | US-
7660444-% | US-
7710693-$ | US-
7783118-$ | US-
7788247-% | US-
7804982-% | US-
7809722-% | US-
7945653-% | US-
7960470-% | US-
8121408-$ | US-
8165352-% | US-
8210247-$ | US-
8244211-$ | US-
8280120-% | US-
8316237-$ | US-
8326000-% | US-
8392268-% | US-
8396246-% | US-
8411909-$ | US-
8416312-$ | US-
8457367-% | US-
8460024-% | US-
8649604-% | US-
8709801-% | US-
8722977-% | US-
8743051-% | US-
8750574-% | US-
8856541-% | US-
8867849-% | US-
8922480-% | US-
8959578-% | US-

(US-PGPUB; USPAT)

(US-PGPUB; USPAT)

OR

OR

ON

ON

ON

ON

2023/08/26
09:22 PM

2023/08/26
09:22 PM

08/26/2023 09:38:58 PM
Workspace: Untitied Case
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9037354-% | US-
9069447-$ | US-
9076008-$ | US-
9076028-% | US-
9137246-$ | US-
9152849-% | US-
9202105-$ | US-
9209355-% | US-
9424491-% | US-
9430695-% | US-
9448687-% | US-
9459132-% | US-
9600649-% | US-
9607138-$ | US-
9708909-% | US-
9740848-% | US-
9798420-% | US-
9911036-% | US-
9958687-% | US-
D485279-$ | US-
D596192-$ | US-
D601582-$ | US-
D606082-$ | US-
D625325-$ | US-
D637604-$ | US-
D640277-$ | US-
D650793-$ | US-
D663743-$ | US-
D663744-$ | US-
D667423-$ | US-
D692018-$ | US-
D692915-$ | US-
D702714-$ | US-
D712909-$ | US-
D713410-$ | US-
D715317-$ | US-
D717339-$ | US-
D717829-$ | US-
D725151-$ | US-
D725668-$ | US-
D726221-$ | US-
D728623-$ | US-
D730389-$ | US-
D730941-$ | US-
D731552-$ | US-
D733755-$ | US-
D736812-$ | US-
D737325-$ | US-
D738921-$ | US-
D740833-$ | US-
D742417-$ | US-
D745567-$ | US-
D747354-$ | US-
D752078-$ | US-
D753132-$ | US-
D756401-$ | US-
D757084-$ | US-
D759723-$ | US-

08/26/2023 09:38:58 PM
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D761268-$ | US-
D761277-$ | US-
D762655-$ | US-
D762673-$ | US-
D762715-$ | US-
D763271-$ | US-
D763306-$ | US-
D764526-$ | US-
D764534-$ | US-
D765117-$ | US-
D765133-$ | US-
D765674-$ | US-
D766298-$ | US-
D766314-$ | US-
D766926-$ | US-
D769933-$ | US-
D772288-$ | US-
D772929-$ | US-
D776680-$ | US-
D777755-$ | US-
D778923-$ | US-
D778940-$ | US-
D780781-$ | US-
D783633-$ | US-
D783652-$ | US-
D784363-% | US-
D787527-$ | US-
D788122-$ | US-
D788810-$ | US-
D790567-$ | US-
D791158-$ | US-
D794663-$ | US-
D798321-$ | US-
D798902-$ | US-
D799544-$ | US-
D800743-$ | US-
D801990-$ | US-
D803870-$ | US-
D805546-$ | US-
D805548-$ | US-
D806113-$ | US-
D807378-$ | US-
D807381-$ | US-
D817994-$ | US-
D819075-$ | US-
D820305-$ | US-
D821439-$ | US-
D821443-$ | US-
D822054-$ | US-
D823335-$ | US-
D823867-$ | US-
D823891-$ | US-
D825587-$ | US-
D825588-$).DID.

N7 23 N1 N2 (US-PGPUB; USPAT) [AND ON ON 2023/08/26
09:22 PM

N8 274 N3 (distance) SAME (US-PGPUB; USPAT) [AND ON ON 2023/08/26
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(face OR camera).cim. 09:23 PM
(match$3 OR threshold)

N9 454 N4 OR N5 OR N6 OR |(US-PGPUB; USPAT) |AND ON ON 2023/08/26
N7 OR N8 09:23 PM

N10 22 N9 ((live OR liveness (US-PGPUB; USPAT) |AND ON ON 2023/08/26
OR three-dimensionality 09:24 PM
OR real) (identity OR
verification OR
authentication)(biometri
¢ OR facial OR
recognition)).ab.

(distance OR
movement).cim.

N11 63 N9 ((image OR (US-PGPUB; USPAT) |AND ON ON 2023/08/26
camera)(threshold OR 09:24 PM
match$3) (distance)

(live OR liveness OR
three-
dimensionality)).clm.
N12 84 N5 OR N10 OR N11 (US-PGPUB; USPAT) |AND ON ON 2023/08/26
09:25 PM
N13 30 N12 @ad<"20180220" |(US-PGPUB; USPAT) |AND ON ON 2023/08/26
09:34 PM

N14 0 N13 Kevin near3 (US-PGPUB; USPAT) |AND ON ON 2023/08/26
Tussy.in. 09:35 PM

N15 21 N13 ((dimensional$3 (US-PGPUB; USPAT) |AND ON ON 2023/08/26
OR liveness OR live OR 09:37 PM
real)(image)(distance
OR path OR
movement)).clm.

N16 8 N15 ((live OR liveness |(US-PGPUB; USPAT) |AND ON ON 2023/08/26
OR three-dimensionality 09:37 PM
OR real) (identity OR
verification OR
authentication)(biometri
¢ OR facial OR
recognition)).ab.

N17 3 N16 (face OR facial OR |(US-PGPUB; USPAT) |AND ON ON 2023/08/26
head).cim. (distance) 09:38 PM
SAME (face OR
camera).clm. (match$3
OR threshold)

08/26/2023 09:38:58 PM Page 17 of 17
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PE2E SEARCH - Search History (Prior Art)

Ref # Hits

Search Query

DBs

Default
Operator

Plurals

British
Equivalents

Time Stamp

L1 116

L2 26

L3 131

L4 197937

Kevin near3 Tussy.in.

FaceTec.as.

L1 OR L2

(GO6F21/32 OR
G06Vv40/168 OR
G06V40/172 OR

G06Vv40/18 OR

(US-PGPUB; USPAT:
USOCR; FIT (AU, AP,
AT, BE, BG, BR, BY,
CA, CH, CN, CS, CU,
Cz, DD, DE, DK, EA,
EE, EP, ES, FI, FR, GB,
HR, HU, ID, IE, IL, IS,
IT, JP, KR, LT, LU, LV,
MA, OA, RU, SU, WO,
MC, MD, MY, NL, NO,
Nz, PH, PL, PT, RO,
RS, SE, SG, I, SK,
TH, TN, TR, TW, UA,
VN); FPRS; EPO:
JPO: DERWENT:
IBM_TDB)

(US-PGPUB; USPAT:
USOCR; FIT (AU, AP,
AT, BE, BG, BR, BY,
CA, CH, CN, CS, CU,
Cz, DD, DE, DK, EA,
EE, EP, ES, FI, FR, GB,
HR, HU, ID, IE, IL, IS,
IT, JP, KR, LT, LU, LV,
MA, OA, RU, SU, WO,
MC, MD, MY, NL, NO,
Nz, PH, PL, PT, RO,
RS, SE, SG, I, SK,
TH, TN, TR, TW, UA,
VN); FPRS; EPO:
JPO: DERWENT:
IBM_TDB)

(US-PGPUB; USPAT:
USOCR; FIT (AU, AP,
AT, BE, BG, BR, BY,
CA, CH, CN, CS, CU,
Cz, DD, DE, DK, EA,
EE, EP, ES, FI, FR, GB,
HR, HU, ID, IE, IL, IS,
IT, JP, KR, LT, LU, LV,
MA, OA, RU, SU, WO,
MC, MD, MY, NL, NO,
Nz, PH, PL, PT, RO,
RS, SE, SG, I, SK,
TH, TN, TR, TW, UA,
VN); FPRS; EPO:
JPO: DERWENT:
IBM_TDB)

(US-PGPUB; USPAT,;
USOCR; FIT (AU, AP,
AT, BE, BG, BR, BY,

CA, CH, CN, CS, CU,

AND

AND

AND

AND

ON

ON

ON

ON

ON

ON

ON

ON

2023/01/23
07:32 PM

2023/01/23
07:33 PM

2023/01/23
07:39 PM

2023/01/23
07:42 PM

01/24/2023 08:37:30 PM
Workspace: Untitied Case
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L5 25

L6 6

L7 2

G06V40/20).cpc.

L3
((image)(distance)(liven
ess OR three-
dimensionality)).clm.

L3
((image)(distance)(liven
ess OR three-
dimensionality)(illuminat
ion OR visibility OR
suitable)(face OR facial
OR head)).cim.

"10614204".pn.

Cz, DD, DE, DK, EA,
EE, EP, ES, FI, FR, GB,
HR, HU, ID, IE, IL, IS,
IT, JP, KR, LT, LU, LV,
MA, OA, RU, SU, WO,
MC, MD, MY, NL, NO,
Nz, PH, PL, PT, RO,
RS, SE, SG, I, SK,
TH, TN, TR, TW, UA,
VN); FPRS; EPO:
JPO: DERWENT:
IBM_TDB)

(US-PGPUB; USPAT:
USOCR; FIT (AU, AP,
AT, BE, BG, BR, BY,
CA, CH, CN, CS, CU,
Cz, DD, DE, DK, EA,
EE, EP, ES, FI, FR, GB,
HR, HU, ID, IE, IL, IS,
IT, JP, KR, LT, LU, LV,
MA, OA, RU, SU, WO,
MC, MD, MY, NL, NO,
Nz, PH, PL, PT, RO,
RS, SE, SG, I, SK,
TH, TN, TR, TW, UA,
VN); FPRS; EPO:
JPO: DERWENT:
IBM_TDB)

(US-PGPUB; USPAT:
USOCR; FIT (AU, AP,
AT, BE, BG, BR, BY,
CA, CH, CN, CS, CU,
Cz, DD, DE, DK, EA,
EE, EP, ES, FI, FR, GB,
HR, HU, ID, IE, IL, IS,
IT, JP, KR, LT, LU, LV,
MA, OA, RU, SU, WO,
MC, MD, MY, NL, NO,
Nz, PH, PL, PT, RO,
RS, SE, SG, I, SK,
TH, TN, TR, TW, UA,
VN); FPRS; EPO:
JPO: DERWENT:
IBM_TDB)

(US-PGPUB; USPAT,;
USOCR; FIT (AU, AP,
AT, BE, BG, BR, BY,
CA, CH, CN, CS, CU,
CZ, DD, DE, DK, EA,
EE, EP, ES, FI, FR, GB,
HR, HU, ID, IE, IL, IS,
IT, JP, KR, LT, LU, LV,
MA, OA, RU, SU, WO,
MC, MD, MY, NL, NO,
NZ, PH, PL, PT, RO,
RS, SE, SG, SI, SK,
TH, TN, TR, TW, UA,

AND

AND

AND

ON

ON

ON

ON

ON

ON

2023/01/23
07:43 PM

2023/01/23
07:46 PM

2023/01/23
07:47 PM

01/24/2023 08:37:30 PM
Workspace: Untitied Case
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L8 4

L9 8

L10 3

L11 22045

"11157606".pn.

"11157606".pn.
"10614204".pn.
"10776471".pn.

L9
((image)(distance)(liven
ess OR three-
dimensional$4)(face
OR facial OR
head)).cim.

((image)(distance)(liven
ess OR three-
dimensional$4)(face
OR facial OR
head)).cim.

VN); FPRS; EPO:
JPO: DERWENT:
IBM_TDB)

(US-PGPUB; USPAT:
USOCR; FIT (AU, AP,
AT, BE, BG, BR, BY,
CA, CH, CN, CS, CU,
Cz, DD, DE, DK, EA,
EE, EP, ES, FI, FR, GB,
HR, HU, ID, IE, IL, IS,
IT, JP, KR, LT, LU, LV,
MA, OA, RU, SU, WO,
MC, MD, MY, NL, NO,
Nz, PH, PL, PT, RO,
RS, SE, SG, I, SK,
TH, TN, TR, TW, UA,
VN); FPRS; EPO:
JPO: DERWENT:
IBM_TDB)

(US-PGPUB; USPAT:
USOCR; FIT (AU, AP,
AT, BE, BG, BR, BY,
CA, CH, CN, CS, CU,
Cz, DD, DE, DK, EA,
EE, EP, ES, FI, FR, GB,
HR, HU, ID, IE, IL, IS,
IT, JP, KR, LT, LU, LV,
MA, OA, RU, SU, WO,
MC, MD, MY, NL, NO,
Nz, PH, PL, PT, RO,
RS, SE, SG, I, SK,
TH, TN, TR, TW, UA,
VN); FPRS; EPO:
JPO: DERWENT:
IBM_TDB)

(US-PGPUB; USPAT:
USOCR: FIT (AP, AT,
AU, BE, BG, BR, BY,
CA, CH, CN, CS, CU,
Cz, DD, DE, DK, EA,
EE, EP, ES, FI, FR, GB,
HR, HU, ID, IE, IL, IS,
IT, JP, KR, LT, LU, LV,
MA, MC, MD, MY, NL,
NO, NZ, OA, PH, PL,
PT, RO, RS, RU, SE,
SG, SI, SK, SU, TH,
TN, TR, TW, UA, VN,
WO): FPRS: EPO;
JPO; DERWENT:
IBM_TDB)

(US-PGPUB; USPAT,;
USOCR; FIT (AP, AT,
AU, BE, BG, BR, BY,
CA, CH, CN, CS, CU,
CZ, DD, DE, DK, EA,
EE, EP, ES, FI, FR, GB,

AND

OR

AND

AND

ON

ON

ON

ON

ON

ON

ON

ON

2023/01/23
07:49 PM

2023/01/23
08:01 PM

2023/01/23
08:01 PM

2023/01/23
08:07 PM

01/24/2023 08:37:30 PM
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((image) SAME
(distance)(liveness OR
three-
dimensional$4)(face
OR facial OR
head)).cim.

((image) SAME
(distance)(liveness OR
three-dimensional$4
OR live OR
physical)(face OR facial
OR head)).cim.

((image) SAME
(distance)(liveness OR
three-dimensional$4
OR live OR physical)
SAME (distance OR
expected OR
determin$3)(face OR
facial OR head)).clm.

HR, HU, ID, IE, IL, IS
IT, JP, KR, LT, LU, LV,
MA, MC, MD, MY, NL,
NO, NZ, OA, PH, PL,
PT, RO, RS, RU, SE,
SG, SI, SK, SU, TH,
TN, TR, TW, UA, VN,
WO): FPRS: EPO;
JPO; DERWENT:
IBM_TDB)

(US-PGPUB; USPAT:
USOCR: FIT (AP, AT,
AU, BE, BG, BR, BY,
CA, CH, CN, CS, CU,
Cz, DD, DE, DK, EA,
EE, EP, ES, FI, FR, GB,
HR, HU, ID, IE, IL, IS
IT, JP, KR, LT, LU, LV,
MA, MC, MD, MY, NL,
NO, NZ, OA, PH, PL,
PT, RO, RS, RU, SE,
SG, SI, SK, SU, TH,
TN, TR, TW, UA, VN,
WO): FPRS: EPO;
JPO; DERWENT:
IBM_TDB)

(US-PGPUB; USPAT:
USOCR: FIT (AP, AT,
AU, BE, BG, BR, BY,
CA, CH, CN, CS, CU,
Cz, DD, DE, DK, EA,
EE, EP, ES, FI, FR, GB,
HR, HU, ID, IE, IL, IS
IT, JP, KR, LT, LU, LV,
MA, MC, MD, MY, NL,
NO, NZ, OA, PH, PL,
PT, RO, RS, RU, SE,
SG, SI, SK, SU, TH,
TN, TR, TW, UA, VN,
WO): FPRS: EPO;
JPO; DERWENT:
IBM_TDB)

(US-PGPUB; USPAT,;
USOCR; FIT (AP, AT,
AU, BE, BG, BR, BY,
CA, CH, CN, CS, CU,
CZ, DD, DE, DK, EA,
EE, EP, ES, FI, FR, GB,
HR, HU, ID, IE, IL, IS,
IT, JP, KR, LT, LU, LV,
MA, MC, MD, MY, NL,
NO, NZ, OA, PH, PL,
PT, RO, RS, RU, SE,
SG, SI, 8K, 8SU, TH,
TN, TR, TW, UA, VN,
WO); FPRS; EPO;
JPO; DERWENT;

AND

AND

AND

ON

ON

ON

ON

ON

ON

2023/01/23
08:07 PM

2023/01/23
08:08 PM

2023/01/23
08:09 PM

L12 14595
L13 19006
L14 14256
01/24/2023 08:37:30 PM
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IBM_TDB)

L15 4444 ((second) SAME (US-PGPUB; USPAT; |AND ON ON 2023/01/23
(image) SAME USOCR; FIT (AP, AT, 08:09 PM
(distance)(liveness OR |AU, BE, BG, BR, BY,
three-dimensional$4 CA,CH,CN, CS, CU,

OR live OR physical) CZ, DD, DE, DK, EA,

SAME (distance OR EE, EP, ES, FI, FR, GB,

expected OR HR, HU, ID, IE, IL, IS,

determin$3)(face OR IT, JP, KR, LT, LU, LV,

facial OR head)).cim. MA, MC, MD, MY, NL,
NO, NZ, OA, PH, PL,
PT, RO, RS, RU, SE,
SG, Sl, SK, SU, TH,
TN, TR, TW, UA, VN,
WO); FPRS; EPO;
JPO; DERWENT;
IBM_TDB)

L16 118 ((second) SAME (US-PGPUB; USPAT; |AND ON ON 2023/01/23
(image) SAME USOCR; FIT (AP, AT, 08:09 PM
(distance)(liveness OR |AU, BE, BG, BR, BY,
three-dimensional$4 CA,CH,CN, CS, CU,

OR live OR physical) CZ, DD, DE, DK, EA,
SAME (distance OR EE, EP, ES, FI, FR, GB,
expected OR HR, HU, ID, IE, IL, IS,
determin$3)(face OR IT, JP, KR, LT, LU, LV,
facial OR head)).cim. MA, MC, MD, MY, NL,
(biometric)(authenticatio |NO, NZ, OA, PH, PL,
n) PT, RO, RS, RU, SE,
SG, Sl, SK, SU, TH,
TN, TR, TW, UA, VN,
WO); FPRS; EPO;
JPO; DERWENT;
IBM_TDB)

L17 175 ((second) SAME (US-PGPUB; USPAT; |AND ON ON 2023/01/23
(image) SAME USOCR; FIT (AP, AT, 08:10 PM
(distance)(liveness OR |AU, BE, BG, BR, BY,
three-dimensional$4 CA,CH,CN, CS, CU,

OR live OR physical) CZ, DD, DE, DK, EA,
SAME (distance OR EE, EP, ES, FI, FR, GB,
expected OR HR, HU, ID, IE, IL, IS,
determin$3)(face OR IT, JP, KR, LT, LU, LV,
facial OR head)).cim. MA, MC, MD, MY, NL,
(biometric)(authenticatio |NO, NZ, OA, PH, PL,
n OR identity ) PT, RO, RS, RU, SE,
SG, Sl, SK, SU, TH,
TN, TR, TW, UA, VN,
WO); FPRS; EPO;
JPO; DERWENT;
IBM_TDB)

L18 107 ((second) SAME (US-PGPUB; USPAT; |AND ON ON 2023/01/23
(image) SAME USOCR; FIT (AP, AT, 08:10 PM
(distance)(liveness OR |AU, BE, BG, BR, BY,
three-dimensional$4 CA,CH,CN, CS, CU,

OR live OR physical) CZ, DD, DE, DK, EA,
SAME (distance OR EE, EP, ES, FI, FR, GB,
expected OR HR, HU, ID, IE, IL, IS,
determin$3)(face OR IT, JP, KR, LT, LU, LV,
01/24/2023 08:37:30 PM Page 5 of 24
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facial OR head)).cim. MA, MC, MD, MY, NL,

(biometric)(authenticatio |NO, NZ, OA, PH, PL,

n OR identity PT, RO, RS, RU, SE,

)(predetermined OR SG, Sl, 8K, suU, TH,

expected OR TN, TR, TW, UA, VN,

threshold).cim. WO); FPRS; EPO;
JPO; DERWENT;
IBM_TDB)

L19 99 ((second) SAME (US-PGPUB; USPAT; |AND ON ON 2023/01/23
(image) SAME USOCR; FIT (AP, AT, 08:11 PM
(distance)(liveness OR |AU, BE, BG, BR, BY,
three-dimensional$4 CA,CH,CN, CS, CU,

OR live OR physical) CZ, DD, DE, DK, EA,
SAME (distance OR EE, EP, ES, FI, FR, GB,
expected OR HR, HU, ID, IE, IL, IS,
determin$3)(face OR IT, JP, KR, LT, LU, LV,
facial OR head)).cim. MA, MC, MD, MY, NL,
(biometric)(authenticatio |NO, NZ, OA, PH, PL,
n OR identity PT, RO, RS, RU, SE,
)(predetermined OR SG, Sl, 8K, suU, TH,
expected OR TN, TR, TW, UA, VN,
threshold).clm. (face WO); FPRS; EPO;
OR facial) JPO; DERWENT;
IBM_TDB)

L20 63 ((second) SAME (US-PGPUB; USPAT; |AND ON ON 2023/01/23
(image) SAME USOCR; FIT (AP, AT, 08:11 PM
(distance)(liveness OR |AU, BE, BG, BR, BY,
three-dimensional$4 CA,CH,CN, CS, CU,

OR live OR physical) CZ, DD, DE, DK, EA,
SAME (distance OR EE, EP, ES, FI, FR, GB,
expected OR HR, HU, ID, IE, IL, IS,
determin$3)(face OR IT, JP, KR, LT, LU, LV,
facial OR head)).cim. MA, MC, MD, MY, NL,
(biometric)(authenticatio |NO, NZ, OA, PH, PL,
n OR identity PT, RO, RS, RU, SE,
)(predetermined OR SG, Sl, 8K, suU, TH,
expected OR TN, TR, TW, UA, VN,
threshold).clm. (face WO); FPRS; EPO;
OR facial)(camera).cim. |JPO; DERWENT,;
IBM_TDB)
L21 25 L20 @ad<"20180220" |(US-PGPUB; USPAT; |AND ON ON 2023/01/23
USOCR; FIT (AP, AT, 08:12 PM
AU, BE, BG, BR, BY,
CA,CH,CN, CS, CU,
CZ, DD, DE, DK, EA,
EE, EP, ES, FI, FR, GB,
HR, HU, ID, IE, IL, IS,
IT, JP, KR, LT, LU, LV,
MA, MC, MD, MY, NL,
NO, NZ, OA, PH, PL,
PT, RO, RS, RU, SE,
SG, Sl, SK, SU, TH,
TN, TR, TW, UA, VN,
WO); FPRS; EPO;
JPO; DERWENT;
IBM_TDB)
L22 10 L21 NOT FaceTec.as. [(US-PGPUB; USPAT; |AND ON ON 2023/01/23
01/24/2023 08:37:30 PM Page 6 of 24
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L23 272

L24 377

L25 144

((liveness OR three-
dimensional$4 OR live
OR physical) (face OR
facial OR head) SAME
(side OR portion OR
captur$3)(illuminat$4
OR
brightness)).cim.(authe
ntication)(biometric)(dist
ance)(image)

L16 ORL23

L24 (authentication OR
live OR liveness OR
dimensional$4).ab.
(image) SAME
(distance)

USOCR: FIT (AP, AT,
AU, BE, BG, BR, BY,
CA, CH, CN, CS, CU,
Cz, DD, DE, DK, EA,
EE, EP, ES, FI, FR, GB,
HR, HU, ID, IE, IL, IS
IT, JP, KR, LT, LU, LV,
MA, MC, MD, MY, NL,
NO, NZ, OA, PH, PL,
PT, RO, RS, RU, SE,
SG, SI, SK, SU, TH,
TN, TR, TW, UA, VN,
WO): FPRS: EPO;
JPO; DERWENT:
IBM_TDB)

(US-PGPUB; USPAT:
USOCR: FIT (AP, AT,
AU, BE, BG, BR, BY,
CA, CH, CN, CS, CU,
Cz, DD, DE, DK, EA,
EE, EP, ES, FI, FR, GB,
HR, HU, ID, IE, IL, IS
IT, JP, KR, LT, LU, LV,
MA, MC, MD, MY, NL,
NO, NZ, OA, PH, PL,
PT, RO, RS, RU, SE,
SG, SI, SK, SU, TH,
TN, TR, TW, UA, VN,
WO): FPRS: EPO;
JPO; DERWENT:
IBM_TDB)

(US-PGPUB; USPAT:
USOCR: FIT (AP, AT,
AU, BE, BG, BR, BY,
CA, CH, CN, CS, CU,
Cz, DD, DE, DK, EA,
EE, EP, ES, FI, FR, GB,
HR, HU, ID, IE, IL, IS
IT, JP, KR, LT, LU, LV,
MA, MC, MD, MY, NL,
NO, NZ, OA, PH, PL,
PT, RO, RS, RU, SE,
SG, SI, SK, SU, TH,
TN, TR, TW, UA, VN,
WO): FPRS: EPO;
JPO; DERWENT:
IBM_TDB)

(US-PGPUB; USPAT,;
USOCR; FIT (AP, AT,
AU, BE, BG, BR, BY,
CA, CH, CN, CS, CU,
CZ, DD, DE, DK, EA,
EE, EP, ES, FI, FR, GB,
HR, HU, ID, IE, IL, IS,
IT, JP, KR, LT, LU, LV,
MA, MC, MD, MY, NL,
NO, NZ, OA, PH, PL,

AND

AND

AND

ON

ON

ON

ON

ON

ON

08:12 PM

2023/01/23
08:16 PM

2023/01/23
08:16 PM

2023/01/23
08:17 PM

01/24/2023 08:37:30 PM
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L26 61

L27 24

L28 7

L29 33

L25 @ad<"20180220"

L26 NOT FaceTec.as.

L27 (second) SAME
(image) SAME
(captur$3 OR camera)
SAME (distance)

L22 OR L27

PT, RO, RS, RU, SE,
SG, SI, SK, SU, TH,
TN, TR, TW, UA, VN,
WO): FPRS: EPO;
JPO; DERWENT:
IBM_TDB)

(US-PGPUB; USPAT,;
USOCR; FIT (AP, AT,
AU, BE, BG, BR, BY,
CA, CH, CN, CS, CU,
CZ, DD, DE, DK, EA,

EE, EP, ES, FI, FR, GB,

HR, HU, ID, IE, IL, IS,
IT, JP, KR, LT, LU, LV,
MA, MC, MD, MY, NL,
NO, NZ, OA, PH, PL,
PT, RO, RS, RU, SE,
SG, SI, SK, SU, TH,
TN, TR, TW, UA, VN,
WO): FPRS: EPO;
JPO; DERWENT:
IBM_TDB)

(US-PGPUB; USPAT,;
USOCR; FIT (AP, AT,
AU, BE, BG, BR, BY,
CA, CH, CN, CS, CU,
CZ, DD, DE, DK, EA,

EE, EP, ES, FI, FR, GB,

HR, HU, ID, IE, IL, IS,
IT, JP, KR, LT, LU, LV,
MA, MC, MD, MY, NL,
NO, NZ, OA, PH, PL,
PT, RO, RS, RU, SE,
SG, SI, SK, SU, TH,
TN, TR, TW, UA, VN,
WO): FPRS: EPO;
JPO; DERWENT:
IBM_TDB)

(US-PGPUB; USPAT,;
USOCR; FIT (AP, AT,
AU, BE, BG, BR, BY,
CA, CH, CN, CS, CU,
CZ, DD, DE, DK, EA,

EE, EP, ES, FI, FR, GB,

HR, HU, ID, IE, IL, IS,
IT, JP, KR, LT, LU, LV,
MA, MC, MD, MY, NL,
NO, NZ, OA, PH, PL,
PT, RO, RS, RU, SE,
SG, SI, SK, SU, TH,
TN, TR, TW, UA, VN,
WO): FPRS: EPO;
JPO; DERWENT:
IBM_TDB)

(US-PGPUB; USPAT,;
USOCR; FIT (AP, AT,
AU, BE, BG, BR, BY,

AND

AND

AND

AND

ON

ON

ON

ON

ON

ON

ON

ON

2023/01/23
08:17 PM

2023/01/23
08:18 PM

2023/01/23
08:19 PM

2023/01/23
08:20 PM

01/24/2023 08:37:30 PM
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L30

L31

L32

12

14

23

L29 (second OR

compar$3 OR match$3)

SAME (image) SAME
(captur$3 OR camera)
SAME (distance OR
movement OR moving
OR path).cim.

L29 (illumination OR
brightness).clm.

L30 OR L31

CA, CH, CN, CS, CU,
Cz, DD, DE, DK, EA,
EE, EP, ES, FI, FR, GB,
HR, HU, ID, IE, IL, IS
IT, JP, KR, LT, LU, LV,
MA, MC, MD, MY, NL,
NO, NZ, OA, PH, PL,
PT, RO, RS, RU, SE,
SG, SI, SK, SU, TH,
TN, TR, TW, UA, VN,
WO): FPRS: EPO;
JPO; DERWENT:
IBM_TDB)

(US-PGPUB; USPAT:
USOCR: FIT (AP, AT,
AU, BE, BG, BR, BY,
CA, CH, CN, CS, CU,
Cz, DD, DE, DK, EA,
EE, EP, ES, FI, FR, GB,
HR, HU, ID, IE, IL, IS
IT, JP, KR, LT, LU, LV,
MA, MC, MD, MY, NL,
NO, NZ, OA, PH, PL,
PT, RO, RS, RU, SE,
SG, SI, SK, SU, TH,
TN, TR, TW, UA, VN,
WO): FPRS: EPO;
JPO; DERWENT:
IBM_TDB)

(US-PGPUB; USPAT:
USOCR: FIT (AP, AT,
AU, BE, BG, BR, BY,
CA, CH, CN, CS, CU,
Cz, DD, DE, DK, EA,
EE, EP, ES, FI, FR, GB,
HR, HU, ID, IE, IL, IS
IT, JP, KR, LT, LU, LV,
MA, MC, MD, MY, NL,
NO, NZ, OA, PH, PL,
PT, RO, RS, RU, SE,
SG, SI, SK, SU, TH,
TN, TR, TW, UA, VN,
WO): FPRS: EPO;
JPO; DERWENT:
IBM_TDB)

(US-PGPUB; USPAT,;
USOCR; FIT (AP, AT,
AU, BE, BG, BR, BY,
CA, CH, CN, CS, CU,
CZ, DD, DE, DK, EA,
EE, EP, ES, FI, FR, GB,
HR, HU, ID, IE, IL, IS,
IT, JP, KR, LT, LU, LV,
MA, MC, MD, MY, NL,
NO, NZ, OA, PH, PL,
PT, RO, RS, RU, SE,
SG, SI, 8K, 8SU, TH,

AND

AND

AND

ON

ON

ON

ON

ON

ON

2023/01/23
08:20 PM

2023/01/23
08:22 PM

2023/01/23
08:22 PM

01/24/2023 08:37:30 PM
Workspace: Untitied Case
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TN, TR, TW, UA, VN,
WO); FPRS; EPO;
JPO; DERWENT;
IBM_TDB)

L33 12 L32 (distance).cim. (US-PGPUB; USPAT; |AND ON ON 2023/01/23
(liveness OR USOCR; FIT (AP, AT, 08:23 PM
dimensional$4) AU, BE, BG, BR, BY,

CA,CH,CN, CS, CU,
CZ, DD, DE, DK, EA,
EE, EP, ES, FI, FR, GB,
HR, HU, ID, IE, IL, IS,
IT, JP, KR, LT, LU, LV,
MA, MC, MD, MY, NL,
NO, NZ, OA, PH, PL,
PT, RO, RS, RU, SE,
SG, Sl, SK, SU, TH,
TN, TR, TW, UA, VN,
WO); FPRS; EPO;
JPO; DERWENT;
IBM_TDB)

L34 40 (US-0066758-$ | US- (US-PGPUB; USPAT; |OR ON ON 2023/01/23
0105551-$ | US- USOCR; FIT (AP, AT, 08:37 PM
0111493-$ | US- AU, BE, BG, BR, BY,
0196753-$ | US- CA,CH, CN, Cs, CU,

0276484-% | US- CZ, DD, DE, DK, EA,
10032066-$ | US- EE, EP, ES, FI, FR, GB,
10917431-$ | US- HR, HU, ID, IE, IL, IS,
10963669-$ | US- IT, JP, KR, LT, LU, LV,
1693801-$ | US- MA, MC, MD, MY, NL,
20110196753-$ | US- |NO, NZ, OA, PH, PL,
20110276484-$ | US- |PT, RO, RS, RU, SE,
20120066758-$ | US- |SG, SI, SK, SU, TH,
20170111493-$ | US- |TN, TR, TW, UA, VN,
20190105551-$ | US- |WO); FPRS; EPO;
3075573-% | US- JPO; DERWENT;
8200980-$ | US- IBM_TDB)

8355528-% | US-

8787627-$ | US-

9286507-$ | US-

9621548-3).DID.

L35 88 (US-0031173-$ | US- (US-PGPUB; USPAT; |OR ON ON 2023/01/23
0065855-$ | US- USOCR; FIT (AP, AT, 08:38 PM
0065885-$ | US- AU, BE, BG, BR, BY,
0070678-$ | US- CA,CH, CN, Cs, CU,
0081338-$ | US- CZ, DD, DE, DK, EA,
0091136-$ | US- EE, EP, ES, FI, FR, GB,

0094849-% | US- HR, HU, ID, IE, IL, IS,
0103652-$ | US- IT, JP, KR, LT, LU, LV,
0109584-$ | US- MA, MC, MD, MY, NL,
0125991-$ | US- NO, NZ, OA, PH, PL,
0133599-% | US- PT, RO, RS, RU, SE,
0143598-$ | US- SG, SI, 8K, SU, TH,
0190758-$ | US- TN, TR, TW, UA, VN,
0198368-$ | US- WO); FPRS; EPO;
0201709-$ | US- JPO; DERWENT;
0218792-$ | US- IBM_TDB)
0236832-$ | US-

01/24/2023 08:37:30 PM Page 10 of 24

Workspace: Untitied Case
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L36 128

L37 8

0264780-% | US-
20030103652-$ | US-
20030133599-$ | US-
20030198368-$ | US-
20030236832-$ | US-
20040070678-$ | US-
20040081338-$ | US-
20040091136-$ | US-
20040109584-$ | US-
20040125991-$ | US-
20040143598-$ | US-
20040190758-$ | US-
20040201709-$ | US-
20040218792-$ | US-
20040264780-$ | US-
20050031173-$ | US-
20050065855-$ | US-
20050065885-$ | US-
20050094849-$ | US-
6678664-$ | US-
6687390-$ | US-
6697502-$ | US-
6711584-$ | US-
6728401-$ | US-
6775397-$ | US-
6840149-$ | US-
D485279-$).DID.

L34 OR L35

L36 (second OR
compar$3 OR match$3)
SAME (image) SAME
(captur$3 OR camera)
SAME (distance OR
movement OR moving
OR path)(authentication
OR identity OR
recognition)(live OR
liveness OR physical)

(US-PGPUB; USPAT:
USOCR: FIT (AP, AT,
AU, BE, BG, BR, BY,
CA, CH, CN, CS, CU,
Cz, DD, DE, DK, EA,
EE, EP, ES, FI, FR, GB,
HR, HU, ID, IE, IL, IS,
IT, JP, KR, LT, LU, LV,
MA, MC, MD, MY, NL,
NO, NZ, OA, PH, PL,
PT, RO, RS, RU, SE,
SG, SI, SK, SU, TH,
TN, TR, TW, UA, VN,
WO): FPRS: EPO;
JPO; DERWENT:
IBM_TDB)

(US-PGPUB; USPAT,;
USOCR; FIT (AP, AT,
AU, BE, BG, BR, BY,
CA, CH, CN, CS, CU,
CZ, DD, DE, DK, EA,
EE, EP, ES, FI, FR, GB,
HR, HU, ID, IE, IL, IS,
IT, JP, KR, LT, LU, LV,
MA, MC, MD, MY, NL,
NO, NZ, OA, PH, PL,
PT, RO, RS, RU, SE,
SG, SI, 8K, 8SU, TH,
TN, TR, TW, UA, VN,
WO); FPRS; EPO;

OR

AND

ON

ON

ON

ON

2023/01/23
08:38 PM

2023/01/23
08:39 PM

01/24/2023 08:37:30 PM
Workspace: Untitied Case
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Page 11 of 24

SA




L38 24

L39 26

L40 1

L41 49

L36 (GOBF21/32 OR
G06V40/168 OR
G06V40/172 OR
G06V40/18 OR
G06V40/20).cpc.

L37 ORL38

L38 (image).clm.
(illumination OR
distance).clm.

L32 ORL39

JPO: DERWENT:
IBM_TDB)

(US-PGPUB; USPAT:
USOCR: FIT (AP, AT,
AU, BE, BG, BR, BY,
CA, CH, CN, CS, CU,
Cz, DD, DE, DK, EA,
EE, EP, ES, FI, FR, GB,
HR, HU, ID, IE, IL, IS,
IT, JP, KR, LT, LU, LV,
MA, MC, MD, MY, NL,
NO, NZ, OA, PH, PL,
PT, RO, RS, RU, SE,
SG, SI, SK, SU, TH,
TN, TR, TW, UA, VN,
WO): FPRS: EPO;
JPO; DERWENT:
IBM_TDB)

(US-PGPUB; USPAT:
USOCR: FIT (AP, AT,
AU, BE, BG, BR, BY,
CA, CH, CN, CS, CU,
Cz, DD, DE, DK, EA,
EE, EP, ES, FI, FR, GB,
HR, HU, ID, IE, IL, IS,
IT, JP, KR, LT, LU, LV,
MA, MC, MD, MY, NL,
NO, NZ, OA, PH, PL,
PT, RO, RS, RU, SE,
SG, SI, SK, SU, TH,
TN, TR, TW, UA, VN,
WO): FPRS: EPO;
JPO; DERWENT:
IBM_TDB)

(US-PGPUB; USPAT:
USOCR: FIT (AP, AT,
AU, BE, BG, BR, BY,
CA, CH, CN, CS, CU,
Cz, DD, DE, DK, EA,
EE, EP, ES, FI, FR, GB,
HR, HU, ID, IE, IL, IS,
IT, JP, KR, LT, LU, LV,
MA, MC, MD, MY, NL,
NO, NZ, OA, PH, PL,
PT, RO, RS, RU, SE,
SG, SI, SK, SU, TH,
TN, TR, TW, UA, VN,
WO): FPRS: EPO;
JPO; DERWENT:
IBM_TDB)

(US-PGPUB; USPAT,;
USOCR; FIT (AP, AT,
AU, BE, BG, BR, BY,
CA, CH, CN, CS, CU,
CZ, DD, DE, DK, EA,
EE, EP, ES, FI, FR, GB,
HR, HU, ID, IE, IL, IS,

AND

AND

AND

AND

ON

ON

ON

ON

ON

ON

ON

ON

2023/01/23
08:39 PM

2023/01/23
08:40 PM

2023/01/23
08:40 PM

2023/01/23
08:41 PM

01/24/2023 08:37:30 PM
Workspace: Untitied Case
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L43 23

L44 21

L45 17

L41 (three near3
dimension$3)

L41 (three near3
dimension$3)(image).cl
m.(face OR facial)

L41 (three near3
dimension$3)(image).cl
m.(face OR
facial)(liveness OR
authentication)

IT, JP, KR, LT, LU, LV,
MA, MC, MD, MY, NL,
NO, NZ, OA, PH, PL,
PT, RO, RS, RU, SE,
SG, SI, SK, SU, TH,
TN, TR, TW, UA, VN,
WO): FPRS: EPO;
JPO; DERWENT:
IBM_TDB)

(US-PGPUB; USPAT:
USOCR: FIT (AP, AT,
AU, BE, BG, BR, BY,
CA, CH, CN, CS, CU,
Cz, DD, DE, DK, EA,
EE, EP, ES, FI, FR, GB,
HR, HU, ID, IE, IL, IS
IT, JP, KR, LT, LU, LV,
MA, MC, MD, MY, NL,
NO, NZ, OA, PH, PL,
PT, RO, RS, RU, SE,
SG, SI, SK, SU, TH,
TN, TR, TW, UA, VN,
WO): FPRS: EPO;
JPO; DERWENT:
IBM_TDB)

(US-PGPUB; USPAT:
USOCR: FIT (AP, AT,
AU, BE, BG, BR, BY,
CA, CH, CN, CS, CU,
Cz, DD, DE, DK, EA,
EE, EP, ES, FI, FR, GB,
HR, HU, ID, IE, IL, IS
IT, JP, KR, LT, LU, LV,
MA, MC, MD, MY, NL,
NO, NZ, OA, PH, PL,
PT, RO, RS, RU, SE,
SG, SI, SK, SU, TH,
TN, TR, TW, UA, VN,
WO): FPRS: EPO;
JPO; DERWENT:
IBM_TDB)

(US-PGPUB; USPAT:
USOCR: FIT (AP, AT,
AU, BE, BG, BR, BY,
CA, CH, CN, CS, CU,
Cz, DD, DE, DK, EA,
EE, EP, ES, FI, FR, GB,
HR, HU, ID, IE, IL, IS
IT, JP, KR, LT, LU, LV,
MA, MC, MD, MY, NL,
NO, NZ, OA, PH, PL,
PT, RO, RS, RU, SE,
SG, SI, SK, SU, TH,
TN, TR, TW, UA, VN,
WO): FPRS: EPO;
JPO; DERWENT:
IBM_TDB)

AND

AND

AND

ON

ON

ON

ON

ON

ON

2023/01/23
08:42 PM

2023/01/23
08:42 PM

2023/01/23
08:42 PM

01/24/2023 08:37:30 PM
Workspace: Untitied Case
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L46 7

L47 2

L48 6

L49 8

L41 (three near3
dimension$3)(image).cl
m.(face OR
facial)(liveness OR
authentication)(distance
).clm.

16/405,906

"11157606".pn.
"10614204".pn.
"11157606".pn.

"11157606".pn.
"10614204".pn.
"10776471".pn.

(US-PGPUB; USPAT:
USOCR: FIT (AP, AT,
AU, BE, BG, BR, BY,
CA, CH, CN, CS, CU,
Cz, DD, DE, DK, EA,
EE, EP, ES, FI, FR, GB,
HR, HU, ID, IE, IL, IS,
IT, JP, KR, LT, LU, LV,
MA, MC, MD, MY, NL,
NO, NZ, OA, PH, PL,
PT, RO, RS, RU, SE,
SG, SI, SK, SU, TH,
TN, TR, TW, UA, VN,
WO): FPRS: EPO;
JPO; DERWENT:
IBM_TDB)

(US-PGPUB; USPAT:
USOCR; FIT (AU, AP,
AT, BE, BG, BR, BY,
CA, CH, CN, CS, CU,
Cz, DD, DE, DK, EA,
EE, EP, ES, FI, FR, GB,
HR, HU, ID, IE, IL, IS,
IT, JP, KR, LT, LU, LV,
MA, OA, RU, SU, WO,
MC, MD, MY, NL, NO,
Nz, PH, PL, PT, RO,
RS, SE, SG, I, SK,
TH, TN, TR, TW, UA,
VN); FPRS; EPO:
JPO: DERWENT:
IBM_TDB)

(US-PGPUB; USPAT:
USOCR; FIT (AU, AP,
AT, BE, BG, BR, BY,
CA, CH, CN, CS, CU,
Cz, DD, DE, DK, EA,
EE, EP, ES, FI, FR, GB,
HR, HU, ID, IE, IL, IS,
IT, JP, KR, LT, LU, LV,
MA, OA, RU, SU, WO,
MC, MD, MY, NL, NO,
Nz, PH, PL, PT, RO,
RS, SE, SG, I, SK,
TH, TN, TR, TW, UA,
VN); FPRS; EPO:
JPO: DERWENT:
IBM_TDB)

(US-PGPUB; USPAT,;
USOCR; FIT (AU, AP,
AT, BE, BG, BR, BY,
CA, CH, CN, CS, CU,
CZ, DD, DE, DK, EA,
EE, EP, ES, FI, FR, GB,
HR, HU, ID, IE, IL, IS,
IT, JP, KR, LT, LU, LV,
MA, OA, RU, SU, WO,

AND

OR

OR

OR

ON

ON

ON

ON

ON

ON

ON

ON

2023/01/23
08:44 PM

2023/01/24
01:51 PM

2023/01/24
07:55 PM

2023/01/24
08:01 PM

01/24/2023 08:37:30 PM
Workspace: Untitied Case
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L50

L51

L52

L53

44264

15082

4016

6978

(captur$3 OR camera)
SAME (image) SAME
(distance OR
movement OR
path)(liveness OR
three-dimensionality OR
dimensional$4)(face
OR
facial)(authenticat$3)

L50 (second OR
compar$3 OR match$3)
SAME (image) SAME
(captur$3 OR camera)
SAME (distance OR
movement OR moving
OR path)(authentication
OR identity OR
recognition)(live OR
liveness OR physical)

L50 (illumination OR
brightness).clm.

L51 (illumination OR
brightness) (image).clm.

MC, MD, MY, NL, NO,
Nz, PH, PL, PT, RO,
RS, SE, SG, I, SK,
TH, TN, TR, TW, UA,
VN); FPRS; EPO:
JPO: DERWENT:
IBM_TDB)

(US-PGPUB; USPAT:
USOCR; FIT (AU, AP,
AT, BE, BG, BR, BY,
CA, CH, CN, CS, CU,
Cz, DD, DE, DK, EA,
EE, EP, ES, FI, FR, GB,
HR, HU, ID, IE, IL, IS,
IT, JP, KR, LT, LU, LV,
MA, OA, RU, SU, WO,
MC, MD, MY, NL, NO,
Nz, PH, PL, PT, RO,
RS, SE, SG, I, SK,
TH, TN, TR, TW, UA,
VN); FPRS; EPO:
JPO: DERWENT:
IBM_TDB)

(US-PGPUB; USPAT:
USOCR: FIT (AP, AT,
AU, BE, BG, BR, BY,
CA, CH, CN, CS, CU,
Cz, DD, DE, DK, EA,
EE, EP, ES, FI, FR, GB,
HR, HU, ID, IE, IL, IS,
IT, JP, KR, LT, LU, LV,
MA, MC, MD, MY, NL,
NO, NZ, OA, PH, PL,
PT, RO, RS, RU, SE,
SG, SI, SK, SU, TH,
TN, TR, TW, UA, VN,
WO): FPRS: EPO;
JPO; DERWENT:
IBM_TDB)

(US-PGPUB; USPAT:
USOCR: FIT (AP, AT,
AU, BE, BG, BR, BY,
CA, CH, CN, CS, CU,
Cz, DD, DE, DK, EA,
EE, EP, ES, FI, FR, GB,
HR, HU, ID, IE, IL, IS,
IT, JP, KR, LT, LU, LV,
MA, MC, MD, MY, NL,
NO, NZ, OA, PH, PL,
PT, RO, RS, RU, SE,
SG, SI, SK, SU, TH,
TN, TR, TW, UA, VN,
WO): FPRS: EPO;
JPO; DERWENT:
IBM_TDB)

(US-PGPUB; USPAT,;
USOCR; FIT (AP, AT,

AND

AND

AND

AND

ON

ON

ON

ON

ON

ON

ON

ON

2023/01/24
08:15 PM

2023/01/24
08:16 PM

2023/01/24
08:16 PM

2023/01/24
08:16 PM

01/24/2023 08:37:30 PM
Workspace: Untitied Case
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L54 9472

L55 2217

L56 965

L52 ORL53

L54 (biometric OR
authenticat$3 OR
customer OR liveness
OR three-dimensionality
OR dimensional$3).ab.

L54 (biometric OR
authenticat$3 OR
customer OR liveness
OR three-dimensionality
OR dimensional$3).ab.
(image).cim.(face OR
facial).clm.

AU, BE, BG, BR, BY,
CA, CH, CN, CS, CU,
Cz, DD, DE, DK, EA,
EE, EP, ES, FI, FR, GB,
HR, HU, ID, IE, IL, IS
IT, JP, KR, LT, LU, LV,
MA, MC, MD, MY, NL,
NO, NZ, OA, PH, PL,
PT, RO, RS, RU, SE,
SG, SI, SK, SU, TH,
TN, TR, TW, UA, VN,
WO): FPRS: EPO;
JPO; DERWENT:
IBM_TDB)

(US-PGPUB; USPAT:
USOCR: FIT (AP, AT,
AU, BE, BG, BR, BY,
CA, CH, CN, CS, CU,
Cz, DD, DE, DK, EA,
EE, EP, ES, FI, FR, GB,
HR, HU, ID, IE, IL, IS
IT, JP, KR, LT, LU, LV,
MA, MC, MD, MY, NL,
NO, NZ, OA, PH, PL,
PT, RO, RS, RU, SE,
SG, SI, SK, SU, TH,
TN, TR, TW, UA, VN,
WO): FPRS: EPO;
JPO; DERWENT:
IBM_TDB)

(US-PGPUB; USPAT:
USOCR: FIT (AP, AT,
AU, BE, BG, BR, BY,
CA, CH, CN, CS, CU,
Cz, DD, DE, DK, EA,
EE, EP, ES, FI, FR, GB,
HR, HU, ID, IE, IL, IS
IT, JP, KR, LT, LU, LV,
MA, MC, MD, MY, NL,
NO, NZ, OA, PH, PL,
PT, RO, RS, RU, SE,
SG, SI, SK, SU, TH,
TN, TR, TW, UA, VN,
WO): FPRS: EPO;
JPO; DERWENT:
IBM_TDB)

(US-PGPUB; USPAT,;
USOCR; FIT (AP, AT,
AU, BE, BG, BR, BY,
CA, CH, CN, CS, CU,
CZ, DD, DE, DK, EA,
EE, EP, ES, FI, FR, GB,
HR, HU, ID, IE, IL, IS,
IT, JP, KR, LT, LU, LV,
MA, MC, MD, MY, NL,
NO, NZ, OA, PH, PL,
PT, RO, RS, RU, SE,

AND

AND

AND

ON

ON

ON

ON

ON

ON

2023/01/24
08:17 PM

2023/01/24
08:18 PM

2023/01/24
08:18 PM

01/24/2023 08:37:30 PM
Workspace: Untitied Case
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L57 1067

L58 1868

L59 530

L60 359

L54 (illumination OR
brightness)(distance).cl
m. (image).clm.(face
OR facial).clm.

L24 OR L56 OR L57

L58 (compar$3 OR
match$3) SAME
(image).clm.
(distance).clm.

L56 L57

SG, SI, SK, SU, TH,
TN, TR, TW, UA, VN,
WO): FPRS: EPO;
JPO; DERWENT:
IBM_TDB)

(US-PGPUB; USPAT:
USOCR: FIT (AP, AT,
AU, BE, BG, BR, BY,
CA, CH, CN, CS, CU,
Cz, DD, DE, DK, EA,
EE, EP, ES, FI, FR, GB,
HR, HU, ID, IE, IL, IS
IT, JP, KR, LT, LU, LV,
MA, MC, MD, MY, NL,
NO, NZ, OA, PH, PL,
PT, RO, RS, RU, SE,
SG, SI, SK, SU, TH,
TN, TR, TW, UA, VN,
WO): FPRS: EPO;
JPO; DERWENT:
IBM_TDB)

(US-PGPUB; USPAT:
USOCR: FIT (AP, AT,
AU, BE, BG, BR, BY,
CA, CH, CN, CS, CU,
Cz, DD, DE, DK, EA,
EE, EP, ES, FI, FR, GB,
HR, HU, ID, IE, IL, IS
IT, JP, KR, LT, LU, LV,
MA, MC, MD, MY, NL,
NO, NZ, OA, PH, PL,
PT, RO, RS, RU, SE,
SG, SI, SK, SU, TH,
TN, TR, TW, UA, VN,
WO): FPRS: EPO;
JPO; DERWENT:
IBM_TDB)

(US-PGPUB; USPAT:
USOCR: FIT (AP, AT,
AU, BE, BG, BR, BY,
CA, CH, CN, CS, CU,
Cz, DD, DE, DK, EA,
EE, EP, ES, FI, FR, GB,
HR, HU, ID, IE, IL, IS
IT, JP, KR, LT, LU, LV,
MA, MC, MD, MY, NL,
NO, NZ, OA, PH, PL,
PT, RO, RS, RU, SE,
SG, SI, SK, SU, TH,
TN, TR, TW, UA, VN,
WO): FPRS: EPO;
JPO; DERWENT:
IBM_TDB)

(US-PGPUB; USPAT,;
USOCR; FIT (AP, AT,
AU, BE, BG, BR, BY,

CA, CH, CN, CS, CU,

AND

AND

AND

AND

ON

ON

ON

ON

ON

ON

ON

ON

2023/01/24
08:19 PM

2023/01/24
08:19 PM

2023/01/24
08:20 PM

2023/01/24
08:21 PM

01/24/2023 08:37:30 PM
Workspace: Untitied Case
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L61

L62

L63

222

667

398

L59 L60

L59 OR L60

L62 (second) SAME
(image).clm.

Cz, DD, DE, DK, EA,
EE, EP, ES, FI, FR, GB,
HR, HU, ID, IE, IL, IS
IT, JP, KR, LT, LU, LV,
MA, MC, MD, MY, NL,
NO, NZ, OA, PH, PL,
PT, RO, RS, RU, SE,
SG, SI, SK, SU, TH,
TN, TR, TW, UA, VN,
WO): FPRS: EPO;
JPO; DERWENT:
IBM_TDB)

(US-PGPUB; USPAT:
USOCR: FIT (AP, AT,
AU, BE, BG, BR, BY,
CA, CH, CN, CS, CU,
Cz, DD, DE, DK, EA,
EE, EP, ES, FI, FR, GB,
HR, HU, ID, IE, IL, IS
IT, JP, KR, LT, LU, LV,
MA, MC, MD, MY, NL,
NO, NZ, OA, PH, PL,
PT, RO, RS, RU, SE,
SG, SI, SK, SU, TH,
TN, TR, TW, UA, VN,
WO): FPRS: EPO;
JPO; DERWENT:
IBM_TDB)

(US-PGPUB; USPAT:
USOCR: FIT (AP, AT,
AU, BE, BG, BR, BY,
CA, CH, CN, CS, CU,
Cz, DD, DE, DK, EA,
EE, EP, ES, FI, FR, GB,
HR, HU, ID, IE, IL, IS
IT, JP, KR, LT, LU, LV,
MA, MC, MD, MY, NL,
NO, NZ, OA, PH, PL,
PT, RO, RS, RU, SE,
SG, SI, SK, SU, TH,
TN, TR, TW, UA, VN,
WO): FPRS: EPO;
JPO; DERWENT:
IBM_TDB)

(US-PGPUB; USPAT,;
USOCR; FIT (AP, AT,
AU, BE, BG, BR, BY,
CA, CH, CN, CS, CU,
CZ, DD, DE, DK, EA,
EE, EP, ES, FI, FR, GB,
HR, HU, ID, IE, IL, IS,
IT, JP, KR, LT, LU, LV,
MA, MC, MD, MY, NL,
NO, NZ, OA, PH, PL,
PT, RO, RS, RU, SE,
SG, SI, 8K, 8SU, TH,
TN, TR, TW, UA, VN,

AND

AND

AND

ON

ON

ON

ON

ON

ON

2023/01/24
08:21 PM

2023/01/24
08:21 PM

2023/01/24
08:21 PM

01/24/2023 08:37:30 PM
Workspace: Untitied Case
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L64 218

L65 373

L66 218

L67 373

L62 (second) SAME
(image) SAME
(distance).clm.

L62 (portion OR
second) SAME (image)
SAME (distance OR
face).cim.

L64 L65

L64 OR L65

WO): FPRS: EPO;
JPO; DERWENT:
IBM_TDB)

(US-PGPUB; USPAT:
USOCR: FIT (AP, AT,
AU, BE, BG, BR, BY,
CA, CH, CN, CS, CU,
Cz, DD, DE, DK, EA,
EE, EP, ES, FI, FR, GB,
HR, HU, ID, IE, IL, IS
IT, JP, KR, LT, LU, LV,
MA, MC, MD, MY, NL,
NO, NZ, OA, PH, PL,
PT, RO, RS, RU, SE,
SG, SI, SK, SU, TH,
TN, TR, TW, UA, VN,
WO): FPRS: EPO;
JPO; DERWENT:
IBM_TDB)

(US-PGPUB; USPAT:
USOCR: FIT (AP, AT,
AU, BE, BG, BR, BY,
CA, CH, CN, CS, CU,
Cz, DD, DE, DK, EA,
EE, EP, ES, FI, FR, GB,
HR, HU, ID, IE, IL, IS
IT, JP, KR, LT, LU, LV,
MA, MC, MD, MY, NL,
NO, NZ, OA, PH, PL,
PT, RO, RS, RU, SE,
SG, SI, SK, SU, TH,
TN, TR, TW, UA, VN,
WO): FPRS: EPO;
JPO; DERWENT:
IBM_TDB)

(US-PGPUB; USPAT:
USOCR: FIT (AP, AT,
AU, BE, BG, BR, BY,
CA, CH, CN, CS, CU,
Cz, DD, DE, DK, EA,
EE, EP, ES, FI, FR, GB,
HR, HU, ID, IE, IL, IS
IT, JP, KR, LT, LU, LV,
MA, MC, MD, MY, NL,
NO, NZ, OA, PH, PL,
PT, RO, RS, RU, SE,
SG, SI, SK, SU, TH,
TN, TR, TW, UA, VN,
WO): FPRS: EPO;
JPO; DERWENT:
IBM_TDB)

(US-PGPUB; USPAT,;
USOCR; FIT (AP, AT,
AU, BE, BG, BR, BY,
CA, CH, CN, CS, CU,
CZ, DD, DE, DK, EA,
EE, EP, ES, FI, FR, GB,

AND

AND

AND

AND

ON

ON

ON

ON

ON

ON

ON

ON

2023/01/24
08:22 PM

2023/01/24
08:22 PM

2023/01/24
08:23 PM

2023/01/24
08:23 PM

01/24/2023 08:37:30 PM
Workspace: Untitied Case
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L67 (compar$3 OR
match$3 OR verifying)
SAME (image) SAME
(distance).clm.

L67 (compar$3 OR
match$3 OR verifying)
SAME (image) SAME
(distance) SAME (face
OR facial OR portion
OR side)(illumination
OR brightness)

L67 (compar$3 OR
match$3 OR verifying)
SAME (image) SAME
(distance) SAME (face
OR facial OR portion
OR side)(illumination
OR brightness).cim.

HR, HU, ID, IE, IL, IS
IT, JP, KR, LT, LU, LV,
MA, MC, MD, MY, NL,
NO, NZ, OA, PH, PL,
PT, RO, RS, RU, SE,
SG, SI, SK, SU, TH,
TN, TR, TW, UA, VN,
WO): FPRS: EPO;
JPO; DERWENT:
IBM_TDB)

(US-PGPUB; USPAT:
USOCR: FIT (AP, AT,
AU, BE, BG, BR, BY,
CA, CH, CN, CS, CU,
Cz, DD, DE, DK, EA,
EE, EP, ES, FI, FR, GB,
HR, HU, ID, IE, IL, IS
IT, JP, KR, LT, LU, LV,
MA, MC, MD, MY, NL,
NO, NZ, OA, PH, PL,
PT, RO, RS, RU, SE,
SG, SI, SK, SU, TH,
TN, TR, TW, UA, VN,
WO): FPRS: EPO;
JPO; DERWENT:
IBM_TDB)

(US-PGPUB; USPAT:
USOCR: FIT (AP, AT,
AU, BE, BG, BR, BY,
CA, CH, CN, CS, CU,
Cz, DD, DE, DK, EA,
EE, EP, ES, FI, FR, GB,
HR, HU, ID, IE, IL, IS
IT, JP, KR, LT, LU, LV,
MA, MC, MD, MY, NL,
NO, NZ, OA, PH, PL,
PT, RO, RS, RU, SE,
SG, SI, SK, SU, TH,
TN, TR, TW, UA, VN,
WO): FPRS: EPO;
JPO; DERWENT:
IBM_TDB)

(US-PGPUB; USPAT,;
USOCR; FIT (AP, AT,
AU, BE, BG, BR, BY,
CA, CH, CN, CS, CU,
CZ, DD, DE, DK, EA,
EE, EP, ES, FI, FR, GB,
HR, HU, ID, IE, IL, IS,
IT, JP, KR, LT, LU, LV,
MA, MC, MD, MY, NL,
NO, NZ, OA, PH, PL,
PT, RO, RS, RU, SE,
SG, SI, 8K, 8SU, TH,
TN, TR, TW, UA, VN,
WO); FPRS; EPO;
JPO; DERWENT;

AND

AND

AND

ON

ON

ON

ON

ON

ON

2023/01/24
08:23 PM

2023/01/24
08:24 PM

2023/01/24
08:26 PM

L68 157
L69 228
L70 90
01/24/2023 08:37:30 PM
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L68 ORL70

FaceTec.as.

Kevin near2 Tussy.in.

L720ORL73

IBM_TDB)

(US-PGPUB; USPAT:
USOCR: FIT (AP, AT,
AU, BE, BG, BR, BY,
CA, CH, CN, CS, CU,
Cz, DD, DE, DK, EA,
EE, EP, ES, FI, FR, GB,
HR, HU, ID, IE, IL, IS
IT, JP, KR, LT, LU, LV,
MA, MC, MD, MY, NL,
NO, NZ, OA, PH, PL,
PT, RO, RS, RU, SE,
SG, SI, SK, SU, TH,
TN, TR, TW, UA, VN,
WO): FPRS: EPO;
JPO; DERWENT:
IBM_TDB)

(US-PGPUB; USPAT:
USOCR: FIT (AP, AT,
AU, BE, BG, BR, BY,
CA, CH, CN, CS, CU,
Cz, DD, DE, DK, EA,
EE, EP, ES, FI, FR, GB,
HR, HU, ID, IE, IL, IS
IT, JP, KR, LT, LU, LV,
MA, MC, MD, MY, NL,
NO, NZ, OA, PH, PL,
PT, RO, RS, RU, SE,
SG, SI, SK, SU, TH,
TN, TR, TW, UA, VN,
WO): FPRS: EPO;
JPO; DERWENT:
IBM_TDB)

(US-PGPUB; USPAT:
USOCR: FIT (AP, AT,
AU, BE, BG, BR, BY,
CA, CH, CN, CS, CU,
Cz, DD, DE, DK, EA,
EE, EP, ES, FI, FR, GB,
HR, HU, ID, IE, IL, IS
IT, JP, KR, LT, LU, LV,
MA, MC, MD, MY, NL,
NO, NZ, OA, PH, PL,
PT, RO, RS, RU, SE,
SG, SI, SK, SU, TH,
TN, TR, TW, UA, VN,
WO): FPRS: EPO;
JPO; DERWENT:
IBM_TDB)

(US-PGPUB; USPAT,;
USOCR; FIT (AP, AT,
AU, BE, BG, BR, BY,
CA, CH, CN, CS, CU,
CZ, DD, DE, DK, EA,
EE, EP, ES, FI, FR, GB,
HR, HU, ID, IE, IL, IS,
IT, JP, KR, LT, LU, LV,

AND

OR

OR

OR

ON

ON

ON

ON

ON

ON

ON

ON

2023/01/24
08:30 PM

2023/01/24
08:31 PM

2023/01/24
08:31 PM

2023/01/24
08:31 PM

L71 203
L72 27
L73 117
L74 132
01/24/2023 08:37:30 PM

Workspace: Untitied Case
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L75

L76

L77

L78

44

20

43

42

L74 (three-
dimensionality OR
dimensional)

L74 (three near3
dimensionality )

L74 (three) near3
(dimensional OR
dimensionality )

L74 (three) near3

MA, MC, MD, MY, NL,
NO, NZ, OA, PH, PL,
PT, RO, RS, RU, SE,
SG, SI, SK, SU, TH,
TN, TR, TW, UA, VN,
WO): FPRS: EPO;
JPO; DERWENT:
IBM_TDB)

(US-PGPUB; USPAT:
USOCR: FIT (AP, AT,
AU, BE, BG, BR, BY,
CA, CH, CN, CS, CU,
Cz, DD, DE, DK, EA,
EE, EP, ES, FI, FR, GB,
HR, HU, ID, IE, IL, IS
IT, JP, KR, LT, LU, LV,
MA, MC, MD, MY, NL,
NO, NZ, OA, PH, PL,
PT, RO, RS, RU, SE,
SG, SI, SK, SU, TH,
TN, TR, TW, UA, VN,
WO): FPRS: EPO;
JPO; DERWENT:
IBM_TDB)

(US-PGPUB; USPAT:
USOCR: FIT (AP, AT,
AU, BE, BG, BR, BY,
CA, CH, CN, CS, CU,
Cz, DD, DE, DK, EA,
EE, EP, ES, FI, FR, GB,
HR, HU, ID, IE, IL, IS
IT, JP, KR, LT, LU, LV,
MA, MC, MD, MY, NL,
NO, NZ, OA, PH, PL,
PT, RO, RS, RU, SE,
SG, SI, SK, SU, TH,
TN, TR, TW, UA, VN,
WO): FPRS: EPO;
JPO; DERWENT:
IBM_TDB)

(US-PGPUB; USPAT:
USOCR: FIT (AP, AT,
AU, BE, BG, BR, BY,
CA, CH, CN, CS, CU,
Cz, DD, DE, DK, EA,
EE, EP, ES, FI, FR, GB,
HR, HU, ID, IE, IL, IS
IT, JP, KR, LT, LU, LV,
MA, MC, MD, MY, NL,
NO, NZ, OA, PH, PL,
PT, RO, RS, RU, SE,
SG, SI, SK, SU, TH,
TN, TR, TW, UA, VN,
WO): FPRS: EPO;
JPO; DERWENT:
IBM_TDB)

(US-PGPUB; USPAT,;

AND

AND

AND

AND

ON

ON

ON

ON

ON

ON

ON

ON

2023/01/24
08:32 PM

2023/01/24
08:32 PM

2023/01/24
08:33 PM

2023/01/24

01/24/2023 08:37:30 PM
Workspace: Untitied Case
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L79 40

L80 1

L81 0

(dimensional OR
dimensionality ) SAME
(determin$3 OR based
OR compar$3 OR
verify$3)

L74 @ad<"20140828"

L79 ( authenticat$3 OR
customer OR liveness
OR three-dimensionality
OR dimensional$3).ab.
(biometric OR user OR
customer OR verify$3
OR movement OR
motion OR face OR
facial).ab.
(image).cim.(face OR
facial).clm.

L80 NOT Tussy.in.

USOCR: FIT (AP, AT,
AU, BE, BG, BR, BY,
CA, CH, CN, CS, CU,
Cz, DD, DE, DK, EA,
EE, EP, ES, FI, FR, GB,
HR, HU, ID, IE, IL, IS
IT, JP, KR, LT, LU, LV,
MA, MC, MD, MY, NL,
NO, NZ, OA, PH, PL,
PT, RO, RS, RU, SE,
SG, SI, SK, SU, TH,
TN, TR, TW, UA, VN,
WO): FPRS: EPO;
JPO; DERWENT:
IBM_TDB)

(US-PGPUB; USPAT:
USOCR: FIT (AP, AT,
AU, BE, BG, BR, BY,
CA, CH, CN, CS, CU,
Cz, DD, DE, DK, EA,
EE, EP, ES, FI, FR, GB,
HR, HU, ID, IE, IL, IS
IT, JP, KR, LT, LU, LV,
MA, MC, MD, MY, NL,
NO, NZ, OA, PH, PL,
PT, RO, RS, RU, SE,
SG, SI, SK, SU, TH,
TN, TR, TW, UA, VN,
WO): FPRS: EPO;
JPO; DERWENT:
IBM_TDB)

(US-PGPUB; USPAT:
USOCR: FIT (AP, AT,
AU, BE, BG, BR, BY,
CA, CH, CN, CS, CU,
Cz, DD, DE, DK, EA,
EE, EP, ES, FI, FR, GB,
HR, HU, ID, IE, IL, IS
IT, JP, KR, LT, LU, LV,
MA, MC, MD, MY, NL,
NO, NZ, OA, PH, PL,
PT, RO, RS, RU, SE,
SG, SI, SK, SU, TH,
TN, TR, TW, UA, VN,
WO): FPRS: EPO;
JPO; DERWENT:
IBM_TDB)

(US-PGPUB; USPAT,;
USOCR; FIT (AP, AT,
AU, BE, BG, BR, BY,
CA, CH, CN, CS, CU,
CZ, DD, DE, DK, EA,
EE, EP, ES, FI, FR, GB,
HR, HU, ID, IE, IL, IS,
IT, JP, KR, LT, LU, LV,
MA, MC, MD, MY, NL,
NO, NZ, OA, PH, PL,

AND

AND

AND

ON

ON

ON

ON

ON

ON

08:33 PM

2023/01/24
08:35 PM

2023/01/24
08:36 PM

2023/01/24
08:37 PM

01/24/2023 08:37:30 PM
Workspace: Untitied Case
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PT, RO, RS, RU, SE,
SG, SI, SK, SU, TH,
TN, TR, TW, UA, VN,
WO): FPRS: EPO;
JPO; DERWENT:
IBM_TDB)

PE2E SEARCH - Search History (Interference)

There are no Interference searches to show.
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PTO/AIA/26 (04-14)

Approved for use through 05/31/2024. OMB 0651-0031

U.S. Patent and Trademark Office; U.S. DEPARTMENT OF COMMERCE

Under the Paperwork Reduction Act of 1995, no persons are required to respond to a collection of information unless it displays a valid OMB control number.

TERMINAL DISCLAIMER TO OBVIATE A DOUBLE PATENTING Docket Number (Optional)
REJECTION OVER A “PRIOR” PATENT FACETC.0082P

In re Application of: Kevin Alan Tussy

Application No.: 17/508,887

Filed: October 22, 2021

For: FACIAL RECOGNITION AUTHENTICATION SYSTEM INCLUDING PATH PARAMETERS

The applicant, _FaceTec, inc. , owner of 100 percent interest in the instant application hereby
disclaims, except as provided below, the terminal part of the statutory term of any patent granted on the instant application which would extend
beyond the expiration date of the full statutory term of prior patent No. _10.814.204 as the term of said prior patent is presently
shortened by any terminal disclaimer. The applicant hereby agrees that any patent so granted on the instant application shall be enforceable
only for and during such period that it and the prior patent are commonly owned. This agreement runs with any patent granted on the instant
application and is binding upon the grantee, its successors or assigns.

In making the above disclaimer, the applicant does not disclaim the terminal part of the term of any patent granted on the instant application
that would extend to the expiration date of the full statutory term of the prior patent, “as the term of said prior patent is presently shortened by
any terminal disclaimer," in the event that said prior patent later:

expires for failure to pay a maintenance fee;

is held unenforceable;

is found invalid by a court of competent jurisdiction;

is statutorily disclaimed in whole or terminally disclaimed under 37 CFR 1.321;

has all claims canceled by a reexamination certificate;

is reissued; or

is in any manner terminated prior to the expiration of its full statutory term as presently shortened by any terminal disclaimer.

Check either box 1 or 2 below, if appropriate.

1. |:| The undersigned is the applicant. If the applicant is an assignee, the undersigned is authorized to act on behalf of the assignee.

| hereby acknowledge that any willful false statements made are punishable under 18 U.S.C. 1001 by fine or imprisonment of not more
than five (5) years, or both.

2. The undersigned is an attorney or agent of record. Reg. No._44,943

[Chad W. Miller/ June 21, 2023
Signature Date

Chad W. Miller
Typed or printed name

Atiorney of Record {702} 382-4804
Title Telephone Number

Terminal disclaimer fee under 37 CFR 1.20(d) included.

WARNING: Information on this form may become public. Credit card information should not
be included on this form. Provide credit card information and authorization on PTO-2038.

A Federal agency may not conduct or sponsor, and a person is not required to respond to, nor shall a person be subject to a penalty for failure to comply with an
information collection subject to the requirements of the Paperwork Reduction Act of 1995, unless the information collection has a currently valid OMB Control
Number. The OMB Control Number for this information collection is 0651-0031. Public burden for this form is estimated to average 12 minutes per response,
including the time for reviewing instructions, searching existing data sources, gathering and maintaining the data needed, and completing and reviewing the
information collection. Send comments regarding this burden estimate or any other aspect of this information collection, including suggestions for reducing this
burden to the Chief Administrative Officer, United States Patent and Trademark Office, P.O. Box 1450, Alexandria, VA 22313-1450 or email
InformationCollection@uspto.gov. DO NOT SEND FEES OR COMPLETED FORMS TO THIS ADDRESS. If filing this completed form by mail, send to:
Commissioner for Patents, P.O. Box 1450, Alexandria, VA 22313-1450.

If you need assistance in completing the form, call 1-800-PTO-9199 and select option 2.
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PTO/AIA/26 (04-14)

Approved for use through 05/31/2024. OMB 0651-0031

U.S. Patent and Trademark Office; U.S. DEPARTMENT OF COMMERCE

Under the Paperwork Reduction Act of 1995, no persons are required to respond to a collection of information unless it displays a valid OMB control number.

TERMINAL DISCLAIMER TO OBVIATE A DOUBLE PATENTING Docket Number (Optional)
REJECTION OVER A “PRIOR” PATENT FACETC.0082P

In re Application of: Kevin Alan Tussy

Application No.: 17/508,887

Filed: October 22, 2021

For: FACIAL RECOGNITION AUTHENTICATION SYSTEM INCLUDING PATH PARAMETERS

The applicant, _FaceTec, inc. , owner of 100 percent interest in the instant application hereby
disclaims, except as provided below, the terminal part of the statutory term of any patent granted on the instant application which would extend
beyond the expiration date of the full statutory term of prior patent No. 10,776,471 as the term of said prior patent is presently
shortened by any terminal disclaimer. The applicant hereby agrees that any patent so granted on the instant application shall be enforceable
only for and during such period that it and the prior patent are commonly owned. This agreement runs with any patent granted on the instant
application and is binding upon the grantee, its successors or assigns.

In making the above disclaimer, the applicant does not disclaim the terminal part of the term of any patent granted on the instant application
that would extend to the expiration date of the full statutory term of the prior patent, “as the term of said prior patent is presently shortened by
any terminal disclaimer," in the event that said prior patent later:

expires for failure to pay a maintenance fee;

is held unenforceable;

is found invalid by a court of competent jurisdiction;

is statutorily disclaimed in whole or terminally disclaimed under 37 CFR 1.321;

has all claims canceled by a reexamination certificate;

is reissued; or

is in any manner terminated prior to the expiration of its full statutory term as presently shortened by any terminal disclaimer.

Check either box 1 or 2 below, if appropriate.

1. |:| The undersigned is the applicant. If the applicant is an assignee, the undersigned is authorized to act on behalf of the assignee.

| hereby acknowledge that any willful false statements made are punishable under 18 U.S.C. 1001 by fine or imprisonment of not more
than five (5) years, or both.

2. The undersigned is an attorney or agent of record. Reg. No._44,943

[Chad W. Miller/ June 21, 2023
Signature Date

Chad W. Miller
Typed or printed name

Atiorney of Record {702} 382-4804
Title Telephone Number

Terminal disclaimer fee under 37 CFR 1.20(d) included.

WARNING: Information on this form may become public. Credit card information should not
be included on this form. Provide credit card information and authorization on PTO-2038.

A Federal agency may not conduct or sponsor, and a person is not required to respond to, nor shall a person be subject to a penalty for failure to comply with an
information collection subject to the requirements of the Paperwork Reduction Act of 1995, unless the information collection has a currently valid OMB Control
Number. The OMB Control Number for this information collection is 0651-0031. Public burden for this form is estimated to average 12 minutes per response,
including the time for reviewing instructions, searching existing data sources, gathering and maintaining the data needed, and completing and reviewing the
information collection. Send comments regarding this burden estimate or any other aspect of this information collection, including suggestions for reducing this
burden to the Chief Administrative Officer, United States Patent and Trademark Office, P.O. Box 1450, Alexandria, VA 22313-1450 or email
InformationCollection@uspto.gov. DO NOT SEND FEES OR COMPLETED FORMS TO THIS ADDRESS. If filing this completed form by mail, send to:
Commissioner for Patents, P.O. Box 1450, Alexandria, VA 22313-1450.

If you need assistance in completing the form, call 1-800-PTO-9199 and select option 2.
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PTO/AIA/26 (04-14)

Approved for use through 05/31/2024. OMB 0651-0031

U.S. Patent and Trademark Office; U.S. DEPARTMENT OF COMMERCE

Under the Paperwork Reduction Act of 1995, no persons are required to respond to a collection of information unless it displays a valid OMB control number.

TERMINAL DISCLAIMER TO OBVIATE A DOUBLE PATENTING Docket Number (Optional)
REJECTION OVER A “PRIOR” PATENT FACETC.0082P

In re Application of: Kevin Alan Tussy

Application No.: 17/508,887

Filed: October 22, 2021

For: FACIAL RECOGNITION AUTHENTICATION SYSTEM INCLUDING PATH PARAMETERS

The applicant, _FaceTec, inc. , owner of 100 percent interest in the instant application hereby
disclaims, except as provided below, the terminal part of the statutory term of any patent granted on the instant application which would extend
beyond the expiration date of the full statutory term of prior patent No. _11,157.808 as the term of said prior patent is presently
shortened by any terminal disclaimer. The applicant hereby agrees that any patent so granted on the instant application shall be enforceable
only for and during such period that it and the prior patent are commonly owned. This agreement runs with any patent granted on the instant
application and is binding upon the grantee, its successors or assigns.

In making the above disclaimer, the applicant does not disclaim the terminal part of the term of any patent granted on the instant application
that would extend to the expiration date of the full statutory term of the prior patent, “as the term of said prior patent is presently shortened by
any terminal disclaimer," in the event that said prior patent later:

expires for failure to pay a maintenance fee;

is held unenforceable;

is found invalid by a court of competent jurisdiction;

is statutorily disclaimed in whole or terminally disclaimed under 37 CFR 1.321;

has all claims canceled by a reexamination certificate;

is reissued; or

is in any manner terminated prior to the expiration of its full statutory term as presently shortened by any terminal disclaimer.

Check either box 1 or 2 below, if appropriate.

1. |:| The undersigned is the applicant. If the applicant is an assignee, the undersigned is authorized to act on behalf of the assignee.

| hereby acknowledge that any willful false statements made are punishable under 18 U.S.C. 1001 by fine or imprisonment of not more
than five (5) years, or both.

2. The undersigned is an attorney or agent of record. Reg. No._44,943

[Chad W. Miller/ June 21, 2023
Signature Date

Chad W. Miller
Typed or printed name

Atiorney of Record {702} 382-4804
Title Telephone Number

Terminal disclaimer fee under 37 CFR 1.20(d) included.

WARNING: Information on this form may become public. Credit card information should not
be included on this form. Provide credit card information and authorization on PTO-2038.

A Federal agency may not conduct or sponsor, and a person is not required to respond to, nor shall a person be subject to a penalty for failure to comply with an
information collection subject to the requirements of the Paperwork Reduction Act of 1995, unless the information collection has a currently valid OMB Control
Number. The OMB Control Number for this information collection is 0651-0031. Public burden for this form is estimated to average 12 minutes per response,
including the time for reviewing instructions, searching existing data sources, gathering and maintaining the data needed, and completing and reviewing the
information collection. Send comments regarding this burden estimate or any other aspect of this information collection, including suggestions for reducing this
burden to the Chief Administrative Officer, United States Patent and Trademark Office, P.O. Box 1450, Alexandria, VA 22313-1450 or email
InformationCollection@uspto.gov. DO NOT SEND FEES OR COMPLETED FORMS TO THIS ADDRESS. If filing this completed form by mail, send to:
Commissioner for Patents, P.O. Box 1450, Alexandria, VA 22313-1450.

If you need assistance in completing the form, call 1-800-PTO-9199 and select option 2.
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PTO/AIA/26 (04-14)

Approved for use through 05/31/2024. OMB 0651-0031

U.S. Patent and Trademark Office; U.S. DEPARTMENT OF COMMERCE

Under the Paperwork Reduction Act of 1995, no persons are required to respond to a collection of information unless it displays a valid OMB control number.

TERMINAL DISCLAIMER TO OBVIATE A DOUBLE PATENTING Docket Number (Optional)
REJECTION OVER A “PRIOR” PATENT FACETC.0082P

In re Application of: Kevin Alan Tussy

Application No.: 17/508,887

Filed: October 22, 2021

For: FACIAL RECOGNITION AUTHENTICATION SYSTEM INCLUDING PATH PARAMETERS

The applicant, _FaceTec, inc. , owner of 100 percent interest in the instant application hereby
disclaims, except as provided below, the terminal part of the statutory term of any patent granted on the instant application which would extend
beyond the expiration date of the full statutory term of prior patent No. 10,776,471 as the term of said prior patent is presently
shortened by any terminal disclaimer. The applicant hereby agrees that any patent so granted on the instant application shall be enforceable
only for and during such period that it and the prior patent are commonly owned. This agreement runs with any patent granted on the instant
application and is binding upon the grantee, its successors or assigns.

In making the above disclaimer, the applicant does not disclaim the terminal part of the term of any patent granted on the instant application
that would extend to the expiration date of the full statutory term of the prior patent, “as the term of said prior patent is presently shortened by
any terminal disclaimer," in the event that said prior patent later:

expires for failure to pay a maintenance fee;

is held unenforceable;

is found invalid by a court of competent jurisdiction;

is statutorily disclaimed in whole or terminally disclaimed under 37 CFR 1.321;

has all claims canceled by a reexamination certificate;

is reissued; or

is in any manner terminated prior to the expiration of its full statutory term as presently shortened by any terminal disclaimer.
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FACETC.0082P PATENT

IN THE UNITED STATES PATENT AND TRADEMARK OFFICE

Inventor : Kevin Alan Tussy )
) Group Art Unit: 2494
Appl. No. . 17/508,887 )
I hereby certify that this correspondence and all marked
) attachmen?s are being depoAsAited with the United States
Flled . OCtObel‘ 22, 2021 ) Patent Office via EFSWeb filing, on:
) June 21, 2023
For :  FACIAL RECOGNITION ) (Date)
AUTHENTICATION SYSTEM ) /Chad W. Miller/
a . 111er
INCLUDING PATH PARAMETERS ; Chad W, Miller Rog. No. 44,943
Examiner . Shanto Abedin )
)

RESPONSE TO OFFICE ACTION

Mail Stop Amendment
Commissioner for Patents

P. O. Box 1450

Alexandria, VA 22313-1450

Dear Sir:

In response to the Office Action dated January 31, 2023, please amend the above-identified
patent application as follows. The associated fees for Terminal Disclaimers (3) and a two-

month extension of time request are submitted herewith.

CWM-W-18048 1

Page 89 of 386



Appl. No. : 17/508,887
Filed : October 22, 2021

IN THE CLAIMS:

1. (original) A computing device for verifying three-dimensionality of a user via a
user’s camera equipped computing device, the computing device comprising:
a processor configured to execute machine executable code;
a screen configured to provide a user interface to the user;
a camera configured to capture images;
one or more memories configured to store machine readable instructions that are stored on
the memory of the authentication server which when executed by the processor, cause the
computing device to:
capturing at least one first image of the user taken with the camera of the computing
device at a first location which is a first distance from the user;
processing the at least one first image or a portion thereof to create first data;
capturing at least one second image of the user taken with the camera of the
computing device is at a second distance from the user, the second distance being different
than the first distance, the capturing at least one second image of the user occurring after
movement of the camera or the user to establish the camera at the second distance from the
user;
processing the at least one second image or a portion thereof to create second data;
comparing the first data to the second data to determine whether expected
differences exist between the first data and the second data which indicates three-
dimensionality of the user;
verifying the images of the user exhibit three dimensional traits when the expected
differences exist between the first data and the second data as a result of capturing the at

least one first image and the at least one second image at different distances from the user.

CWM-W-18048 2

Page 90 of 386



Appl. No. : 17/508,887
Filed : October 22, 2021

2. (original) The system according to claim 1, further comprising:

interpolating the first data and the second data to obtain estimated intermediate data;

capturing at least one third image of the user taken with the camera of the computing device
at a third distance from the user, the third distance being between the first distance and the second
distances;

processing the at least one third image or a portion thereof to obtain third data; and

comparing the estimated intermediate data with the third data to determine whether the

third data matches the estimated intermediate data.

3. (original) The system according to claim 1, further comprising verifying the
presence of one or more features on a side of a user’s head in the at least one first image, and
verifying the absence or reduced visibility of the one or more features on the side of the user’s
head in the at least one second image due to image capture at different distances from the user’s

head, wherein the first distance is larger than the second distance.

4. (original) The system according to claim 1, wherein the machine readable
instructions is configured to display one or more prompts on the screen of the computing device
to guide the user to capture the at least one first image at the first distance and the at least on second

image at the second distance.

5. (original) The system according to claim 1, further comprising comparing the first
data, second data, or both to enrollment data derived from an enrollment image, the enrollment
image captured and stored prior to an authenticating; and

only authenticating the user when the first data, the second data, or both match the

enrollment data within a predetermined threshold.

6. (original) The system according to claim 1, wherein the computing device is a hand-
held device, and the user holds the device at the first and second distance to capture the at least

one first image and the at least one second image.

CWM-W-18048 3
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7. (original) The system according to claim 1, wherein the first data and the second

data comprise biometric data.

8. (original) The system according to claim 1, wherein the first data and the second

data comprise a mapping of facial features.

9. (original) The method according to claim 1, wherein the first image and the second
image is of the user’s face and the user’s head and facial features are held steady and without

movement during capture of the first image and the second image.

10. (currently amended) A method for evaluating authenticating three-dimensionality
of a user-with-a-computing-device-during-anauthentieationsesston, the method comprising:

capturing at least one first image of the user taken with a camera at a first location which
is a first distance from the user-the-camera-assoctated-with-the-computing-deviee;

processing the at least one first image or a portion thereof to create first data;

moving the camera from the first location to a second location, the second location being
a second distance from the user, or the user moving to change the distance between the user and
the camera from the first distance to the second distance;

capturing at least one second image of the user taken with the camera assectated-with-the
computing-deviee-when the camera is the second distance from the user, the second distance being
different than the first distance;

processing the at least one second image or a portion thereof to create second data;

comparing the first data to the second data to determine whether expected differences exist
between the first data and the second data which indicate indieated three-dimensionality of the
user;

verifying the images of the user exhibit three-dimensional traits when the first data and the
second data have expected differences resulting from the at least one first image being captured

with the camera at a different distance from the user than when the at least one second image is

captured.
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11. (currently amended) The method according to claim 10, further comprising:

interpolating the first data and the second data to obtain estimated intermediate data;

capturing at least one third image of the user taken with the camera efthe-computing device
at a third distance from the user, the third distance being between the first distance and the second
distances;

processing the at least one third image or a portion thereof to obtain third data; and

comparing the estimated intermediate data with the third data to determine whether the

third data matches the estimated intermediate data.

12. (original) The method according to claim 10, further comprising verifying the
presence of ears of the user in the at least one first image, and verifying the absence or reduced
visibility of the ears in the at least one second image, wherein the first distance is larger than the

second distance.

13. (currently amended) The method according to claim 10, further comprising wheretn

the-computing-device-is-configured-to-display one or more prompts on a screen assoetated-with-the
computing-deviee to guide the user to capture the at least one first image at the first distance and

the at least on second image at the second distance.
14. (original) The method according to claim 13, wherein the one or more prompts are
an oval shape guide on the screen within which an image of a face of the user is aligned to capture

the at least one first image and the at least one second image.

15. (currently amended) The method according to claim 10, wherein the camera is part

of a the computing device is a hand-held device, and the user holds the computing device at the
first distance when capturing at least one first image and at the second distances when capturing

the at least one second image.
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16. (original) The method according to claim 10, wherein the first data and the second

data comprise biometric data.

17. (currently amended) The method according to claim 10, wherein the first data and

the second data comprise a mapping of facial features.

18. (currently amended) The method according to claim 10, further comprising
illuminate a screen of a the computing device while capturing the at least one first image and/or
the at least one second image, and processing the at least one first image and/or the at least one

second image to detect a reflection of the illumination from a face of the user.

19. (original) The method according to claim 10, wherein a face of the user is held
steady when capturing the at least one first image and the at least one second image and the camera

moves from the first location to the second location.

20. (currently amended) The method according to claim 10, wherein the first data and

the second data are maintained on a the computing device.

21. (currently amended) The method of claim 10 wherein the camera is part of

computing-devieeis one of a smartphone, tablet, laptop, or desktop computer.

22. (previously presented) A method, performed by a user using a user’s computer device,
for verifying three-dimensionality of the user, the method comprising:

capturing a first image of the user’s head with a camera at a first distance from the user,
the camera associated with the user’s computing device;

changing a distance between the user and the camera to a second distance by the user
moving the camera, or the user moving relative to the camera, or both;

capturing a second image of the user’s head with the camera when the camera is at the

second distance from the user, the second distance being different than the first distance;

CWM-W-18048 6
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comparing one or more aspects of the user’s head from the first image to one or more
aspects of the user’s head from the second image to determine whether expected differences,
between the first image and the second image, exist which indicates three-dimensionality of the
user, such that the expected differences between the first image and the second image result from
the first image being captured when the camera is at a different distance from the user than when
the second image is captured; and

responsive to the comparing determining that expected differences between the first image
and the second image exist, providing notice to the user, a third party, or both that the three-

dimensionality of the user is verified.

23. (previously presented) The method of claim 22 wherein the one or more aspects of the
user’s head from the first image is first data resulting from processing the first image and the one
or more aspects of the user’s head from the second image is second data resulting from processing

the second image.

24. (previously presented) The method of claim 22 wherein the user’s head is the user’s

face.
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REMARKS

The Office Action dated January 31, 2023 has been carefully reviewed and considered.
Claims 1-24 are pending and rejected in the Office Action. In the Office Action, the Examiner
rejected claims 1-24 on the grounds of double patenting based on the Tussy references, U.S. Patent

No. 11,157,606, U.S. Patent No. 10,776,471, and U.S. Patent No. 10,614,204.

Claim Amendments

The Applicant requests entry of the clarifying amendments set forth above.

Statutory Double Patenting Rejection

Claims 1-24 are rejected on the grounds of double patenting based on the commonly owned
Tussy references. The Examiner requested Terminal Disclaimers based on U.S. Patent No.

11,157,606, U.S. Patent No. 10,776,471, and U.S. Patent No. 10,614,204.

In response, the Applicant submits herewith Terminal Disclaimer documents (3) including
the associated fees, as set forth by the Examiner in the immediate Office Action. As such, it is

respectfully submitted that the double patenting rejections have been obviated.

SUMMARY
In view of the foregoing, all the claims now pending in this application are believed to be
in condition for allowance and request issuance of a Notice of Allowance. If any issues remain

outstanding, the Examiner is invited to contact the undersigned by telephone.

Respectfully submitted,

Dated: June 21, 2023 By: /Chad W. Miller/
Chad W. Miller
Attorney of Record, Registration No. 44,943
Weide & Miller, Ltd.
10655 Park Run Drive, Suite 100
Las Vegas, NV 89144
(702) 382-4804 (Pacific Time)
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2a)(] This action is FINAL. 2b) ¥ This action is non-final.

3)(J An election was made by the applicant in response to a restriction requirement set forth during the interview
on ; the restriction requirement and election have been incorporated into this action.

4)[0) Since this application is in condition for allowance except for formal matters, prosecution as to the merits is
closed in accordance with the practice under £x parre Quayte, 1935 C.D. 11,453 O.G. 213.

Disposition of Claims*
5) Claim(s) 1-24 is/are pending in the application.

5a) Of the above claim(s) _____is/are withdrawn from consideration.
6) (J Claim(s) ____is/are allowed.
7) Claim(s) 1-24 is/are rejected.
8) [ Claim(s) ____is/are objected to.
9) {J Claim(s) are subject to restriction and/or election requirement
* If any claims have been determined allowable, you may be eligible to benefit from the Patent Prosecution Highway program at a

participating intellectual property office for the corresponding application. For more information, please see
http://www.uspto.gov/patents/init_events/pph/index.jsp or send an inquiry to PPHfeedback@uspto.gov.

Application Papers
10)(1] The specification is objected to by the Examiner.
11)[@ The drawing(s) filed on 10/22/2021 is/are: a)l¥] accepted or b){] objected to by the Examiner.
Applicant may not request that any objection to the drawing(s) be held in abeyance. See 37 CFR 1.85(a).
Replacement drawing sheet(s) including the correction is required if the drawing(s) is objected to. See 37 CFR 1.121(d).
Priority under 35 U.S.C. § 119

12)[J Acknowledgment is made of a claim for foreign priority under 35 U.S.C. § 119(a)-(d) or (f).
Certified copies:

a)lJ All b)(J Some**  ¢)[J None of the:
1.[] Certified copies of the priority documents have been received.
2.(J Certified copies of the priority documents have been received in Application No.

3.(0 Copies of the certified copies of the priority documents have been received in this National Stage
application from the International Bureau (PCT Rule 17.2(a)).

** See the attached detailed Office action for a list of the certified copies not received.

Attachment(s)

1) Notice of References Cited (PTO-892) 3) [ Interview Summary (PTO-413)
. . Paper No(s)/Mail Date

2) Information Disclosure Statement(s) (PTO/SB/08a and/or PTO/SB/08b) 4) (] Other:

Paper No(s)/Mail Date 01/24/2022; 05/05/2022 and 06/30/2022

U.S. Patent and Trademark Office
PTOL-326 (Rev. 11-13) Office Action Summary Part of Paper No./Mail Date 20230123
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Notice of Pre-AIA or AIA Status

The present application, filed on or after March 16, 2013, is being examined

under the first inventor to file provisions of the AIA.
DETAILED ACTION
1. This is in response to the communication filed on 11/12/2021. Claims 1-24 are
pending in the application. Claims 1-24 are rejected.
Priority

2. Applicant’s claim for the benefit of a prior-filed application under 35 U.S.C.
119(e) or under 35 U.S.C. 120, 121, 365(c), or 386(c) is acknowledged.

Double Patenting

The nonstatutory double patenting rejection is based on a judicially created doctrine grounded in public
policy (a policy reflected in the statute) so as to prevent the unjustified or improper timewise extension of the
"right to exclude" granted by a patent and to prevent possible harassment by multiple assignees. See In re
Goodman, 11 F.3d 1046, 29 USPQ2d 2010 (Fed. Cir. 1993); In re Longi, 759 F.2d 887, 225 USPQ 645 (Fed. Cir. 1985);
In re Van Ornum, 686 F.2d 937, 214 USPQ 761 (CCP A 1982); In re Vogel, 422 F.2d 438, 164 USPQ 619 (CCPA 1970);
and In re Thorington, 418 F.2d 528, 163 USPQ 644 (CCPA 1969).

A timely filed terminal disclaimer in compliance with 37 CFR 1.321(c) may be used to overcome an
actual or provisional rejection based on a nonstatutory double patenting ground provided the conflicting
application or patent is shown to be commonly owned with this application. See 37 CFR 1.130(b).

Effective January 1, 1994, a registered attorney or agent of record may sign a terminal disclaimer. A
terminal disclaimer signed by the assignee must fully comply with 37 CFR 3.73(b).

A nonstatutory obviousness-type double patenting rejection is appropriate where the
conflicting claims are not identical, but at least one examined application claim is not
patentably distinct from the reference claim(s) because the examined application claim is
either anticipated by, or would have been obvious over, the reference claim(s). See, e.g., In re
Berg, 140 F.3d 1428, 46 USPQ2d 1226 (Fed. Cir. 1998); In re Goodman, 11 F.3d 1046, 29 USPQ2d

2010 (Fed. Cir. 1993); and In re Longi, 759 F.2d 887, 225 USPQ 645 (Fed. Cir. 1985).
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The USPTO Internet website contains terminal disclaimer torms which may be used.
Please visit www. uspio.gov/ patent/ patents-forms. The tiling date of the appHcation in
which the form is filed determines what torm {(e.g., FTO/5B/25, PTO/SB/ 26, PTO/AIA/2Z5,
or P/ ALA/26) should be used. A web-based eTerminal Disclaimer may be filled out
completely online using web-screens. An eTerminal Disclaimer that meets all requirements is
auto-processed and approved immediately upon submission. For more infermation about
eTerminal Disclaimers, refer to www.uspte.gov/ patents/ process/ file/ efs/ guidance /eTD-
info-Lisp.

3. Claims 1-24 of the instant application are rejected under the judicially created doctrine
of obviousness type double patenting as being unpatentable over claims 1-20 of the
commonly owned US Patent No. 11,157,606 B2.

In particular, claims 1-2, 10-11 and 22 of the instant application are being unpatentable
over claims 1, 10 and 19 of the commonly owned US Patent No. 11,157,606 B2; claims 3-6 and
12-15 of the instant application are being unpatentable over claims 3-6, 11-15 and 20 of the
commonly owned US Patent No. 11,157,606 B2; claims 7-9, 16-21 and 23-24 of the instant
application are being unpatentable over claims 6-9, 15-18 and 20 of the commonly owned US
Patent No. 11,157,606 B2.

Although the conflicting claims are not identical, they are not patentably distinct from
each other because claims 1-20 of patent No. 11,157,606 B2 contains every element of claims 1-
24 of the instant application and thus antficipate the claim(s} of the instant application. Clatms
1-24 of the instant application therefore is not patently distinct from the conflicing claim set

of the earlier patent and as such is unpatentable over obvious-type double patenting. A later
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patent/application claim is not patentably distinct from an earlier dlaim if the later claim is
anticipated by the earlier claim.

This is a non-statutory obviousness type double patenting rejection.

4. Claims 1-24 of the instant application are rejected under the judicially created doctrine
of obviousness type double patenting as being unpatentable over claims 1-20 of the
commonly owned US Patent No. 10,776,471 B2.

In particular, claims 1, 10 and 22 of the instant application are being unpatentable over
claims 1 and 10 of the commonly owned US Patent No. 10,776,471 B2; claims 2 and 11 of the
instant application are being unpatentable over claims 2 and 11 of the commonly owned US
Patent No. 10,776,471 B2; claims 3-6 and 12-15 of the instant application are being
unpatentable over claims 3-6 and 12-17 of the commonly owned US Patent No. 10,776,471 B2;
and claims 7-9, 16-21 and 23-24 of the instant application are being unpatentable over claims
6-9 and 15-20 of the commonly owned US Patent No. 10,776,471 B2.

Although the conflicting claims are not identical, they are not patentably distinct from
each other because cfaims 1-20 of patent No. No. 10,776,471 B2 contains every element of
clatms 1-24 of the instant application and thus anticipate the claimis} of the instant
applicabion, Ulaims 1-24 of the instant apphcation therefore is not patently distinct from the
contlicting claim set of the earlier patent and as such is unpatentable over obvicus-type
double patenting. A later patent/application claim is not patentably distinct from an earlier
clatm if the later clafim is anticipated by the earlier claim.

This is a non-statutory obviousness type double patenting rejection.
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5. Claims 1-24 of the instant application are rejected under the judicially created doctrine
of obviousness type double patenting as being unpatentable over claims 1-20 of the
commonly owned US Patent No. 10,614,204 B2.

In particular, claims 1-2, 10-11 and 22 of the instant application are being unpatentable
over claims 1-2 and 13 of the commonly owned US Patent No. 10,614,204 B2; claims 3-6 and
12-15 of the instant application are being unpatentable over claims 3-8 of the commonly
owned US Patent No. 10,614,204 B2; claims 7-9, 16-21 and 23-24 of the instant application are
being unpatentable over claims 5-12 of the commonly owned US Patent No. 10,614,204 B2.

Although the conflicting claims are not identical, they are not patentably distinct from
each other because claims 1-20 of patent Ne. No. 10,614,204 B2 contains every element of
claims 1-24 of the instant application and thus anficipate the claim{s} of the instant
application. Claims 1-24 of the instant application therefore is not patently distinct from the
conflicting claim set of the earlier patent and as such is unpatentable over obvious-type
double patenting. A later patent/application claim is not patentably distinct from an earlier
claim if the later claim is anticipated by the earbier claim.

This is a non-statutory obviousness type double patenting rejection.

Allowable Subject Matter

6. Claims 1-24 would be allowable if rewritten or amended (or if a terminal
disclaimer is filed) to overcome the obviousness type double patenting rejections, set

forth in this Office action.

Page 103 of 386



Application/Control Number: 17/508,887 Page 6
Art Unit: 2494

Conclusion

7. A shortened statutory period for response to this action is set to expire in 3 (Three)
months and 0 (Zero) days from the mailing date of this letter. Failure to respond within the
period for response will result in ABANDOMENT of the application (see 35 U.S.C 133,
M.P.E.P 710.02(b)). Applicant is reminded of the extension of time policy as set forth in 37
CFR 1.136(a).

Any inquiry concerning this communication or earlier communications from the
examiner should be directed to SHANTO ABEDIN whose telephone number is 571-272-
3551. The examiner can normally be reached on M-F from 8:30 AM to 6:30 PM. If attempts
to reach the examiner by telephone are unsuccessful, the examiner's supervisor, Jung (Jay)
Kim, can be reached on 571-272-3804. The RightFax number for faxing directly to the
examiner is 571-273-3551.

Hxaminer interviews are avatlable via telephone, in-person, and video conferencing
using a USTTO supplied web-based collaboration tool. To schedule an interview, apphcant
is encouraged o use the USPTO Automated Interview Request (AIR} af hitp://

WWY W.gov/interviewpractice,

Information regarding the status of an application may be obtained from the Patent
Application Information Retrieval (PAIR) system. Status information for published
applications may be obtained from either Private PAIR or Public PAIR. For more
information about the PAIR system, see http:/ / pair-direct.uspto.gov. Should you have
questions on access to the Private PAIR system, contact the Electronic Business Center (EBC)
at 866-217-9197 (toll-free).

/SHANTO ABEDIN/
Primary Examiner, Art Unit 2494

Page 104 of 386



Notice of Referernces Cited

Application/Control No.

Applicant(s)/Patent Under

17/508,887 Reexamination
Tussy, Kevin Alan
Examiner Art Unit
SHANTO ABEDIN 2494 Page 1 of 1

U.S. PATENT DOCUMENTS

* Countlr:;o(fj::g;-el\?:n’:lbirrlgiig Code MI\/ID- ?}iYY Name CPC Classification US Classification
* A | US-8396265-B1 03-2013 Ross; Steven James G06vV40/172 382/103
* | B |US-9607138-B1 03-2017 Baldwin; Leo Benedict HO04W12/06 17
* | C | US-20140337948-A1 11-2014 Hoyos; Hector G06Q20/40145 72617

D

E

F

G

H

|

J

K

L

M

FOREIGN PATENT DOCUMENTS

* Countlr:;oc(;::g;—el\:]:n’:lbirrlgiig Code MI\/ID- ?}?{YY Country Name CPC Classification

N

0]

P

Q

R

S

T

NON-PATENT DOCUMENTS

* Include as applicable: Author, Title Date, Publisher, Edition or Volume, Pertinent Pages)

u

\

W

X

*A copy of this reference is not being furnished with this Office action. (See MPEP § 707.05(a).)
Dates in MM-YYYY format are publication dates. Classifications may be US or foreign.

U.S. Patent and Trademark Office
PTO-892 (Rev. 01-2001)

Notice of References Cited

Page 105 of 386

Part of Paper No. 20230123




Search Nofes

Application/Control No.

Applicant(s)/Patent Under Reexamination

17/508,887 Tussy, Kevin Alan
I -

SHANTO ABEDIN 2494
CPC - Searched*
Symbol Date Examiner
CPC Search: GO6F21/32, G06V40/168, G0O6V40/172, G06V40/18, SA
G06Y40/20 01/24/2023
CPC Combination Sets - Searched*
Symbol Date Examiner
US Classification - Searched*
Class Subclass Date Examiner

* See search history printout included with this form or the SEARCH NOTES box below to determine the scope of

the search.

Search Notes

Search Notes Date Examiner
Inventor Assignee/ Double Patenting search 01/24/2023 SA
CPC classification search (with limited keyword search) 01/24/2023 SA
PE2E databases keyword search (see search history) 01/24/2023 SA
NPL: Google Scholar, IEEE Xplore search (see search history) 01/24/2023 SA
ﬁ)é)/ré%%l:[ggfearch notes from related application No. 16/817,428 and 01/24/2023 SA

/SHANTO ABEDIN/
Primary Examiner, Art Unit 2494

U.S. Patent and Trademark Office

Page 106 f 386

Part of Paper No.: 20230123




Application/Control No.

Applicant(s)/Patent Under Reexamination

Search Notes 17/508,887 Tussy, Kevin Alan
T
SHANTO ABEDIN 2494
Interference Search
US Class/CPC US Subclass/CPC Group Date Examiner
Symbol
Claim GO06F21/32, G06V40/168, G06V40/172, GO6V40/
Interference 18, G06V40/20 01/24/2023 SA
Search

/SHANTO ABEDIN/
Primary Examiner, Art Unit 2494

U.S. Patent and Trademark Office

Page T07°6f 386

Part of Paper No.: 20230123




Application/Control No. Applicant(s)/Patent Under Reexamination
Index of Claims 17/508,887 Tussy, Kevin Alan
H“m m “H “m“ “ ““ o ot
SHANTO ABEDIN 2494
v | Rejected - | Cancelled N | Non-Elected A Appeal
= Allowed + | Restricted | | Interference O | Objected
CLAIMS
(J Claims renumbered in the same order as presented by applicant O cpPA O T1.D. (J R.1.47
CLAIM DATE
Final Original | 01/26/2023

N CNENEN NN EN SN N AN AN EN N N N TN AN CN TN EN EN TN BN N

NININININ |~ )~
N 190 IN] g P 7= 1) B] P 123 Y ) 1] I =] Rl g il St Rl Rl Rl L

U.S. Patent and Trademark Office

Part of Paper No.: 20230123

Page T08 of 386



varification

)
N
LA

(<) I — :
8 5 .
0 = o o
o O m® " g < - : 2 :
Wg P T =) (] . P :
S = © ) ) . -3 o o
8z £ 2 o 858 2 5 E 22 - 59 £ @ g
= - Y= o 0 = © .
83 m.“V & o = z &5 .0 =9 0 o 2 D &
e 3 o) - T 9 5 & o = o c o g . s g
= €3 > c £ o = e} "
£ 0 & s L5 o o < =¥ e £ - D £ 9 o ©
9 < s c . < 8 £ 5 S 8 g = s % o - 2 3
s = S © = n 8 O 3 c 5 8 = o ¥ O % &
g = as . B . L5 2% E s g 8 2 F z§ g8
& o mm uw,.m,m mw«z_v m...w 8 © nwn. M_aa wm,MW
. S 53 A s g & g3 . ' S L S g LE2
< E S 2= 5 8 £ £ =z == Z 8 e 8
= o ~ O s = © > O [5) X S L
T @ T q e 2 £ = o 52 0 o o e
S 5 . S =2 T 4 P @ T3 2 s £ o nOURTS A
" = " 3 = e ¢ 5 o g @ o £ %5 = o 2 > A
g 3 I g c & ° o > € o =) £ o
._.mc o O o =, Omw.\. FW 3£ S.T e..nm\\n .ﬂc
= = 8 3 52 E=R= 25 - & 25 ® S & PS8
= = Es g < 387 = g s g 8 = o @2 % 5 T
nVum = c < S o = o o = o - S E & e <
L © < E
2 = i © O £ %] L o mn =4 T ®©
puil g 2 c o 2 TN > £ 5 ®© =2 5 Pe
s 3§ - - g o 9 s 8 =5 o = o - =R 0 9 -
5 8 0 H o N = @ — ® S © . - = S
o o o g % [ © Do
L o o = T D S < w0 < . 23 4 C 2 8
— T . < = = o £ 0 Q ] o e £ = -
@ z = 85 ® % o @ <o o v o T E
£ < o 2 & 2 o Q. T o v 8 s 5 58 ¢ 53 .
= b c 9O - B mmu, T o £ E O ® » o X . £ 5 Z
[Se- o = [OIreY 0 e o < G - am ae‘wm Wymn
5 = d,m £ £ e g8 « oz o o - “ £ o 2 = L 2T 2
nw o c o > @ o wnw = S« > = O E .« 2 o %
= OW ne SdeW — ...Ihm ..hl..l eo\ﬂ Sb....:.
> = o 5 £ s z 2 g O £ o e E & o S %
£ » El @ o 2 2 € = S o’ S g = = 8 &
5 5 . O o ° © E 5 2 > = S o S o [ RS £ ©
w...l hm = . dmn\ ...Fln s..hl fh‘ .SSN\ du.uu.
£ = T2 o o T © - . € = g = 5 E s S«
s 2 & o g o 29 = g3 g £ g e > 5 2
© 5 S o c = = o o 3 E = 8o L o %m
2 7 2 £ € E = 2 7 =y S @ B 2 S o g 2
a_._l o *+ = B.mn_n\u a @ = & T G T S - £
Q3 S 5 g ! s 5 O S < o & o 2 o F = b
g2 2 S o X35 7 T o = @ = - b=t
© 23 3 - a = @ = s L Z -0 8
o 8 z g i) S o = ® & % == 8 £ <
b - £ = : S % » c = o o = 2 ®
g = o : o = u = = o c T T c i .
c o @ _._lm o @ {3 T 0 o T & o * - k)
© O 3 o > - ..lh [« © it
5 S T £ 3 5 m o @ i 5 £ g s
o 3 a < ® > € 5 ik 29 S o 8 5 $ = 5 3w
5 = = : 9] - 9 o @ T i3 g v i
Q 0w < @ S & o S o QS £ 20 i 3 5 =
mm. ..hl..»N mm S 0 nVup rxm ..nlm..hl Wdﬁmy %'»pv
. © @ [ R )
e I o ® s & > 22 s T ® S c ix 3 S m
..l (%] 5] etw\\‘ [« 2z = [} = @ © = £
2 = %] s 5 I o g o > ¥ S =
..L = T o = = = 5 E ©
+ : 2 : .....m.m = - = 35 =
c ) . =g % 2 Lz
T . X ° @
M&N .Sﬁ
©

Page 109 of 386



Page 110 of 386



e
£
g
]
S
o
S
&
™
) 4
. e . o
-~ W\ e : %
2] y p
o 0 m 3 - o
g 9 N [<) et b2
o £ K @ o o &
£ g 2 o o . & 2
I £ = = £ g : 2 o K%
c oo e € © € e - -
- e = = Eg 5 % " &
9% - . @ . Eo L b4 o bt
oo £ |nna L Q - ﬁv () ..nla. ot o - ) 75
Z 823 B o 2 o] 3 i € o a 2 : : i
2 @ a i*] S [S) c 9 s 8« = ®© : - e
ok g £ 2§ §oUss £ g 5 5
Z 2% [ c = o L 5 @ z I o & » i
5 & byt = [TH - ) > o ) o 4= =4 -
o > 2 = o3 Mo i o o e = < Iy
Sgg & 23 z3 g 28 g2 P E 28
S = o © Qo O O & S S z g S - £ 2 @
o [ }] ] 4 S 0 ..hl = 4 0N y- ..& S g2 s oes o -
% E o =2 : L= E o o 2 S o = 2 =
° 8 % 22 = n”‘uf@ o @ = £ 0 2 kv, S g s -
2 4 P ° & T «© & o : S 7] (ot - © c
= 8 = o= @ Z S = D i 5
5 o ¥ oo 8L 2 g s 8 .. g 5 >0 b 8 S <
g 2 - 2= 805 3 % g% % > £ s L T Q [ ® o 8 3
5 = zz |5} o 2 o (% N o e X - o - c = € £ =
O < P} (&} a £ 14 R =3 = S o o = N 7 s = e s s o o
S 3 2 = E & = - =] D = g - = i & 2 £ 3
. = £ G/ e ¢ 5 E fe) 3 %5 o © [ o =
c > = — 3 © = & £ 3 o g 4 5 = 8 3 ©
z s © z = # nu.%m@ ;> o] 8= . S o a8 s T
= o .w 0 “— =N b g +— - -0 - ©c < 1f; g ® L < 3 = = o 2
z : o @ s : .}Be“& c 3 = 85 & \eE;». S = £ S
=} A = =] P - : -— ﬂ” o =]
= o o D £ o v i s < . - 9 = . © et > 85 =
o “ ol ® O A=~ = 2 % G % £ o D = % ¢ =
s E = o E © 8 5c “ 5 < & 2 ¢ @ 4 8% 2 T 3 2
% ® G = = w =4 a °© % = & E= £ o5 s [ Pt o [0} T o
3 © 5 2 £ 9 =3 @ £ 22 S 0 g - & B e o <z S
o 8 & £ o o N Z 3 o E 4 RS - = E e o 23
o > £ £ Qo = = B - oz & o L 2 . by . =
w 2 4 2 m© w £ 124 . =] n S Q e - B~ [ = €3 T w»
- E© o o 8 = 2 o 2 o £ o 2 4 & - - S b 'S R . @
c = ., 8 = o Lo = = o a8 = . Fee Lo W P} H——
- c = E 2 s & > @ By g2 = & - & 5 o= by s o
o o ¥ o (] e S = o % ik w— E £ @ © © I bod L5 e I=BE-]
[5v £ zp 2 £ T w O T bixd [3] w @O v o = €3 = o <L T & = . €
5 & 0 v S = i o © 5 5 ® £ = 4 ) 5 = o ®
-5 8 . € £ : 8 o 279 Z 5 o2 E A 2 c ,mh.mm & 2D 8 B3
% S a0 z o 3 : T £ T £ 2 P 28 = = 9 & o 3 by S
e T <z E 3 - ° s 9 44 e E s 7 ST o o 2 [ o o =
- £ x . = z Q i s 90 Z .= £ < 4 5 =
5 —_— @ ~ o I ] AL b=} =4 o [} o S O =
n & T O s c = 5 © 1] c S c £ “
P @ @ & c o o = o o “ 3 m o = o o m = o S f
B o 9 = = 8 : o S o v i 7 2w Z £ 8 £ y; - 42 o
w g =) - 5 E ®© o w 0 X = rr i 2 x &3 o 2
[ y— ol = -+ e o = [+ 7 c © e =) 0 - =2 = S 2]
258 £ 3 % = 3 # g 3 £ g8 = & =
s © o 2 ;E SR e ; °© s . 58 F oz £
] o (3] = -~ P ..nlu QL = : m " g m S ..nm i) = € = ) o= m
] = i i = m o - o = 0 5 . g = m S = e > ©
= =3 7 e r 2z 9 s o = P : B © 5 0 % : 8 £
o D Dm 2w A o E , 0 S = O o o » o5 K 3 @
s (5] ] [(h]) o P 2 ()] _ = < ° = O o 5o b ) e = ]
o~ s} s = s} ® o 2 P 2 = m \.\ 3] -
b o9 33 o5 o I c w F s 2 o '® i a s “ o £
“ O = Loy c 2 s 2 S 0 = £ g e w0 8T g
7 v 2 % ) ] < < 3 £ e 2 & s @
Az o g o o> .m £3 W k=] = & & [ m- L © s > T o £ m o 90
) o 453 > L o c B . 5 . o a1 > c = = o @
wy L e ? =T a v L @ pe! g 23 T o o 2 - o e o
4 3] © A . = @ Z Q T = = : 4 o
o - o) - P = O a1 S = 5 = 1) - &
8 4 sz N ScB G L% 5 8% g8 2 2 c 2
B e = £ 2 & TS i - 8 [ £ S . % [ :
R (4] - S © } o s (%) o y a < s = ] o y = .
S [£x] - = = S £ % T - = :AM ] [} — Iy [ @ (&)
i [5) - @ . 0 ] - © o - bt o o
. X © b2 B = D = & < 4 ] =z =
© 2 © % o D L o s s = o c &
i © 3 & 3 = @© = s £ - 8w
[=Rd i ﬁ = @ [} = S = o v
DR EE ¢ Sy 5 5 Ee & g2
= & S £ 2 o 2 T = =0 = 5 O
Rmism.&. =) °s m...m.( g 5
: . 35 0 = © 0 =
2 <% g = o 3o 2 5 S
D0 = ey o
- 3 g e = e % =
w £ < 7 X o )
o ) = o = o o
P2 9 £S 4 2
= _ 4 _._SL b
Y— ~_
(\WM v N
=

Page 111 of 386



distance of the positive pair

and existing videobased face recognition methods on the YTF ...

. In this paper, we consider the second one where face images ...

is less than a smaller threshold ...
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October 22, 2021 OPAP
U.S. PATENT DOCUMENTS
EXAMINER DOCUMENT NUMBER DATE NAME CLASS |SUBCLASS FILING DATE
INITTAL (IF APPLICABLE)
2014/0098174 04/14 Summers
D702,714 04/14 Abratowski
8,722,977 05/14 Wooten, Jr.
2014/0118257 05/14 Baldwin
2014/0123275 05/14 Azar
8,743,051 06/14 Moy, et al.
2014/0165187 06/14 Daesung
2014/0169643 06/14 Todoroki
2014/0173443 06/14 Hawkins, 1T
8,750,574 06/14 Ganong, et al.
2014/0197922 07/14 Stanwood
2014/0198959 07/14 Derakhshani
D712,909 09/14 Francisco
D713,410 09/14 Francisco
8,856,541 10/14 Chaudhury
8,867,849 10/14 Kirkham
D715,317 10/14 Perace
2014/0337791 11/14 Agnetta
2014/0337948 11/14 Hoyos
2014/0351761 11/14 Bae
D717,339 11/14 Wen
D717,829 11/14 Lee
8,922,480 12/14 Freed, et al.
2015/0052462 02/15 Kulkarni
2015/0055821 02/15 Fotland
8,959,578 02/15 Simpson, et al.
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2015/0074615 03/15  |Han
2015/0077323 03/15 Ramaswamy
D725,151 03/15  |Bray
D725,668 0315 |Clare
D726,221 04/15 | Gomez
9,037,354 05/15 Mondragon
2015/0148106 05/15 | Choi
D728,623 0515 |Lim
D730,389 05/15 | 1zotov
2015/0131872 05/15 | Ganong, et al.
9,069,447 06/15 | Kim
2015/0153571 06/15  |Ballard
D730,941 06/15 | Marianek
D731,552 06/15 | Seo
9,076,008 0715 | Moy
9,076,028 07/15 Summers
2015/0205399 0715 |Kim
2015/0205454 0715 | Ainslie
2015/0212684 07/15 | Sabia
D733,755 07/15 | Kadosh
2015/0227286 08/15 | Kangas, et al.
D736,812 08/15 | Yoo
D737,325 08/15 | Kim
9,137,246 09/15 | Parry, etal.
D738,921 0915 |Lim
2015/0310260 1015 | Summers
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INVENTOR(S)
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(USE SEVERAL SHEETS IF NECESSARY) FILING DATE GROUP ART UNIT
October 22, 2021 OPAP
U.S. PATENT DOCUMENTS
EXAMINER DOCUMENT NUMBER DATE NAME CLASS | SUBCLASS FILING DATE
INITIAL (IF APPLICABLE)
D740,833 10/15  |Bae
9,152,849 10/15 Ganong, et al.
D742,417 11/15 Brunner
9,202,105 12/15 | Wang, etal.
9,209,355 12/15  |Senda, et al.
2015/0378433 12/15 | Savastinuk
D745,567 12/15  |Park
2016/0026425 01/16  |Lee
D747,354 01/16  |Park
2016/0063235 03/16 | Tussy
D752,078 03/16 Guesnon, Jr.
2016/0071111 03/16 | Wang, etal.
2016/0087991 03/16 | Matsuoka
D753,132 04/16 | Cuthbert
2016/0117544 04/16  |Hoyos, et al.
D756,401 05/16  [Soldner
D757,084 05/16 | Chaudhri
D759,723 06/16 | Butcher
2016/0209939 07/16 | Zambetti
D761,268 07/16  |Oh
D761,277 07/16  |Harvell
9,424,491 08/16  |Kirkham
9,430,695 08/16 Summers
D762,655 08/16  [Kai
D762,673 08/16  [Seo
D762,715 08/16 | Williamson
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October 22, 2021 OPAP
U.S. PATENT DOCUMENTS
EXAMINER DOCUMENT NUMBER DATE NAME CLASS |SUBCLASS FILING DATE
INITTAL (IF APPLICABLE)
D763,271 08/16 Everette
D763,306 08/16 Lee
D764,526 08/16 Gomez
D764,534 08/16 Seo
D765,117 08/16 Joo
D765,133 08/16 Joo
9,448,687 09/16 McKenzie
2016/0259528 09/16 Foss
2016/0261675 09/16 Block
2016/0284123 09/16 Hare
D765,674 09/16 Kim
D766,926 09/16 Fleischmann
D766,314 09/16 Bauer
D766,298 09/16 Bae
9,459,132 10/16 Fehrenbach, et al.
D769,933 10/16 Sabia
2016/0342826 11/16 Apostolos, et al.
D772,288 11/16 Montes
D772,929 11/16 Montes
2016/0335483 11/16 Pfursich, et al.
2016/0364561 12/16 Lee
D776,680 01/17 Bae
D777,755 01/17 Beaty
8,649,604 02/17 Steinberg, et al.
D778,923 02/17 Zhou
D778,940 02/17 Williamson
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INVENTOR(S)
INFORMATI(E)? L);SP(ITJIIJSEEI;E CITATION Kevin Alan Tussy
(USE SEVERAL SHEETS IF NECESSARY) FILING DATE GROUP ART UNIT
October 22, 2021 OPAP
U.S. PATENT DOCUMENTS
EXAMINER DOCUMENT NUMBER DATE NAME CLASS |SUBCLASS FILING DATE
INITTAL (IF APPLICABLE)
2017/0053406 02/17 Hirvonen
9,607,138 03/17 Baldwin
2017/0083086 03/17 Mazur
D780,781 03/17 Ding
9,600,649 03/17 Parry, et al.
D783,633 04/17 Oh
D783,652 04/17 Guan
D784,363 04/17 Fleming, et al.
D787,527 05/17 Wilberding
D788,122 05/17 Tada
D788,810 06/17 Kim
D790,567 06/17 Su
D791,158 07/17 Shiino
9,708,909 07/17 Atkinson, et al.
9,740,848 08/17 Parry, et al.
2017/0220843 08/17 Apostolos, et al.
D794,663 08/17 Sakuma
D798,321 09/17 Lieb
9,798,420 10/17 Ichikawa
D798,902 10/17 Choi
D799,544 10/17 Kim
D800,743 10/17 Rhodes
D801,990 11/17 Reissner
D803,870 11/17 Landry
D805,546 12/17 Wu
D805,548 12/17 King
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(MODIFIED) PATENT AND TRADEMARK OFFICE FACETC.0082P 17/508,887
INVENTOR(S)
INFORMATI(E)? L);SPEJIIJSEEIT(E CITATION Kevin Alan Tussy
(USE SEVERAL SHEETS IF NECESSARY) FILING DATE GROUP ART UNIT
October 22, 2021 OPAP
U.S. PATENT DOCUMENTS
EXAMINER DOCUMENT NUMBER DATE NAME CLASS |SUBCLASS FILING DATE
INITTAL (IF APPLICABLE)
D806,113 12/17 Beckman
D807,378 01/18 Imamura
D807,381 01/18 Hersh
9,911,036 03/18 Hartman
9,958,687 05/18 Chern, et al.
2018/0139157 05/18 Decculus
D817,994 05/18 Jou
D819,075 05/18 Tsuji
2018/0165508 06/18 Othman, et al.
D820,305 06/18 Clediere
D821,439 06/18 Sowden
D821,443 06/18 Jang
D822,054 07/18 Persson
D823,335 07/18 Alonso
D823,867 07/18 Berlow
D823,891 07/18 Lupe
D825,587 08/18 ORourke
D825,588 08/18 Hashimoto
2018/0342018 11/18 Pancholi
2019/0080189 03/19 VAN OS
10,360,464 07/19 McKay, et al.
2019/0213311 07/19 Tussy
2020/0042685 02/20 Tussy, et al.
2021/0011986 01/21 Tussy
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October 22, 2021 OPAP
FOREIGN PATENT DOCUMENTS
EXAMINER DOCUMENT NUMBER DATE COUNTRY CLASS | SUBCLASS | TRANSLATION
INITIAL
YES NO
1388802 02/04 EP
1455297 09/04 EP
2005-287878 10/05 Jp
2006-259923 09/06 JP
2006/130542 12/06 WIPO
2007-148968 06/07 Jp
2007-304801 11/07 Jp
2008/107002 09/08 WIPO
2007/119818 08/09 WIPO
20130097581 09/13 KR
2014-010686 01/14 Jp
103593594 02/14 CN
2015/070320 05/15 WIPO
2017/100929 06/17 WIPO
10-1755995 07/17 KR
10-2019-0038923 04/19 KR
EXAMINER OTHER DOCUMENTS (INCLUDING AUTHOR, TITLE, DATE, PERTINENT PAGES, ETC.)
INITIAL
Hagai Aronowitz, et al., Multi-Modal Biometrics for Mobile Authentication, [JCB, 2014
Silvio Barra, et al., FAME: Face Authentication for Mobile Encounter, IEEE, 2013
Girija Chetty and Michael Wagner, “Automated lip feature extraction for liveness verification in audio-video authentication”, Human
Computer Communication laboratory School of Information Sciences and Engineering, University of Canberra, Australia, Proc. Image and
Vision Computer (2004), 1 January, 2004, 6 pages.
Rogssignol, Joe. "How to customise the Lock screen in i0S 7." iDownloadBlog, posted January 11, 2014 (Retrieved from the internet
3/30/2016). Internet URL: <http: //www.idownloadblog.com/2014/01/11/how-to-theme-the-lock-screen-on-0os-7/>
android_locked-out-PDF, screenshot, date unknown, author unknown.
android-lock-screen1-PDF, screenshot, date unknown, author unknown.
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(MODIFIED) PATENT AND TRADEMARK OFFICE FACETC.0082P 17/508.887
INVENTOR(S)
INFORMATION DISCLOSURE CITATION Kevin Alan T
BY APPLICANT VI A’dn Tussy
(USE SEVERAL SHEETS IF NECESSARY) FILING DATE GROUP ART UNIT
October 22, 2021 OPAP
EXAMINER OTHER DOCUMENTS (INCLUDING AUTHOR, TITLE, DATE, PERTINENT PAGES, ETC.)
INITIAL
facetime-PDF, screenshot, date unknown, author unknown.
BLETSKO et al., "Using Skin-Color Motion for 3D Face Modelling and Synthesis", September 6, 2003, WISP 2003, pages 295-299 _
image 9-PDF, screenshot, date unknown, author unknown.
iphone-Facetime-PDF, screen shot, date unknown, author unknown.
keyboard-PDF, screen shot, date unknown, author unknown.
passcode-lock-PDF, screen shot, date unknown, author unknown.
passcode-PDF, screen shot, date unknown, author unknown.
screen Shot-PDF, screen shot, date unknown, author unknown.
screenshot_2012-06-20-16-06-32-PDF, screen shot, date unknown, author unknown.
topic_facetime_ios-PDF, screen shot, date unknown, author unknown.
Shutterstock [online], 4 August 2014 [retried 24 July 2016]. Retrieved from the internet
URL:http://www.tineye.com/search/543afetb8836762927558call587ce7f99a706ad/.,pic-199246373 stock phot male silhouette image.
wp_ss_20130124 _00071-PDF, screen shot, January 24, 2013, author unknown.
After Effects Tutorial - 17 - Introduction to Masking, by thenewboston, uploaded 12/07/2008, youtube.com [online], [retrieved 06/15/2017].
Available from <URL:https://www.youtube.com/watch?v=kWd51xDqgzlc>
Optical Illusions - Animated GIF & JPG, dated 10/28/2013, plus.google.com [online], [retrieved 06/19/2017]. Available from internet
<URL:https://plus.google.com/+Whak-Off/posts/CX4YhzXSQy2>
The Universal Face Login for 5 Billion Smartphones, zoomlogin.com [online], [retrieved 06/19/2017]. Available from internet
<URL:https://zoomlogin.com/>
Wong, Yongkang, et al. "Patch-based probabilistic image quality assessment for face selection and improved video-based face recognition."
CVPR 2011 WORKSHOPS. IEEE, 2011
RAFALOVITCH, "Viewfinder Friends-idea for Facebook application”, November 14, 2007,
http://blog.outerthoughts.com/2007/11/viewfinder-friends-idea-for-facebook-application/, Spages.
KISHORE, "How to Add, Upload, and Tag Your Pictures and Photos in FaceBook", http://www.online-tech-tips.com/fun-stuff/how-to-add-
upload-and-tag-your-pictures-and-photos-in-facebook/, August 11, 2007, 13 pages.
BECKER et al., "Evaluation of Face Recognition Techniques for Application to Facebook", IEEE International conference on Automatic
Face and Gesture Recognition, 2008, 6 pages.
BAKER, "Google & Riya Face Recognition Photo Search", November 22, 2005, http://www.searchenginejournal.com/google-riya-face-
recognition-photo-search/25501, 1 page
"Riy aning with Fage Recoguison”, Ootoher 28, 2003, htpfwww ohgizme.comy 2005/ 828 rva-vhoto-shanng with-
FACERUQOK, ing Photo Tagging " htipsimudacebock.convnoies! hook/making-photo-tagging.-
casiend o7 1438871307 wm =0& ydr, 2
MICHELSON et al., "Auto-tagging the Facebook", 2006, http://cs229.stanford.edu/proj2006/MichelsonOrtizAutoTaggingTheFacebook.pdf,
5 pages.
ARRINGTON, "First Screen Shots of Riya", October 26, 2005, http://techcrunch.com/2005/10/26/riya-prepares-tolaunch-alpha/, 10 pages
ARRINGTON, "Ojos - Auto Name & Tag Your Photos", August 15, 2005, http://techcrunch.com/2005/08/31/0jos-auto-name-tag-your-
photos/, 8 pages.
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October 22, 2021 OPAP
EXAMINER OTHER DOCUMENTS (INCLUDING AUTHOR, TITLE, DATE, PERTINENT PAGES, ETC.)
INITIAL

STONE, et al. "Autotagging Facebook: Social network context improves photo annotation," In Workshop on Internet Vision, 2008, 2 pages_
SCHUON et al., "CS229 Project Report: Automated photo tagging in Facebook", December 2007, http://cs229.
Stanford.edu/proj2007/SchuonRobertsonZou-AutomatedPhotoTaggingInFacebook.pdf, 5 pages.
YADAY, "Facebook - The Complete Biography", August 25, 2006, http://mashable.com12006/08/25/facebook-protile/, 7 pages
UNKNOWN, "What does it mean to "tag" someones picture on facebook, whats the point of doing it?", November 28, 2007,
https://answers.yahoo.com/question/index ?qid=20071128123629AAYODLP, 2 pages.
Yang, et al., "Detecting Faces in Images: A Survey", January 2002, IEEE Trans. Pattern Analysis Machine Intelligence, 24(1), 2 pages
Japan Patent Office ("JPO") Preliminary Report issued for Application No. JP2020-023503 on February 9, 2021

EXAMINER /BHANTO ABEDIN/ DATE CONSIDERED 01L/26/2023

*EXAMINER: INITIAL IF CITATION CONSIDERED, WHETHER OR NOT CITATION IS IN CONFORMANCE WITH MPEP 609; DRAW LINE THROUGH CITATION

IF NOT IN CONFORMANCE AND NOT CONSIDERED, INCLUDE COPY OF THIS FORM WITH NEXT COMMUNICATION TO APPLICANT.

CWM-W-16209

Page 135 of 386



Receipt date:

05/05/2022 17/508,887 ~ GAU: 24%4

ALL REFERENCES CONSIDERED EXCEPT WHERE LINED THROUGH. /S“AXSHEETl OF 1

FORM PTO-1449 U.S. DEPARTMENT OF COMMERCE ATTY. DOCKET NO. APPLICATION NO.
(MODIFIED) PATENT AND TRADEMARK OFFICE FACETC.0082P 17/508.887
INVENTOR(S)
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FOREIGN PATENT DOCUMENTS
EXAMINER DOCUMENT NUMBER DATE COUNTRY CLASS | SUBCLASS | TRANSLATION
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EXAMINER OTHER DOCUMENTS (INCLUDING AUTHOR, TITLE, DATE, PERTINENT PAGES, ETC.)
INITIAL
"An Overview of Face Liveness Detection”, Chakraborty, et al., Dept. of Computer Science and Engineering, National Institute of
Technology, Silchar India, International Journal on Information Theory (IJIT), Vol. 3, No. 2, DOI: 10.512/ijit.2014.3202, 15 pages, April
2014.
"SVO Fast Semi-Direct Monocular Visual Odometry", Christian Forster, et al., ResearchGate, Conference Paper in Proceedings - IEEE
International Conference on Robotics and Automation, DOI: 10.1109/ICRA.2014.6906584,
https://www.researchgate.net/publication/262378002, 9 pages, May 18, 2014.
"Evaluating Liveness by Face Images and the Structure Tensor", Kollreider, et al., Halmstad University, SE-30118, Sweden, Halmstad
University Post-Print, ©IEEE 2005, Fourth IEEE Workshop on Automatic Identification Advanced Technologies, 2005, IEEE: 2005. PGS.
75-80, DOI: http://dx.doi.org/10.1109/AUTOID.2005.20, 7 pages, date unknown.
"An Iterative Image registration Technique with an Application to Stereo Vision", Lucas, et al., Computer Science Department, Carnegie-
Mellon University, Pittsburgh, Pennsylvania 15213, From Proceedings of Imaging Understanding Workshop, PP. 121-130 (1981)., pgs. 121-
130, 10 pgs., date unknown.
"Head Gesture Recognition Using Optical Flow Based Classification with Reinforcement of GMM Based Background Subtraction”, Saikia,
et al., Department of Electronics and Communication Engineering, DBCET, Assam Don Bosco University, International Journal of
Computer Application (0975-8887), Volume 65- No. 25, March 2013, 7 pgs.
"A Liveness Detection Method for Face Recognition Base on Optical Flow Field", Bao, et al., College of Computer Science, Zhejiang
University, 978-1-4244-3986-7/09/$25.00 ©2009 IEEE,IEEE Xplore (03/15/22 download), 4 pages.
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CA, CH, CN, CS, CU,
Cz, DD, DE, DK, EA,
EE, EP, ES, FI, FR, GB,
HR, HU, ID, IE, IL, IS,
IT, JP, KR, LT, LU, LV,
MA, OA, RU, SU, WO,
MC, MD, MY, NL, NO,
Nz, PH, PL, PT, RO,
RS, SE, SG, I, SK,
TH, TN, TR, TW, UA,
VN); FPRS; EPO:
JPO: DERWENT:
IBM_TDB)

(US-PGPUB; USPAT,;
USOCR; FIT (AU, AP,
AT, BE, BG, BR, BY,

CA, CH, CN, CS, CU,

AND

AND

AND

AND

ON

ON

ON

ON

ON

ON

ON

ON

2023/01/23
07:32 PM

2023/01/23
07:33 PM

2023/01/23
07:39 PM

2023/01/23
07:42 PM

01/24/2023 09:07:57 PM
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L5 25

L6 6

L7 2

G06V40/20).cpc.

L3
((image)(distance)(liven
ess OR three-
dimensionality)).clm.

L3
((image)(distance)(liven
ess OR three-
dimensionality)(illuminat
ion OR visibility OR
suitable)(face OR facial
OR head)).cim.

"10614204".pn.

Cz, DD, DE, DK, EA,
EE, EP, ES, FI, FR, GB,
HR, HU, ID, IE, IL, IS,
IT, JP, KR, LT, LU, LV,
MA, OA, RU, SU, WO,
MC, MD, MY, NL, NO,
Nz, PH, PL, PT, RO,
RS, SE, SG, I, SK,
TH, TN, TR, TW, UA,
VN); FPRS; EPO:
JPO: DERWENT:
IBM_TDB)

(US-PGPUB; USPAT:
USOCR; FIT (AU, AP,
AT, BE, BG, BR, BY,
CA, CH, CN, CS, CU,
Cz, DD, DE, DK, EA,
EE, EP, ES, FI, FR, GB,
HR, HU, ID, IE, IL, IS,
IT, JP, KR, LT, LU, LV,
MA, OA, RU, SU, WO,
MC, MD, MY, NL, NO,
Nz, PH, PL, PT, RO,
RS, SE, SG, I, SK,
TH, TN, TR, TW, UA,
VN); FPRS; EPO:
JPO: DERWENT:
IBM_TDB)

(US-PGPUB; USPAT:
USOCR; FIT (AU, AP,
AT, BE, BG, BR, BY,
CA, CH, CN, CS, CU,
Cz, DD, DE, DK, EA,
EE, EP, ES, FI, FR, GB,
HR, HU, ID, IE, IL, IS,
IT, JP, KR, LT, LU, LV,
MA, OA, RU, SU, WO,
MC, MD, MY, NL, NO,
Nz, PH, PL, PT, RO,
RS, SE, SG, I, SK,
TH, TN, TR, TW, UA,
VN); FPRS; EPO:
JPO: DERWENT:
IBM_TDB)

(US-PGPUB; USPAT,;
USOCR; FIT (AU, AP,
AT, BE, BG, BR, BY,
CA, CH, CN, CS, CU,
CZ, DD, DE, DK, EA,
EE, EP, ES, FI, FR, GB,
HR, HU, ID, IE, IL, IS,
IT, JP, KR, LT, LU, LV,
MA, OA, RU, SU, WO,
MC, MD, MY, NL, NO,
NZ, PH, PL, PT, RO,
RS, SE, SG, SI, SK,
TH, TN, TR, TW, UA,

AND

AND

AND

ON

ON

ON

ON

ON

ON

2023/01/23
07:43 PM

2023/01/23
07:46 PM

2023/01/23
07:47 PM

01/24/2023 09:07:57 PM
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L8 4

L9 8

L10 3

L11 22045

"11157606".pn.

"11157606".pn.
"10614204".pn.
"10776471".pn.

L9
((image)(distance)(liven
ess OR three-
dimensional$4)(face
OR facial OR
head)).cim.

((image)(distance)(liven
ess OR three-
dimensional$4)(face
OR facial OR
head)).cim.

VN); FPRS; EPO:
JPO: DERWENT:
IBM_TDB)

(US-PGPUB; USPAT:
USOCR; FIT (AU, AP,
AT, BE, BG, BR, BY,
CA, CH, CN, CS, CU,
Cz, DD, DE, DK, EA,
EE, EP, ES, FI, FR, GB,
HR, HU, ID, IE, IL, IS,
IT, JP, KR, LT, LU, LV,
MA, OA, RU, SU, WO,
MC, MD, MY, NL, NO,
Nz, PH, PL, PT, RO,
RS, SE, SG, I, SK,
TH, TN, TR, TW, UA,
VN); FPRS; EPO:
JPO: DERWENT:
IBM_TDB)

(US-PGPUB; USPAT:
USOCR; FIT (AU, AP,
AT, BE, BG, BR, BY,
CA, CH, CN, CS, CU,
Cz, DD, DE, DK, EA,
EE, EP, ES, FI, FR, GB,
HR, HU, ID, IE, IL, IS,
IT, JP, KR, LT, LU, LV,
MA, OA, RU, SU, WO,
MC, MD, MY, NL, NO,
Nz, PH, PL, PT, RO,
RS, SE, SG, I, SK,
TH, TN, TR, TW, UA,
VN); FPRS; EPO:
JPO: DERWENT:
IBM_TDB)

(US-PGPUB; USPAT:
USOCR: FIT (AP, AT,
AU, BE, BG, BR, BY,
CA, CH, CN, CS, CU,
Cz, DD, DE, DK, EA,
EE, EP, ES, FI, FR, GB,
HR, HU, ID, IE, IL, IS,
IT, JP, KR, LT, LU, LV,
MA, MC, MD, MY, NL,
NO, NZ, OA, PH, PL,
PT, RO, RS, RU, SE,
SG, SI, SK, SU, TH,
TN, TR, TW, UA, VN,
WO): FPRS: EPO;
JPO; DERWENT:
IBM_TDB)

(US-PGPUB; USPAT,;
USOCR; FIT (AP, AT,
AU, BE, BG, BR, BY,
CA, CH, CN, CS, CU,
CZ, DD, DE, DK, EA,
EE, EP, ES, FI, FR, GB,

AND

OR

AND

AND

ON

ON

ON

ON

ON

ON

ON

ON

2023/01/23
07:49 PM

2023/01/23
08:01 PM

2023/01/23
08:01 PM

2023/01/23
08:07 PM

01/24/2023 09:07:57 PM
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((image) SAME
(distance)(liveness OR
three-
dimensional$4)(face
OR facial OR
head)).cim.

((image) SAME
(distance)(liveness OR
three-dimensional$4
OR live OR
physical)(face OR facial
OR head)).cim.

((image) SAME
(distance)(liveness OR
three-dimensional$4
OR live OR physical)
SAME (distance OR
expected OR
determin$3)(face OR
facial OR head)).clm.

HR, HU, ID, IE, IL, IS
IT, JP, KR, LT, LU, LV,
MA, MC, MD, MY, NL,
NO, NZ, OA, PH, PL,
PT, RO, RS, RU, SE,
SG, SI, SK, SU, TH,
TN, TR, TW, UA, VN,
WO): FPRS: EPO;
JPO; DERWENT:
IBM_TDB)

(US-PGPUB; USPAT:
USOCR: FIT (AP, AT,
AU, BE, BG, BR, BY,
CA, CH, CN, CS, CU,
Cz, DD, DE, DK, EA,
EE, EP, ES, FI, FR, GB,
HR, HU, ID, IE, IL, IS
IT, JP, KR, LT, LU, LV,
MA, MC, MD, MY, NL,
NO, NZ, OA, PH, PL,
PT, RO, RS, RU, SE,
SG, SI, SK, SU, TH,
TN, TR, TW, UA, VN,
WO): FPRS: EPO;
JPO; DERWENT:
IBM_TDB)

(US-PGPUB; USPAT:
USOCR: FIT (AP, AT,
AU, BE, BG, BR, BY,
CA, CH, CN, CS, CU,
Cz, DD, DE, DK, EA,
EE, EP, ES, FI, FR, GB,
HR, HU, ID, IE, IL, IS
IT, JP, KR, LT, LU, LV,
MA, MC, MD, MY, NL,
NO, NZ, OA, PH, PL,
PT, RO, RS, RU, SE,
SG, SI, SK, SU, TH,
TN, TR, TW, UA, VN,
WO): FPRS: EPO;
JPO; DERWENT:
IBM_TDB)

(US-PGPUB; USPAT,;
USOCR; FIT (AP, AT,
AU, BE, BG, BR, BY,
CA, CH, CN, CS, CU,
CZ, DD, DE, DK, EA,
EE, EP, ES, FI, FR, GB,
HR, HU, ID, IE, IL, IS,
IT, JP, KR, LT, LU, LV,
MA, MC, MD, MY, NL,
NO, NZ, OA, PH, PL,
PT, RO, RS, RU, SE,
SG, SI, 8K, 8SU, TH,
TN, TR, TW, UA, VN,
WO); FPRS; EPO;
JPO; DERWENT;

AND

AND

AND

ON

ON

ON

ON

ON

ON

2023/01/23
08:07 PM

2023/01/23
08:08 PM

2023/01/23
08:09 PM

L12 14595
L13 19006
L14 14256
01/24/2023 09:07:57 PM
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IBM_TDB)

L15 4444 ((second) SAME (US-PGPUB; USPAT; |AND ON ON 2023/01/23
(image) SAME USOCR; FIT (AP, AT, 08:09 PM
(distance)(liveness OR |AU, BE, BG, BR, BY,
three-dimensional$4 CA,CH,CN, CS, CU,

OR live OR physical) CZ, DD, DE, DK, EA,

SAME (distance OR EE, EP, ES, FI, FR, GB,

expected OR HR, HU, ID, IE, IL, IS,

determin$3)(face OR IT, JP, KR, LT, LU, LV,

facial OR head)).cim. MA, MC, MD, MY, NL,
NO, NZ, OA, PH, PL,
PT, RO, RS, RU, SE,
SG, Sl, SK, SU, TH,
TN, TR, TW, UA, VN,
WO); FPRS; EPO;
JPO; DERWENT;
IBM_TDB)

L16 118 ((second) SAME (US-PGPUB; USPAT; |AND ON ON 2023/01/23
(image) SAME USOCR; FIT (AP, AT, 08:09 PM
(distance)(liveness OR |AU, BE, BG, BR, BY,
three-dimensional$4 CA,CH,CN, CS, CU,

OR live OR physical) CZ, DD, DE, DK, EA,
SAME (distance OR EE, EP, ES, FI, FR, GB,
expected OR HR, HU, ID, IE, IL, IS,
determin$3)(face OR IT, JP, KR, LT, LU, LV,
facial OR head)).cim. MA, MC, MD, MY, NL,
(biometric)(authenticatio |NO, NZ, OA, PH, PL,
n) PT, RO, RS, RU, SE,
SG, Sl, SK, SU, TH,
TN, TR, TW, UA, VN,
WO); FPRS; EPO;
JPO; DERWENT;
IBM_TDB)

L17 175 ((second) SAME (US-PGPUB; USPAT; |AND ON ON 2023/01/23
(image) SAME USOCR; FIT (AP, AT, 08:10 PM
(distance)(liveness OR |AU, BE, BG, BR, BY,
three-dimensional$4 CA,CH,CN, CS, CU,

OR live OR physical) CZ, DD, DE, DK, EA,
SAME (distance OR EE, EP, ES, FI, FR, GB,
expected OR HR, HU, ID, IE, IL, IS,
determin$3)(face OR IT, JP, KR, LT, LU, LV,
facial OR head)).cim. MA, MC, MD, MY, NL,
(biometric)(authenticatio |NO, NZ, OA, PH, PL,
n OR identity ) PT, RO, RS, RU, SE,
SG, Sl, SK, SU, TH,
TN, TR, TW, UA, VN,
WO); FPRS; EPO;
JPO; DERWENT;
IBM_TDB)

L18 107 ((second) SAME (US-PGPUB; USPAT; |AND ON ON 2023/01/23
(image) SAME USOCR; FIT (AP, AT, 08:10 PM
(distance)(liveness OR |AU, BE, BG, BR, BY,
three-dimensional$4 CA,CH,CN, CS, CU,

OR live OR physical) CZ, DD, DE, DK, EA,
SAME (distance OR EE, EP, ES, FI, FR, GB,
expected OR HR, HU, ID, IE, IL, IS,
determin$3)(face OR IT, JP, KR, LT, LU, LV,
01/24/2023 09:07:57 PM Page 5 of 28
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facial OR head)).cim. MA, MC, MD, MY, NL,

(biometric)(authenticatio |NO, NZ, OA, PH, PL,

n OR identity PT, RO, RS, RU, SE,

)(predetermined OR SG, Sl, 8K, suU, TH,

expected OR TN, TR, TW, UA, VN,

threshold).cim. WO); FPRS; EPO;
JPO; DERWENT;
IBM_TDB)

L19 99 ((second) SAME (US-PGPUB; USPAT; |AND ON ON 2023/01/23
(image) SAME USOCR; FIT (AP, AT, 08:11 PM
(distance)(liveness OR |AU, BE, BG, BR, BY,
three-dimensional$4 CA,CH,CN, CS, CU,

OR live OR physical) CZ, DD, DE, DK, EA,
SAME (distance OR EE, EP, ES, FI, FR, GB,
expected OR HR, HU, ID, IE, IL, IS,
determin$3)(face OR IT, JP, KR, LT, LU, LV,
facial OR head)).cim. MA, MC, MD, MY, NL,
(biometric)(authenticatio |NO, NZ, OA, PH, PL,
n OR identity PT, RO, RS, RU, SE,
)(predetermined OR SG, Sl, 8K, suU, TH,
expected OR TN, TR, TW, UA, VN,
threshold).clm. (face WO); FPRS; EPO;
OR facial) JPO; DERWENT;
IBM_TDB)

L20 63 ((second) SAME (US-PGPUB; USPAT; |AND ON ON 2023/01/23
(image) SAME USOCR; FIT (AP, AT, 08:11 PM
(distance)(liveness OR |AU, BE, BG, BR, BY,
three-dimensional$4 CA,CH,CN, CS, CU,

OR live OR physical) CZ, DD, DE, DK, EA,
SAME (distance OR EE, EP, ES, FI, FR, GB,
expected OR HR, HU, ID, IE, IL, IS,
determin$3)(face OR IT, JP, KR, LT, LU, LV,
facial OR head)).cim. MA, MC, MD, MY, NL,
(biometric)(authenticatio |NO, NZ, OA, PH, PL,
n OR identity PT, RO, RS, RU, SE,
)(predetermined OR SG, Sl, 8K, suU, TH,
expected OR TN, TR, TW, UA, VN,
threshold).clm. (face WO); FPRS; EPO;
OR facial)(camera).cim. |JPO; DERWENT,;
IBM_TDB)
L21 25 L20 @ad<"20180220" |(US-PGPUB; USPAT; |AND ON ON 2023/01/23
USOCR; FIT (AP, AT, 08:12 PM
AU, BE, BG, BR, BY,
CA,CH,CN, CS, CU,
CZ, DD, DE, DK, EA,
EE, EP, ES, FI, FR, GB,
HR, HU, ID, IE, IL, IS,
IT, JP, KR, LT, LU, LV,
MA, MC, MD, MY, NL,
NO, NZ, OA, PH, PL,
PT, RO, RS, RU, SE,
SG, Sl, SK, SU, TH,
TN, TR, TW, UA, VN,
WO); FPRS; EPO;
JPO; DERWENT;
IBM_TDB)
L22 10 L21 NOT FaceTec.as. [(US-PGPUB; USPAT; |AND ON ON 2023/01/23
01/24/2023 09:07:57 PM Page 6 of 28

Workspace: Untitied Case

Page 142 of 386

SA




L23 272

L24 377

L25 144

((liveness OR three-
dimensional$4 OR live
OR physical) (face OR
facial OR head) SAME
(side OR portion OR
captur$3)(illuminat$4
OR
brightness)).cim.(authe
ntication)(biometric)(dist
ance)(image)

L16 ORL23

L24 (authentication OR
live OR liveness OR
dimensional$4).ab.
(image) SAME
(distance)

USOCR: FIT (AP, AT,
AU, BE, BG, BR, BY,
CA, CH, CN, CS, CU,
Cz, DD, DE, DK, EA,
EE, EP, ES, FI, FR, GB,
HR, HU, ID, IE, IL, IS
IT, JP, KR, LT, LU, LV,
MA, MC, MD, MY, NL,
NO, NZ, OA, PH, PL,
PT, RO, RS, RU, SE,
SG, SI, SK, SU, TH,
TN, TR, TW, UA, VN,
WO): FPRS: EPO;
JPO; DERWENT:
IBM_TDB)

(US-PGPUB; USPAT:
USOCR: FIT (AP, AT,
AU, BE, BG, BR, BY,
CA, CH, CN, CS, CU,
Cz, DD, DE, DK, EA,
EE, EP, ES, FI, FR, GB,
HR, HU, ID, IE, IL, IS
IT, JP, KR, LT, LU, LV,
MA, MC, MD, MY, NL,
NO, NZ, OA, PH, PL,
PT, RO, RS, RU, SE,
SG, SI, SK, SU, TH,
TN, TR, TW, UA, VN,
WO): FPRS: EPO;
JPO; DERWENT:
IBM_TDB)

(US-PGPUB; USPAT:
USOCR: FIT (AP, AT,
AU, BE, BG, BR, BY,
CA, CH, CN, CS, CU,
Cz, DD, DE, DK, EA,
EE, EP, ES, FI, FR, GB,
HR, HU, ID, IE, IL, IS
IT, JP, KR, LT, LU, LV,
MA, MC, MD, MY, NL,
NO, NZ, OA, PH, PL,
PT, RO, RS, RU, SE,
SG, SI, SK, SU, TH,
TN, TR, TW, UA, VN,
WO): FPRS: EPO;
JPO; DERWENT:
IBM_TDB)

(US-PGPUB; USPAT,;
USOCR; FIT (AP, AT,
AU, BE, BG, BR, BY,
CA, CH, CN, CS, CU,
CZ, DD, DE, DK, EA,
EE, EP, ES, FI, FR, GB,
HR, HU, ID, IE, IL, IS,
IT, JP, KR, LT, LU, LV,
MA, MC, MD, MY, NL,
NO, NZ, OA, PH, PL,

AND

AND

AND

ON

ON

ON

ON

ON

ON

08:12 PM

2023/01/23
08:16 PM

2023/01/23
08:16 PM

2023/01/23
08:17 PM

01/24/2023 09:07:57 PM
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L26 61

L27 24

L28 7

L29 33

L25 @ad<"20180220"

L26 NOT FaceTec.as.

L27 (second) SAME
(image) SAME
(captur$3 OR camera)
SAME (distance)

L22 OR L27

PT, RO, RS, RU, SE,
SG, SI, SK, SU, TH,
TN, TR, TW, UA, VN,
WO): FPRS: EPO;
JPO; DERWENT:
IBM_TDB)

(US-PGPUB; USPAT,;
USOCR; FIT (AP, AT,
AU, BE, BG, BR, BY,
CA, CH, CN, CS, CU,
CZ, DD, DE, DK, EA,

EE, EP, ES, FI, FR, GB,

HR, HU, ID, IE, IL, IS,
IT, JP, KR, LT, LU, LV,
MA, MC, MD, MY, NL,
NO, NZ, OA, PH, PL,
PT, RO, RS, RU, SE,
SG, SI, SK, SU, TH,
TN, TR, TW, UA, VN,
WO): FPRS: EPO;
JPO; DERWENT:
IBM_TDB)

(US-PGPUB; USPAT,;
USOCR; FIT (AP, AT,
AU, BE, BG, BR, BY,
CA, CH, CN, CS, CU,
CZ, DD, DE, DK, EA,

EE, EP, ES, FI, FR, GB,

HR, HU, ID, IE, IL, IS,
IT, JP, KR, LT, LU, LV,
MA, MC, MD, MY, NL,
NO, NZ, OA, PH, PL,
PT, RO, RS, RU, SE,
SG, SI, SK, SU, TH,
TN, TR, TW, UA, VN,
WO): FPRS: EPO;
JPO; DERWENT:
IBM_TDB)

(US-PGPUB; USPAT,;
USOCR; FIT (AP, AT,
AU, BE, BG, BR, BY,
CA, CH, CN, CS, CU,
CZ, DD, DE, DK, EA,

EE, EP, ES, FI, FR, GB,

HR, HU, ID, IE, IL, IS,
IT, JP, KR, LT, LU, LV,
MA, MC, MD, MY, NL,
NO, NZ, OA, PH, PL,
PT, RO, RS, RU, SE,
SG, SI, SK, SU, TH,
TN, TR, TW, UA, VN,
WO): FPRS: EPO;
JPO; DERWENT:
IBM_TDB)

(US-PGPUB; USPAT,;
USOCR; FIT (AP, AT,
AU, BE, BG, BR, BY,

AND

AND

AND

AND

ON

ON

ON

ON

ON

ON

ON

ON

2023/01/23
08:17 PM

2023/01/23
08:18 PM

2023/01/23
08:19 PM

2023/01/23
08:20 PM

01/24/2023 09:07:57 PM
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L30

L31

L32

12

14

23

L29 (second OR

compar$3 OR match$3)

SAME (image) SAME
(captur$3 OR camera)
SAME (distance OR
movement OR moving
OR path).cim.

L29 (illumination OR
brightness).clm.

L30 OR L31

CA, CH, CN, CS, CU,
Cz, DD, DE, DK, EA,
EE, EP, ES, FI, FR, GB,
HR, HU, ID, IE, IL, IS
IT, JP, KR, LT, LU, LV,
MA, MC, MD, MY, NL,
NO, NZ, OA, PH, PL,
PT, RO, RS, RU, SE,
SG, SI, SK, SU, TH,
TN, TR, TW, UA, VN,
WO): FPRS: EPO;
JPO; DERWENT:
IBM_TDB)

(US-PGPUB; USPAT:
USOCR: FIT (AP, AT,
AU, BE, BG, BR, BY,
CA, CH, CN, CS, CU,
Cz, DD, DE, DK, EA,
EE, EP, ES, FI, FR, GB,
HR, HU, ID, IE, IL, IS
IT, JP, KR, LT, LU, LV,
MA, MC, MD, MY, NL,
NO, NZ, OA, PH, PL,
PT, RO, RS, RU, SE,
SG, SI, SK, SU, TH,
TN, TR, TW, UA, VN,
WO): FPRS: EPO;
JPO; DERWENT:
IBM_TDB)

(US-PGPUB; USPAT:
USOCR: FIT (AP, AT,
AU, BE, BG, BR, BY,
CA, CH, CN, CS, CU,
Cz, DD, DE, DK, EA,
EE, EP, ES, FI, FR, GB,
HR, HU, ID, IE, IL, IS
IT, JP, KR, LT, LU, LV,
MA, MC, MD, MY, NL,
NO, NZ, OA, PH, PL,
PT, RO, RS, RU, SE,
SG, SI, SK, SU, TH,
TN, TR, TW, UA, VN,
WO): FPRS: EPO;
JPO; DERWENT:
IBM_TDB)

(US-PGPUB; USPAT,;
USOCR; FIT (AP, AT,
AU, BE, BG, BR, BY,
CA, CH, CN, CS, CU,
CZ, DD, DE, DK, EA,
EE, EP, ES, FI, FR, GB,
HR, HU, ID, IE, IL, IS,
IT, JP, KR, LT, LU, LV,
MA, MC, MD, MY, NL,
NO, NZ, OA, PH, PL,
PT, RO, RS, RU, SE,
SG, SI, 8K, 8SU, TH,

AND

AND

AND

ON

ON

ON

ON

ON

ON

2023/01/23
08:20 PM

2023/01/23
08:22 PM

2023/01/23
08:22 PM

01/24/2023 09:07:57 PM
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TN, TR, TW, UA, VN,
WO); FPRS; EPO;
JPO; DERWENT;
IBM_TDB)

L33 12 L32 (distance).cim. (US-PGPUB; USPAT; |AND ON ON 2023/01/23
(liveness OR USOCR; FIT (AP, AT, 08:23 PM
dimensional$4) AU, BE, BG, BR, BY,

CA,CH,CN, CS, CU,
CZ, DD, DE, DK, EA,
EE, EP, ES, FI, FR, GB,
HR, HU, ID, IE, IL, IS,
IT, JP, KR, LT, LU, LV,
MA, MC, MD, MY, NL,
NO, NZ, OA, PH, PL,
PT, RO, RS, RU, SE,
SG, Sl, SK, SU, TH,
TN, TR, TW, UA, VN,
WO); FPRS; EPO;
JPO; DERWENT;
IBM_TDB)

L34 40 (US-0066758-$ | US- (US-PGPUB; USPAT; |OR ON ON 2023/01/23
0105551-$ | US- USOCR; FIT (AP, AT, 08:37 PM
0111493-$ | US- AU, BE, BG, BR, BY,
0196753-$ | US- CA,CH, CN, Cs, CU,

0276484-% | US- CZ, DD, DE, DK, EA,
10032066-$ | US- EE, EP, ES, FI, FR, GB,
10917431-$ | US- HR, HU, ID, IE, IL, IS,
10963669-$ | US- IT, JP, KR, LT, LU, LV,
1693801-$ | US- MA, MC, MD, MY, NL,
20110196753-$ | US- |NO, NZ, OA, PH, PL,
20110276484-$ | US- |PT, RO, RS, RU, SE,
20120066758-$ | US- |SG, SI, SK, SU, TH,
20170111493-$ | US- |TN, TR, TW, UA, VN,
20190105551-$ | US- |WO); FPRS; EPO;
3075573-% | US- JPO; DERWENT;
8200980-$ | US- IBM_TDB)

8355528-% | US-

8787627-$ | US-

9286507-$ | US-

9621548-3).DID.

L35 88 (US-0031173-$ | US- (US-PGPUB; USPAT; |OR ON ON 2023/01/23
0065855-$ | US- USOCR; FIT (AP, AT, 08:38 PM
0065885-$ | US- AU, BE, BG, BR, BY,
0070678-$ | US- CA,CH, CN, Cs, CU,
0081338-$ | US- CZ, DD, DE, DK, EA,
0091136-$ | US- EE, EP, ES, FI, FR, GB,

0094849-% | US- HR, HU, ID, IE, IL, IS,
0103652-$ | US- IT, JP, KR, LT, LU, LV,
0109584-$ | US- MA, MC, MD, MY, NL,
0125991-$ | US- NO, NZ, OA, PH, PL,
0133599-% | US- PT, RO, RS, RU, SE,
0143598-$ | US- SG, SI, 8K, SU, TH,
0190758-$ | US- TN, TR, TW, UA, VN,
0198368-$ | US- WO); FPRS; EPO;
0201709-$ | US- JPO; DERWENT;
0218792-$ | US- IBM_TDB)
0236832-$ | US-

01/24/2023 09:07:57 PM Page 10 of 28
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L36 128

L37 8

0264780-% | US-
20030103652-$ | US-
20030133599-$ | US-
20030198368-$ | US-
20030236832-$ | US-
20040070678-$ | US-
20040081338-$ | US-
20040091136-$ | US-
20040109584-$ | US-
20040125991-$ | US-
20040143598-$ | US-
20040190758-$ | US-
20040201709-$ | US-
20040218792-$ | US-
20040264780-$ | US-
20050031173-$ | US-
20050065855-$ | US-
20050065885-$ | US-
20050094849-$ | US-
6678664-$ | US-
6687390-$ | US-
6697502-$ | US-
6711584-$ | US-
6728401-$ | US-
6775397-$ | US-
6840149-$ | US-
D485279-$).DID.

L34 OR L35

L36 (second OR
compar$3 OR match$3)
SAME (image) SAME
(captur$3 OR camera)
SAME (distance OR
movement OR moving
OR path)(authentication
OR identity OR
recognition)(live OR
liveness OR physical)

(US-PGPUB; USPAT:
USOCR: FIT (AP, AT,
AU, BE, BG, BR, BY,
CA, CH, CN, CS, CU,
Cz, DD, DE, DK, EA,
EE, EP, ES, FI, FR, GB,
HR, HU, ID, IE, IL, IS,
IT, JP, KR, LT, LU, LV,
MA, MC, MD, MY, NL,
NO, NZ, OA, PH, PL,
PT, RO, RS, RU, SE,
SG, SI, SK, SU, TH,
TN, TR, TW, UA, VN,
WO): FPRS: EPO;
JPO; DERWENT:
IBM_TDB)

(US-PGPUB; USPAT,;
USOCR; FIT (AP, AT,
AU, BE, BG, BR, BY,
CA, CH, CN, CS, CU,
CZ, DD, DE, DK, EA,
EE, EP, ES, FI, FR, GB,
HR, HU, ID, IE, IL, IS,
IT, JP, KR, LT, LU, LV,
MA, MC, MD, MY, NL,
NO, NZ, OA, PH, PL,
PT, RO, RS, RU, SE,
SG, SI, 8K, 8SU, TH,
TN, TR, TW, UA, VN,
WO); FPRS; EPO;

OR

AND

ON

ON

ON

ON

2023/01/23
08:38 PM

2023/01/23
08:39 PM

01/24/2023 09:07:57 PM
Workspace: Untitied Case
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L38 24

L39 26

L40 1

L41 49

L36 (GOBF21/32 OR
G06V40/168 OR
G06V40/172 OR
G06V40/18 OR
G06V40/20).cpc.

L37 ORL38

L38 (image).clm.
(illumination OR
distance).clm.

L32 ORL39

JPO: DERWENT:
IBM_TDB)

(US-PGPUB; USPAT:
USOCR: FIT (AP, AT,
AU, BE, BG, BR, BY,
CA, CH, CN, CS, CU,
Cz, DD, DE, DK, EA,
EE, EP, ES, FI, FR, GB,
HR, HU, ID, IE, IL, IS,
IT, JP, KR, LT, LU, LV,
MA, MC, MD, MY, NL,
NO, NZ, OA, PH, PL,
PT, RO, RS, RU, SE,
SG, SI, SK, SU, TH,
TN, TR, TW, UA, VN,
WO): FPRS: EPO;
JPO; DERWENT:
IBM_TDB)

(US-PGPUB; USPAT:
USOCR: FIT (AP, AT,
AU, BE, BG, BR, BY,
CA, CH, CN, CS, CU,
Cz, DD, DE, DK, EA,
EE, EP, ES, FI, FR, GB,
HR, HU, ID, IE, IL, IS,
IT, JP, KR, LT, LU, LV,
MA, MC, MD, MY, NL,
NO, NZ, OA, PH, PL,
PT, RO, RS, RU, SE,
SG, SI, SK, SU, TH,
TN, TR, TW, UA, VN,
WO): FPRS: EPO;
JPO; DERWENT:
IBM_TDB)

(US-PGPUB; USPAT:
USOCR: FIT (AP, AT,
AU, BE, BG, BR, BY,
CA, CH, CN, CS, CU,
Cz, DD, DE, DK, EA,
EE, EP, ES, FI, FR, GB,
HR, HU, ID, IE, IL, IS,
IT, JP, KR, LT, LU, LV,
MA, MC, MD, MY, NL,
NO, NZ, OA, PH, PL,
PT, RO, RS, RU, SE,
SG, SI, SK, SU, TH,
TN, TR, TW, UA, VN,
WO): FPRS: EPO;
JPO; DERWENT:
IBM_TDB)

(US-PGPUB; USPAT,;
USOCR; FIT (AP, AT,
AU, BE, BG, BR, BY,
CA, CH, CN, CS, CU,
CZ, DD, DE, DK, EA,
EE, EP, ES, FI, FR, GB,
HR, HU, ID, IE, IL, IS,

AND

AND

AND

AND

ON

ON

ON

ON

ON

ON

ON

ON

2023/01/23
08:39 PM

2023/01/23
08:40 PM

2023/01/23
08:40 PM

2023/01/23
08:41 PM

01/24/2023 09:07:57 PM
Workspace: Untitied Case
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L43 23

L44 21

L45 17

L41 (three near3
dimension$3)

L41 (three near3
dimension$3)(image).cl
m.(face OR facial)

L41 (three near3
dimension$3)(image).cl
m.(face OR
facial)(liveness OR
authentication)

IT, JP, KR, LT, LU, LV,
MA, MC, MD, MY, NL,
NO, NZ, OA, PH, PL,
PT, RO, RS, RU, SE,
SG, SI, SK, SU, TH,
TN, TR, TW, UA, VN,
WO): FPRS: EPO;
JPO; DERWENT:
IBM_TDB)

(US-PGPUB; USPAT:
USOCR: FIT (AP, AT,
AU, BE, BG, BR, BY,
CA, CH, CN, CS, CU,
Cz, DD, DE, DK, EA,
EE, EP, ES, FI, FR, GB,
HR, HU, ID, IE, IL, IS
IT, JP, KR, LT, LU, LV,
MA, MC, MD, MY, NL,
NO, NZ, OA, PH, PL,
PT, RO, RS, RU, SE,
SG, SI, SK, SU, TH,
TN, TR, TW, UA, VN,
WO): FPRS: EPO;
JPO; DERWENT:
IBM_TDB)

(US-PGPUB; USPAT:
USOCR: FIT (AP, AT,
AU, BE, BG, BR, BY,
CA, CH, CN, CS, CU,
Cz, DD, DE, DK, EA,
EE, EP, ES, FI, FR, GB,
HR, HU, ID, IE, IL, IS
IT, JP, KR, LT, LU, LV,
MA, MC, MD, MY, NL,
NO, NZ, OA, PH, PL,
PT, RO, RS, RU, SE,
SG, SI, SK, SU, TH,
TN, TR, TW, UA, VN,
WO): FPRS: EPO;
JPO; DERWENT:
IBM_TDB)

(US-PGPUB; USPAT:
USOCR: FIT (AP, AT,
AU, BE, BG, BR, BY,
CA, CH, CN, CS, CU,
Cz, DD, DE, DK, EA,
EE, EP, ES, FI, FR, GB,
HR, HU, ID, IE, IL, IS
IT, JP, KR, LT, LU, LV,
MA, MC, MD, MY, NL,
NO, NZ, OA, PH, PL,
PT, RO, RS, RU, SE,
SG, SI, SK, SU, TH,
TN, TR, TW, UA, VN,
WO): FPRS: EPO;
JPO; DERWENT:
IBM_TDB)

AND

AND

AND

ON

ON

ON

ON

ON

ON

2023/01/23
08:42 PM

2023/01/23
08:42 PM

2023/01/23
08:42 PM

01/24/2023 09:07:57 PM
Workspace: Untitied Case
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L46 7

L47 2

L48 6

L49 8

L41 (three near3
dimension$3)(image).cl
m.(face OR
facial)(liveness OR
authentication)(distance
).clm.

16/405,906

"11157606".pn.
"10614204".pn.
"11157606".pn.

"11157606".pn.
"10614204".pn.
"10776471".pn.

(US-PGPUB; USPAT:
USOCR: FIT (AP, AT,
AU, BE, BG, BR, BY,
CA, CH, CN, CS, CU,
Cz, DD, DE, DK, EA,
EE, EP, ES, FI, FR, GB,
HR, HU, ID, IE, IL, IS,
IT, JP, KR, LT, LU, LV,
MA, MC, MD, MY, NL,
NO, NZ, OA, PH, PL,
PT, RO, RS, RU, SE,
SG, SI, SK, SU, TH,
TN, TR, TW, UA, VN,
WO): FPRS: EPO;
JPO; DERWENT:
IBM_TDB)

(US-PGPUB; USPAT:
USOCR; FIT (AU, AP,
AT, BE, BG, BR, BY,
CA, CH, CN, CS, CU,
Cz, DD, DE, DK, EA,
EE, EP, ES, FI, FR, GB,
HR, HU, ID, IE, IL, IS,
IT, JP, KR, LT, LU, LV,
MA, OA, RU, SU, WO,
MC, MD, MY, NL, NO,
Nz, PH, PL, PT, RO,
RS, SE, SG, I, SK,
TH, TN, TR, TW, UA,
VN); FPRS; EPO:
JPO: DERWENT:
IBM_TDB)

(US-PGPUB; USPAT:
USOCR; FIT (AU, AP,
AT, BE, BG, BR, BY,
CA, CH, CN, CS, CU,
Cz, DD, DE, DK, EA,
EE, EP, ES, FI, FR, GB,
HR, HU, ID, IE, IL, IS,
IT, JP, KR, LT, LU, LV,
MA, OA, RU, SU, WO,
MC, MD, MY, NL, NO,
Nz, PH, PL, PT, RO,
RS, SE, SG, I, SK,
TH, TN, TR, TW, UA,
VN); FPRS; EPO:
JPO: DERWENT:
IBM_TDB)

(US-PGPUB; USPAT,;
USOCR; FIT (AU, AP,
AT, BE, BG, BR, BY,
CA, CH, CN, CS, CU,
CZ, DD, DE, DK, EA,
EE, EP, ES, FI, FR, GB,
HR, HU, ID, IE, IL, IS,
IT, JP, KR, LT, LU, LV,
MA, OA, RU, SU, WO,

AND

OR

OR

OR

ON

ON

ON

ON

ON

ON

ON

ON

2023/01/23
08:44 PM

2023/01/24
01:51 PM

2023/01/24
07:55 PM

2023/01/24
08:01 PM

01/24/2023 09:07:57 PM
Workspace: Untitied Case
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L50 44264

L51 15082

L52 4016

L53 6978

(captur$3 OR camera)
SAME (image) SAME
(distance OR
movement OR
path)(liveness OR
three-dimensionality OR
dimensional$4)(face
OR
facial)(authenticat$3)

L50 (second OR
compar$3 OR match$3)
SAME (image) SAME
(captur$3 OR camera)
SAME (distance OR
movement OR moving
OR path)(authentication
OR identity OR
recognition)(live OR
liveness OR physical)

L50 (illumination OR
brightness).clm.

L51 (illumination OR
brightness) (image).clm.

MC, MD, MY, NL, NO,
Nz, PH, PL, PT, RO,
RS, SE, SG, I, SK,
TH, TN, TR, TW, UA,
VN); FPRS; EPO:
JPO: DERWENT:
IBM_TDB)

(US-PGPUB; USPAT:
USOCR; FIT (AU, AP,
AT, BE, BG, BR, BY,
CA, CH, CN, CS, CU,
Cz, DD, DE, DK, EA,
EE, EP, ES, FI, FR, GB,
HR, HU, ID, IE, IL, IS,
IT, JP, KR, LT, LU, LV,
MA, OA, RU, SU, WO,
MC, MD, MY, NL, NO,
Nz, PH, PL, PT, RO,
RS, SE, SG, I, SK,
TH, TN, TR, TW, UA,
VN); FPRS; EPO:
JPO: DERWENT:
IBM_TDB)

(US-PGPUB; USPAT:
USOCR: FIT (AP, AT,
AU, BE, BG, BR, BY,
CA, CH, CN, CS, CU,
Cz, DD, DE, DK, EA,
EE, EP, ES, FI, FR, GB,
HR, HU, ID, IE, IL, IS,
IT, JP, KR, LT, LU, LV,
MA, MC, MD, MY, NL,
NO, NZ, OA, PH, PL,
PT, RO, RS, RU, SE,
SG, SI, SK, SU, TH,
TN, TR, TW, UA, VN,
WO): FPRS: EPO;
JPO; DERWENT:
IBM_TDB)

(US-PGPUB; USPAT:
USOCR: FIT (AP, AT,
AU, BE, BG, BR, BY,
CA, CH, CN, CS, CU,
Cz, DD, DE, DK, EA,
EE, EP, ES, FI, FR, GB,
HR, HU, ID, IE, IL, IS,
IT, JP, KR, LT, LU, LV,
MA, MC, MD, MY, NL,
NO, NZ, OA, PH, PL,
PT, RO, RS, RU, SE,
SG, SI, SK, SU, TH,
TN, TR, TW, UA, VN,
WO): FPRS: EPO;
JPO; DERWENT:
IBM_TDB)

(US-PGPUB; USPAT,;
USOCR; FIT (AP, AT,

AND

AND

AND

AND

ON

ON

ON

ON

ON

ON

ON

ON

2023/01/24
08:15 PM

2023/01/24
08:16 PM

2023/01/24
08:16 PM

2023/01/24
08:16 PM

01/24/2023 09:07:57 PM
Workspace: Untitied Case
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L54 9472

L55 2217

L56 965

L52 ORL53

L54 (biometric OR
authenticat$3 OR
customer OR liveness
OR three-dimensionality
OR dimensional$3).ab.

L54 (biometric OR
authenticat$3 OR
customer OR liveness
OR three-dimensionality
OR dimensional$3).ab.
(image).cim.(face OR
facial).clm.

AU, BE, BG, BR, BY,
CA, CH, CN, CS, CU,
Cz, DD, DE, DK, EA,
EE, EP, ES, FI, FR, GB,
HR, HU, ID, IE, IL, IS
IT, JP, KR, LT, LU, LV,
MA, MC, MD, MY, NL,
NO, NZ, OA, PH, PL,
PT, RO, RS, RU, SE,
SG, SI, SK, SU, TH,
TN, TR, TW, UA, VN,
WO): FPRS: EPO;
JPO; DERWENT:
IBM_TDB)

(US-PGPUB; USPAT:
USOCR: FIT (AP, AT,
AU, BE, BG, BR, BY,
CA, CH, CN, CS, CU,
Cz, DD, DE, DK, EA,
EE, EP, ES, FI, FR, GB,
HR, HU, ID, IE, IL, IS
IT, JP, KR, LT, LU, LV,
MA, MC, MD, MY, NL,
NO, NZ, OA, PH, PL,
PT, RO, RS, RU, SE,
SG, SI, SK, SU, TH,
TN, TR, TW, UA, VN,
WO): FPRS: EPO;
JPO; DERWENT:
IBM_TDB)

(US-PGPUB; USPAT:
USOCR: FIT (AP, AT,
AU, BE, BG, BR, BY,
CA, CH, CN, CS, CU,
Cz, DD, DE, DK, EA,
EE, EP, ES, FI, FR, GB,
HR, HU, ID, IE, IL, IS
IT, JP, KR, LT, LU, LV,
MA, MC, MD, MY, NL,
NO, NZ, OA, PH, PL,
PT, RO, RS, RU, SE,
SG, SI, SK, SU, TH,
TN, TR, TW, UA, VN,
WO): FPRS: EPO;
JPO; DERWENT:
IBM_TDB)

(US-PGPUB; USPAT,;
USOCR; FIT (AP, AT,
AU, BE, BG, BR, BY,
CA, CH, CN, CS, CU,
CZ, DD, DE, DK, EA,
EE, EP, ES, FI, FR, GB,
HR, HU, ID, IE, IL, IS,
IT, JP, KR, LT, LU, LV,
MA, MC, MD, MY, NL,
NO, NZ, OA, PH, PL,
PT, RO, RS, RU, SE,

AND

AND

AND

ON

ON

ON

ON

ON

ON

2023/01/24
08:17 PM

2023/01/24
08:18 PM

2023/01/24
08:18 PM

01/24/2023 09:07:57 PM
Workspace: Untitied Case
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L57 1067

L58 1868

L59 530

L60 359

L54 (illumination OR
brightness)(distance).cl
m. (image).clm.(face
OR facial).clm.

L24 OR L56 OR L57

L58 (compar$3 OR
match$3) SAME
(image).clm.
(distance).clm.

L56 L57

SG, SI, SK, SU, TH,
TN, TR, TW, UA, VN,
WO): FPRS: EPO;
JPO; DERWENT:
IBM_TDB)

(US-PGPUB; USPAT:
USOCR: FIT (AP, AT,
AU, BE, BG, BR, BY,
CA, CH, CN, CS, CU,
Cz, DD, DE, DK, EA,
EE, EP, ES, FI, FR, GB,
HR, HU, ID, IE, IL, IS
IT, JP, KR, LT, LU, LV,
MA, MC, MD, MY, NL,
NO, NZ, OA, PH, PL,
PT, RO, RS, RU, SE,
SG, SI, SK, SU, TH,
TN, TR, TW, UA, VN,
WO): FPRS: EPO;
JPO; DERWENT:
IBM_TDB)

(US-PGPUB; USPAT:
USOCR: FIT (AP, AT,
AU, BE, BG, BR, BY,
CA, CH, CN, CS, CU,
Cz, DD, DE, DK, EA,
EE, EP, ES, FI, FR, GB,
HR, HU, ID, IE, IL, IS
IT, JP, KR, LT, LU, LV,
MA, MC, MD, MY, NL,
NO, NZ, OA, PH, PL,
PT, RO, RS, RU, SE,
SG, SI, SK, SU, TH,
TN, TR, TW, UA, VN,
WO): FPRS: EPO;
JPO; DERWENT:
IBM_TDB)

(US-PGPUB; USPAT:
USOCR: FIT (AP, AT,
AU, BE, BG, BR, BY,
CA, CH, CN, CS, CU,
Cz, DD, DE, DK, EA,
EE, EP, ES, FI, FR, GB,
HR, HU, ID, IE, IL, IS
IT, JP, KR, LT, LU, LV,
MA, MC, MD, MY, NL,
NO, NZ, OA, PH, PL,
PT, RO, RS, RU, SE,
SG, SI, SK, SU, TH,
TN, TR, TW, UA, VN,
WO): FPRS: EPO;
JPO; DERWENT:
IBM_TDB)

(US-PGPUB; USPAT,;
USOCR; FIT (AP, AT,
AU, BE, BG, BR, BY,

CA, CH, CN, CS, CU,

AND

AND

AND

AND

ON

ON

ON

ON

ON

ON

ON

ON

2023/01/24
08:19 PM

2023/01/24
08:19 PM

2023/01/24
08:20 PM

2023/01/24
08:21 PM

01/24/2023 09:07:57 PM
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L61

L62

L63

222

667

398

L59 L60

L59 OR L60

L62 (second) SAME
(image).clm.

Cz, DD, DE, DK, EA,
EE, EP, ES, FI, FR, GB,
HR, HU, ID, IE, IL, IS
IT, JP, KR, LT, LU, LV,
MA, MC, MD, MY, NL,
NO, NZ, OA, PH, PL,
PT, RO, RS, RU, SE,
SG, SI, SK, SU, TH,
TN, TR, TW, UA, VN,
WO): FPRS: EPO;
JPO; DERWENT:
IBM_TDB)

(US-PGPUB; USPAT:
USOCR: FIT (AP, AT,
AU, BE, BG, BR, BY,
CA, CH, CN, CS, CU,
Cz, DD, DE, DK, EA,
EE, EP, ES, FI, FR, GB,
HR, HU, ID, IE, IL, IS
IT, JP, KR, LT, LU, LV,
MA, MC, MD, MY, NL,
NO, NZ, OA, PH, PL,
PT, RO, RS, RU, SE,
SG, SI, SK, SU, TH,
TN, TR, TW, UA, VN,
WO): FPRS: EPO;
JPO; DERWENT:
IBM_TDB)

(US-PGPUB; USPAT:
USOCR: FIT (AP, AT,
AU, BE, BG, BR, BY,
CA, CH, CN, CS, CU,
Cz, DD, DE, DK, EA,
EE, EP, ES, FI, FR, GB,
HR, HU, ID, IE, IL, IS
IT, JP, KR, LT, LU, LV,
MA, MC, MD, MY, NL,
NO, NZ, OA, PH, PL,
PT, RO, RS, RU, SE,
SG, SI, SK, SU, TH,
TN, TR, TW, UA, VN,
WO): FPRS: EPO;
JPO; DERWENT:
IBM_TDB)

(US-PGPUB; USPAT,;
USOCR; FIT (AP, AT,
AU, BE, BG, BR, BY,
CA, CH, CN, CS, CU,
CZ, DD, DE, DK, EA,
EE, EP, ES, FI, FR, GB,
HR, HU, ID, IE, IL, IS,
IT, JP, KR, LT, LU, LV,
MA, MC, MD, MY, NL,
NO, NZ, OA, PH, PL,
PT, RO, RS, RU, SE,
SG, SI, 8K, 8SU, TH,
TN, TR, TW, UA, VN,

AND

AND

AND

ON

ON

ON

ON

ON

ON

2023/01/24
08:21 PM

2023/01/24
08:21 PM

2023/01/24
08:21 PM

01/24/2023 09:07:57 PM
Workspace: Untitied Case
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L64 218

L65 373

L66 218

L67 373

L62 (second) SAME
(image) SAME
(distance).clm.

L62 (portion OR
second) SAME (image)
SAME (distance OR
face).cim.

L64 L65

L64 OR L65

WO): FPRS: EPO;
JPO; DERWENT:
IBM_TDB)

(US-PGPUB; USPAT:
USOCR: FIT (AP, AT,
AU, BE, BG, BR, BY,
CA, CH, CN, CS, CU,
Cz, DD, DE, DK, EA,
EE, EP, ES, FI, FR, GB,
HR, HU, ID, IE, IL, IS
IT, JP, KR, LT, LU, LV,
MA, MC, MD, MY, NL,
NO, NZ, OA, PH, PL,
PT, RO, RS, RU, SE,
SG, SI, SK, SU, TH,
TN, TR, TW, UA, VN,
WO): FPRS: EPO;
JPO; DERWENT:
IBM_TDB)

(US-PGPUB; USPAT:
USOCR: FIT (AP, AT,
AU, BE, BG, BR, BY,
CA, CH, CN, CS, CU,
Cz, DD, DE, DK, EA,
EE, EP, ES, FI, FR, GB,
HR, HU, ID, IE, IL, IS
IT, JP, KR, LT, LU, LV,
MA, MC, MD, MY, NL,
NO, NZ, OA, PH, PL,
PT, RO, RS, RU, SE,
SG, SI, SK, SU, TH,
TN, TR, TW, UA, VN,
WO): FPRS: EPO;
JPO; DERWENT:
IBM_TDB)

(US-PGPUB; USPAT:
USOCR: FIT (AP, AT,
AU, BE, BG, BR, BY,
CA, CH, CN, CS, CU,
Cz, DD, DE, DK, EA,
EE, EP, ES, FI, FR, GB,
HR, HU, ID, IE, IL, IS
IT, JP, KR, LT, LU, LV,
MA, MC, MD, MY, NL,
NO, NZ, OA, PH, PL,
PT, RO, RS, RU, SE,
SG, SI, SK, SU, TH,
TN, TR, TW, UA, VN,
WO): FPRS: EPO;
JPO; DERWENT:
IBM_TDB)

(US-PGPUB; USPAT,;
USOCR; FIT (AP, AT,
AU, BE, BG, BR, BY,
CA, CH, CN, CS, CU,
CZ, DD, DE, DK, EA,
EE, EP, ES, FI, FR, GB,

AND

AND

AND

AND

ON

ON

ON

ON

ON

ON

ON

ON

2023/01/24
08:22 PM

2023/01/24
08:22 PM

2023/01/24
08:23 PM

2023/01/24
08:23 PM

01/24/2023 09:07:57 PM
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L67 (compar$3 OR
match$3 OR verifying)
SAME (image) SAME
(distance).clm.

L67 (compar$3 OR
match$3 OR verifying)
SAME (image) SAME
(distance) SAME (face
OR facial OR portion
OR side)(illumination
OR brightness)

L67 (compar$3 OR
match$3 OR verifying)
SAME (image) SAME
(distance) SAME (face
OR facial OR portion
OR side)(illumination
OR brightness).cim.

HR, HU, ID, IE, IL, IS
IT, JP, KR, LT, LU, LV,
MA, MC, MD, MY, NL,
NO, NZ, OA, PH, PL,
PT, RO, RS, RU, SE,
SG, SI, SK, SU, TH,
TN, TR, TW, UA, VN,
WO): FPRS: EPO;
JPO; DERWENT:
IBM_TDB)

(US-PGPUB; USPAT:
USOCR: FIT (AP, AT,
AU, BE, BG, BR, BY,
CA, CH, CN, CS, CU,
Cz, DD, DE, DK, EA,
EE, EP, ES, FI, FR, GB,
HR, HU, ID, IE, IL, IS
IT, JP, KR, LT, LU, LV,
MA, MC, MD, MY, NL,
NO, NZ, OA, PH, PL,
PT, RO, RS, RU, SE,
SG, SI, SK, SU, TH,
TN, TR, TW, UA, VN,
WO): FPRS: EPO;
JPO; DERWENT:
IBM_TDB)

(US-PGPUB; USPAT:
USOCR: FIT (AP, AT,
AU, BE, BG, BR, BY,
CA, CH, CN, CS, CU,
Cz, DD, DE, DK, EA,
EE, EP, ES, FI, FR, GB,
HR, HU, ID, IE, IL, IS
IT, JP, KR, LT, LU, LV,
MA, MC, MD, MY, NL,
NO, NZ, OA, PH, PL,
PT, RO, RS, RU, SE,
SG, SI, SK, SU, TH,
TN, TR, TW, UA, VN,
WO): FPRS: EPO;
JPO; DERWENT:
IBM_TDB)

(US-PGPUB; USPAT,;
USOCR; FIT (AP, AT,
AU, BE, BG, BR, BY,
CA, CH, CN, CS, CU,
CZ, DD, DE, DK, EA,
EE, EP, ES, FI, FR, GB,
HR, HU, ID, IE, IL, IS,
IT, JP, KR, LT, LU, LV,
MA, MC, MD, MY, NL,
NO, NZ, OA, PH, PL,
PT, RO, RS, RU, SE,
SG, SI, 8K, 8SU, TH,
TN, TR, TW, UA, VN,
WO); FPRS; EPO;
JPO; DERWENT;

AND

AND

AND

ON

ON

ON

ON

ON

ON

2023/01/24
08:23 PM

2023/01/24
08:24 PM

2023/01/24
08:26 PM

L68 157
L69 228
L70 90
01/24/2023 09:07:57 PM
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L68 ORL70

FaceTec.as.

Kevin near2 Tussy.in.

L720ORL73

IBM_TDB)

(US-PGPUB; USPAT:
USOCR: FIT (AP, AT,
AU, BE, BG, BR, BY,
CA, CH, CN, CS, CU,
Cz, DD, DE, DK, EA,
EE, EP, ES, FI, FR, GB,
HR, HU, ID, IE, IL, IS
IT, JP, KR, LT, LU, LV,
MA, MC, MD, MY, NL,
NO, NZ, OA, PH, PL,
PT, RO, RS, RU, SE,
SG, SI, SK, SU, TH,
TN, TR, TW, UA, VN,
WO): FPRS: EPO;
JPO; DERWENT:
IBM_TDB)

(US-PGPUB; USPAT:
USOCR: FIT (AP, AT,
AU, BE, BG, BR, BY,
CA, CH, CN, CS, CU,
Cz, DD, DE, DK, EA,
EE, EP, ES, FI, FR, GB,
HR, HU, ID, IE, IL, IS
IT, JP, KR, LT, LU, LV,
MA, MC, MD, MY, NL,
NO, NZ, OA, PH, PL,
PT, RO, RS, RU, SE,
SG, SI, SK, SU, TH,
TN, TR, TW, UA, VN,
WO): FPRS: EPO;
JPO; DERWENT:
IBM_TDB)

(US-PGPUB; USPAT:
USOCR: FIT (AP, AT,
AU, BE, BG, BR, BY,
CA, CH, CN, CS, CU,
Cz, DD, DE, DK, EA,
EE, EP, ES, FI, FR, GB,
HR, HU, ID, IE, IL, IS
IT, JP, KR, LT, LU, LV,
MA, MC, MD, MY, NL,
NO, NZ, OA, PH, PL,
PT, RO, RS, RU, SE,
SG, SI, SK, SU, TH,
TN, TR, TW, UA, VN,
WO): FPRS: EPO;
JPO; DERWENT:
IBM_TDB)

(US-PGPUB; USPAT,;
USOCR; FIT (AP, AT,
AU, BE, BG, BR, BY,
CA, CH, CN, CS, CU,
CZ, DD, DE, DK, EA,
EE, EP, ES, FI, FR, GB,
HR, HU, ID, IE, IL, IS,
IT, JP, KR, LT, LU, LV,

AND

OR

OR

OR

ON

ON

ON

ON

ON

ON

ON

ON

2023/01/24
08:30 PM

2023/01/24
08:31 PM

2023/01/24
08:31 PM

2023/01/24
08:31 PM

L71 203
L72 27
L73 117
L74 132
01/24/2023 09:07:57 PM
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L75

L76

L77

L78

44

20

43

42

L74 (three-
dimensionality OR
dimensional)

L74 (three near3
dimensionality )

L74 (three) near3
(dimensional OR
dimensionality )

L74 (three) near3

MA, MC, MD, MY, NL,
NO, NZ, OA, PH, PL,
PT, RO, RS, RU, SE,
SG, SI, SK, SU, TH,
TN, TR, TW, UA, VN,
WO): FPRS: EPO;
JPO; DERWENT:
IBM_TDB)

(US-PGPUB; USPAT:
USOCR: FIT (AP, AT,
AU, BE, BG, BR, BY,
CA, CH, CN, CS, CU,
Cz, DD, DE, DK, EA,
EE, EP, ES, FI, FR, GB,
HR, HU, ID, IE, IL, IS
IT, JP, KR, LT, LU, LV,
MA, MC, MD, MY, NL,
NO, NZ, OA, PH, PL,
PT, RO, RS, RU, SE,
SG, SI, SK, SU, TH,
TN, TR, TW, UA, VN,
WO): FPRS: EPO;
JPO; DERWENT:
IBM_TDB)

(US-PGPUB; USPAT:
USOCR: FIT (AP, AT,
AU, BE, BG, BR, BY,
CA, CH, CN, CS, CU,
Cz, DD, DE, DK, EA,
EE, EP, ES, FI, FR, GB,
HR, HU, ID, IE, IL, IS
IT, JP, KR, LT, LU, LV,
MA, MC, MD, MY, NL,
NO, NZ, OA, PH, PL,
PT, RO, RS, RU, SE,
SG, SI, SK, SU, TH,
TN, TR, TW, UA, VN,
WO): FPRS: EPO;
JPO; DERWENT:
IBM_TDB)

(US-PGPUB; USPAT:
USOCR: FIT (AP, AT,
AU, BE, BG, BR, BY,
CA, CH, CN, CS, CU,
Cz, DD, DE, DK, EA,
EE, EP, ES, FI, FR, GB,
HR, HU, ID, IE, IL, IS
IT, JP, KR, LT, LU, LV,
MA, MC, MD, MY, NL,
NO, NZ, OA, PH, PL,
PT, RO, RS, RU, SE,
SG, SI, SK, SU, TH,
TN, TR, TW, UA, VN,
WO): FPRS: EPO;
JPO; DERWENT:
IBM_TDB)

(US-PGPUB; USPAT,;

AND

AND

AND

AND

ON

ON

ON

ON

ON

ON

ON

ON

2023/01/24
08:32 PM

2023/01/24
08:32 PM

2023/01/24
08:33 PM

2023/01/24

01/24/2023 09:07:57 PM
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L79 40

L80 1

L81 0

(dimensional OR
dimensionality ) SAME
(determin$3 OR based
OR compar$3 OR
verify$3)

L74 @ad<"20140828"

L79 ( authenticat$3 OR
customer OR liveness
OR three-dimensionality
OR dimensional$3).ab.
(biometric OR user OR
customer OR verify$3
OR movement OR
motion OR face OR
facial).ab.
(image).cim.(face OR
facial).clm.

L80 NOT Tussy.in.

USOCR: FIT (AP, AT,
AU, BE, BG, BR, BY,
CA, CH, CN, CS, CU,
Cz, DD, DE, DK, EA,
EE, EP, ES, FI, FR, GB,
HR, HU, ID, IE, IL, IS
IT, JP, KR, LT, LU, LV,
MA, MC, MD, MY, NL,
NO, NZ, OA, PH, PL,
PT, RO, RS, RU, SE,
SG, SI, SK, SU, TH,
TN, TR, TW, UA, VN,
WO): FPRS: EPO;
JPO; DERWENT:
IBM_TDB)

(US-PGPUB; USPAT:
USOCR: FIT (AP, AT,
AU, BE, BG, BR, BY,
CA, CH, CN, CS, CU,
Cz, DD, DE, DK, EA,
EE, EP, ES, FI, FR, GB,
HR, HU, ID, IE, IL, IS
IT, JP, KR, LT, LU, LV,
MA, MC, MD, MY, NL,
NO, NZ, OA, PH, PL,
PT, RO, RS, RU, SE,
SG, SI, SK, SU, TH,
TN, TR, TW, UA, VN,
WO): FPRS: EPO;
JPO; DERWENT:
IBM_TDB)

(US-PGPUB; USPAT:
USOCR: FIT (AP, AT,
AU, BE, BG, BR, BY,
CA, CH, CN, CS, CU,
Cz, DD, DE, DK, EA,
EE, EP, ES, FI, FR, GB,
HR, HU, ID, IE, IL, IS
IT, JP, KR, LT, LU, LV,
MA, MC, MD, MY, NL,
NO, NZ, OA, PH, PL,
PT, RO, RS, RU, SE,
SG, SI, SK, SU, TH,
TN, TR, TW, UA, VN,
WO): FPRS: EPO;
JPO; DERWENT:
IBM_TDB)

(US-PGPUB; USPAT,;
USOCR; FIT (AP, AT,
AU, BE, BG, BR, BY,
CA, CH, CN, CS, CU,
CZ, DD, DE, DK, EA,
EE, EP, ES, FI, FR, GB,
HR, HU, ID, IE, IL, IS,
IT, JP, KR, LT, LU, LV,
MA, MC, MD, MY, NL,
NO, NZ, OA, PH, PL,

AND

AND

AND

ON

ON

ON

ON

ON

ON

08:33 PM

2023/01/24
08:35 PM

2023/01/24
08:36 PM

2023/01/24
08:37 PM

01/24/2023 09:07:57 PM
Workspace: Untitied Case

Page 159 of 386

Page 23 of 28




PT, RO, RS, RU, SE,
SG, SI, SK, SU, TH,
TN, TR, TW, UA, VN,
WO): FPRS: EPO;
JPO; DERWENT:
IBM_TDB)

PE2E SEARCH - Search History (Interference)

Ref #

Hits

[Search Query

DBs

Default
Operator

Plurals

British
Equivalents

Time Stamp

N1

N2

N3

N4

N5

N6

N7

1809

51

1809

1809

4435

38264

155

((image) SAME
(distance)(liveness OR
three-dimensional$4
OR live OR physical)
SAME (distance OR
expected OR
determin$3)(face OR
facial OR head)).clm.

((second) SAME
(image) SAME
(distance)(liveness OR
three-dimensional$4
OR live OR physical)
SAME (distance OR
expected OR
determin$3)(face OR
facial OR head)).cim.
(biometric)(authenticatio
n)

N1 (illumination OR
brightness OR distance
OR movement).cim.

N1 (illumination OR
brightness OR distance
OR movement) SAME
(image OR face).clm.

(three) near3
(dimensional OR
dimensionality ) SAME
(determin$3 OR based
OR compar$3 OR
verify$3) (compar$3 OR
match$3 OR verifying)
SAME (image) SAME
(distance) SAME (face
OR facial OR portion
OR side)(illumination
OR brightness)

(GOBF21/32 OR
G06V40/168 OR
G06V40/172 OR
G06V40/18 OR

G06V40/20).cpc.

N4 N5

(US-PGPUB; USPAT)

(US-PGPUB; USPAT)

(US-PGPUB; USPAT)

(US-PGPUB; USPAT)

(US-PGPUB; USPAT)

(US-PGPUB; USPAT)

(US-PGPUB; USPAT)

AND

AND

AND

AND

AND

AND

AND

ON

ON

ON

ON

ON

ON

ON

ON

ON

ON

ON

ON

ON

ON

2023/01/24
08:38 PM

2023/01/24
08:39 PM

2023/01/24
08:40 PM

2023/01/24
08:40 PM

2023/01/24
08:41 PM

2023/01/24
08:41 PM

2023/01/24

01/24/2023 09:07:57 PM
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N8 563

N9 20

N10 35

(N6)(N4 OR
N5)(image).cim.

(US-0066758-$ | US-
0105551-$ | US-
0111493-$ | US-
0196753-% | US-
0276484-% | US-
10032066-$ | US-
10917431-$ | US-
10963669-$ | US-
1693801-$ | US-
20110196753-$ | US-
20110276484-$ | US-
20120066758-$ | US-
20170111493-$ | US-
20190105551-$ | US-
3075573-% | US-
8200980-% | US-
8355528-% | US-
8787627-% | US-
9286507-% | US-
9621548-9$).DID.

(US-0039380-$ | Us-
0053663-% | US-
0054059-% | US-
0055955-% | US-
0063669-% | US-
0087622-% | US-
0095053-$ | US-
0103813-$ | US-
0191818-$ | US-
20020054059-$ | US-
20020055955-$ | US-
20020087622-$ | US-
20020103813-$ | US-
20020191818-$ | US-
20030039380-$ | US-
20030053663-$ | US-
20030063669-$ | US-
20030095053-$ | US-
5031228-% | US-
5699449-% | US-
5781650-% | US-
5784056-% | US-
5835616-% | US-
5842194-% | US-
5850470-% | US-
5956122-% | US-
5982912-% | US-
6134339-$ | US-
6173068-$ | US-
6212030-$ | US-
6246779-$ | US-
6301370-$ | US-
6310601-$ | US-
6389176-$ | US-

(US-PGPUB; USPAT)

(US-PGPUB; USPAT)

(US-PGPUB; USPAT)

AND

OR

OR

ON

ON

ON

ON

ON

ON

08:42 PM

2023/01/24
08:42 PM

2023/01/24
08:43 PM

2023/01/24
08:43 PM

01/24/2023 09:07:57 PM
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6461807-$).DID.

N11 712 N7 OR N8 OR N9 OR |(US-PGPUB; USPAT) |OR ON ON 2023/01/24
N10 08:44 PM

N13 176 N11 ((camera OR (US-PGPUB; USPAT) |AND ON ON 2023/01/24
captur$3) SAME 08:49 PM
(image) SAME
(distance OR
movement OR moving)

SAME (face OR facial
OR head OR side)).cim.

N14 345 N11 ((three near3 (US-PGPUB; USPAT) |AND ON ON 2023/01/24
dimensional$3) OR 08:50 PM
(liveness)).cim.

N15 345 N11 ((three near3 (US-PGPUB; USPAT) |AND ON ON 2023/01/24
dimensional$3) OR 08:50 PM
(liveness)).cim.

(image).clm.

N16 293 N11 ((three near3 (US-PGPUB; USPAT) |AND ON ON 2023/01/24
dimensional$3) OR 08:50 PM
(liveness)).cim.

(image).clm.
(distance).clm.
N17 362 N13 OR N16 (US-PGPUB; USPAT) |AND ON ON 2023/01/24
08:50 PM
N18 104 N17 @ad<"20140828" |(US-PGPUB; USPAT) |AND ON ON 2023/01/24
08:51 PM

N19 40 N18 (authenticat$3 OR [(US-PGPUB; USPAT) |AND ON ON 2023/01/24
verifying)(image).clm. 08:52 PM
(distance).clm.

N20 23 N18 (authenticat$3 OR [(US-PGPUB; USPAT) |AND ON ON 2023/01/24
verifying)(image).clm. 08:52 PM
(illumination OR
brightness) (face OR
facial).clm.

N21 41 N19 OR N20 (US-PGPUB; USPAT) |AND ON ON 2023/01/24

08:53 PM

N22 41 N21 NOT FaceTec.as. |(US-PGPUB; USPAT) |AND ON ON 2023/01/24

08:53 PM

N23 29 N22 (camera) SAME (US-PGPUB; USPAT) |AND ON ON 2023/01/24
(distance) SAME 08:54 PM
(image)

N24 20 N23 (distance) SAME |(US-PGPUB; USPAT) |AND ON ON 2023/01/24
(image) SAME (three- 08:55 PM
dimensionality OR
liveness OR live OR
physical) SAME
(determin$3 OR
compar$3 OR threshold
OR range)

N25 14 N24 (captur$3) SAME [(US-PGPUB; USPAT) |AND ON ON 2023/01/24
(distance) SAME 08:57 PM
(image) SAME (face
OR facial)(image)

01/24/2023 09:07:57 PM Page 26 of 28
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N26 10

N27 1

N28 2

N29 2

N30 69

N31 5

SAME (three-
dimensionality OR
liveness OR live OR
physical) SAME
(determin$3 OR
compar$3 OR threshold
OR range)

"8396265".pn.
"9607138".pn.
"10268911".pn.
"20040190758"
"20130219480"
"20150262024"

N26 (captur$3 OR
camera) SAME
(distance) SAME
(image) SAME (face
OR facial OR
head).cim. (image)
SAME (three-
dimensionality OR
liveness OR live OR
physical) SAME
(determin$3 OR
compar$3 OR threshold
OR range).clm.

N26 (captur$3 OR
camera) SAME
(distance) SAME
(image) SAME (face
OR facial OR
head).cim. (image)
SAME (three-
dimensionality OR
liveness OR live OR
physical) SAME
(determin$3 OR
compar$3 OR threshold
OR range) (compar$3
OR match$3 OR
verifying OR threshold)
SAME (second OR
distance) SAME
(image).clm.

N27 OR N28
N9 OR N10 OR N25

N30 (captur$3 OR
camera) SAME
(distance) SAME
(image) SAME (face
OR facial OR
head).cim. (image)
SAME (three-
dimensionality OR

(US-PGPUB; USPAT)

(US-PGPUB; USPAT)

(US-PGPUB; USPAT)

(US-PGPUB; USPAT)

(US-PGPUB; USPAT)

(US-PGPUB; USPAT)

OR

AND

AND

AND

AND

AND

ON

ON

ON

ON

ON

ON

ON

ON

ON

ON

ON

ON

2023/01/24
08:59 PM

2023/01/24
09:00 PM

2023/01/24
09:01 PM

2023/01/24
09:01 PM

2023/01/24
09:02 PM

2023/01/24
09:02 PM

01/24/2023 09:07:57 PM
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N32 5

N33 3

N34 3

N35 3

N36 3

N37 1

N38 1

liveness OR live OR
physical) SAME
(determin$3 OR
compar$3 OR threshold
OR range) .clm.
(compar$3 OR match$3
OR verifying OR
threshold) SAME
(second OR distance)
SAME (image).clm.

N31 @ad<"20140828"

N32 (three) near3
(dimensional$4)

N32 (three) near3
(dimensional$4).clm.
(distance).clm.

N32 (three) near3
(dimensional$4).clm.
(face OR camera)
SAME (image) SAME
(distance).clm.

N32 (three) near3
(dimensional$4) SAME
(verifying OR
determin$3 OR
based).clm. (face OR
camera) SAME (image)
SAME (distance).cim.
(captur$3 OR
movement).cim.

N32 (three) near3
(dimensional$4) SAME
(verifying OR
determin$3 OR
based).clm. (face OR
camera) SAME (image)
SAME (distance) SAME
(second).clm. (captur$3
OR movement).cim.

N26 (captur$3 OR
camera) SAME
(distance) SAME
(image) SAME (face
OR facial OR
head).cim. (image)
SAME (three-
dimensionality OR
liveness OR live OR
physical) SAME
(determin$3 OR
compar$3 OR threshold
OR range OR
predetermined).cim.

(US-PGPUB; USPAT)

(US-PGPUB; USPAT)

(US-PGPUB; USPAT)

(US-PGPUB; USPAT)

(US-PGPUB; USPAT)

(US-PGPUB; USPAT)

(US-PGPUB; USPAT)

AND

AND

AND

AND

AND

AND

AND

ON

ON

ON

ON

ON

ON

ON

ON

ON

ON

ON

ON

ON

ON

2023/01/24
09:03 PM

2023/01/24
09:04 PM

2023/01/24
09:05 PM

2023/01/24
09:05 PM

2023/01/24
09:06 PM

2023/01/24
09:07 PM

2023/01/24
09:07 PM

01/24/2023 09:07:57 PM
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A computer-implemented method and system for verifying the identity of a user in an identity authentication and biometric
verification system which includes collecting information from the user regarding the user's identity, which is then electronically
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(57) Abrégé(suite)/Abstract(continued):

authenticated. Upon authentication, personal information regarding the verified identity of the user is retrieved from a source
database which is used to verify the identity of the user, via user interaction. Upon successful verification and authentication,
biometric data regarding the user is electronically collected.
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Abstract

A computer-implemented method and system for verifying the identity of a user in an identity
authentication and biometric verification system which includes collecting information from the
user regarding the user's identity, which is then electronically authenticated. Upon authentication,
personal information regarding the verified identity of the user is retrieved from a source database
which is used to verify the identity of the user, via user interaction. Upon successful verification

and authentication, biometric data regarding the user is electronically collected.
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SYSTEM AND METHOD FOR USER ENROLLMENT IN A SECURE BIOMETRIC
VERIFICATION SYSTEM

CROSS REFERENCE TO RELATED APPLICATIONS

This application claims priority to U.S. Patent Application Serial No. 61/502,453 filed June 29,

2011, which is incorporated herein by reference in its entirety.
FIELD OF THE INVENTION

The invention relates generally to a biometric verification system, and more specifically to a

method and system for authenticating a user's identity.
BACKGROUND OF THE INVENTION

The present invention generally pertains to identity verification systems. More specifically, the
present invention pertains to biometric security systems that provide an enhanced defense against

fraudulent use of an individual's identity to complete a transaction.

Within a typical biometric security system, there are at least two operations, enrollment and
verification. The operation of enrollment encompasses the original sampling of a person's
biographic and biometric information, confirmation of the identity and its owner, and the
creation and storage of a biometric template associated with the identity (a.k.a., an enrollment
template) that is a data representation of the original sampling. The operation of verification
includes an invocation of a biometric sample for the identification of a system user through
comparison of a data representation of the biometric sample with one or more stored enrollment

templates.

Biometric information is, by nature, reasonably public knowledge. A person's biometric data is
often casually left behind or is easily seen and captured. This is true for all forms of biometric
data including, but not limited to, fingerprints, iris features, facial features, and voice
information. As an example, consider two friends meeting. The one friend recognizes the other
by their face and other visible key characteristics. That information is public knowledge.

However, a photo of that same person 'is' not that person. This issue similarly applies,
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electronically, to computer-based biometric authentication wherein a copy of authorized
biometric information is susceptible to being submitted as a representation of the corresponding
original information. In the context of biometric security applications, what is important, what

enables a secure verification, is a unique and trusted invocation of an authorized biometric.
SUMMARY OF THE INVENTION

The purpose and advantages of the invention will be set forth in and apparent from the
description that follows. Additional advantages of the invention will be realized and attained by
the devices, systems and methods particularly pointed out in the written description and claims

hereof, as well as from the appended drawings.

To achieve these and other advantages and in accordance with the purpose of the invention, as
embodied, the invention includes in one aspect a computer-implemented method for verifying
the identity of a user in an identity authentication and biometric verification system. The method
includes collecting information from the user regarding the user's identity (such as a passport),
which is then electronically authenticated. Upon authentication, personal information regarding
the verified identity of the user is retrieved from a source database, which is used to verify the
user, via user interaction. Upon successful verification and authentication, biometric data
regarding the user is electronically collected and matched to the personal information retrieved
from the source database. Another aspect of the invention may include the functionality to
perform scoring or qualification screening as well as providing a user with a token on a smart

card device or via a cardless system.

In a further illustrated aspect of the invention, provided is an authentication and biometric
verification system adapted to electronically couple to at least one electronic source database for
authenticating the identity of a user. The system preferably includes a central processing system
configured to receive information regarding the identity of a user and verifying the identity of the
user based upon the received information. Upon successful verification, the central processing
system is further configured to retrieve from at least one electronic source database information
relating to the user verified identity to authenticate a user's identity via interaction with the user
applicant. Further provided is a biometric collection device electronically coupled to the central

processing system adapted and configured to collect biometric data from a user applicant upon
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successful authentication of the user applicant. A payload processor component is further
preferably provided and electronically coupled to the central processing system adapted and
configured to convert the collected user applicant biometric information into an electronic

payload.
BRIEF DESCRIPTION OF THE DRAWINGS

The objects and features of the invention can be understood with reference to the following
detailed description of an illustrative embodiment of the present invention taken together in

conjunction with the accompanying drawings in which:
FIG. 1 is a system level diagram of a computering environment used by the present invention;

FIG. 2 is a system level diagram of components of the present invention in accordance with an

illustrated embodiment; and

FIGS. 3 and 4 are flow charts depicting operation of the present invention in accordance with the

illustrated embodiment of FIG. 2.
WRITTEN DESCRIPTION OF CERTAIN EMBODIMENTS OF THE INVENTION

The present invention is now described more fully with reference to the accompanying drawings,
in which an illustrated embodiment of the present invention is shown. The present invention is
not limited in any way to the illustrated embodiment as the illustrated embodiment described
below is merely exemplary of the invention, which can be embodied in various forms, as
appreciated by one skilled in the art. Therefore, it is to be understood that any structural and
functional details disclosed herein are not to be interpreted as limiting, but merely as a basis for
the claims and as a representative for teaching one skilled in the art to variously employ the
present invention. Furthermore, the terms and phrases used herein are not intended to be limiting

but rather to provide an understandable description of the invention.

It is to be appreciated that the embodiments of this invention as discussed below preferably
include software algorithms, programs, and/or code residing on computer useable medium
having control logic for enabling execution on a machine having a computer processor. The

machine typically includes memory storage configured to provide output from execution of the
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computer algorithm or program. Where a range of values is provided, it is understood that each
intervening value, to the tenth of the unit of the lower limit unless the context clearly dictates
otherwise, between the upper and lower limit of that range and any other stated or intervening
value in that stated range is encompassed within the invention. The upper and lower limits of
these smaller ranges is also encompassed within the invention, subject to any specifically
excluded limit in the stated range. Where the stated range includes one or both of the limits,

ranges excluding either or both of those included limits are also included in the invention.

Unless defined otherwise, all technical and scientific terms used herein have the same meaning
as commonly understood by one of ordinary skill in the art to which this invention belongs.
Although any methods and materials similar or equivalent to those described herein can also be
used in the practice or testing of the present invention, exemplary methods and materials are now
described. All publications mentioned herein are incorporated herein by reference to disclose and

describe the methods and/or materials in connection with which the publications are cited.

It must be noted that as used herein and in the appended claims, the singular forms "a", "an," and
"the" include plural referents unless the context clearly dictates otherwise. Thus, for example,
reference to "a stimulus" includes a plurality of such stimuli and reference to "the signal”
includes reference to one or more signals and equivalents thereof known to those skilled in the

art, and so forth.

Turning now descriptively to the drawings, in which similar reference characters denote similar
elements throughout the several views, Fig. 1 depicts an exemplary general-purpose computing

system in which illustrated embodiments of the present invention may be implemented.

A generalized computering embodiment in which the present invention can be realized is
depicted in FIG. 1 illustrating a processing system 100 which generally comprises at least one
processor 102, or processing unit or plurality of processors, memory 104, at least one input
device 106 and at least one output device 108, coupled together via a bus or group of buses 110.
In certain embodiments, input device 106 and output device 108 could be the same device. An
interface 112 can also be provided for coupling the processing system 100 to one or more
peripheral devices, for example interface 112 could be a PCI card or PC card. At least one

storage device 114, which houses at least one database 116 can also be provided. The memory
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104 can be any form of memory device, for example, volatile or non-volatile memory, solid state
storage devices, magnetic devices, etc. The processor 102 could comprise more than one distinct
processing device, for example to handle different functions within the processing system 100.
Input device 106 receives input data 118 and can comprise, for example, a keyboard, a pointer
device such as a pen-like device or a mouse, audio receiving device for voice controlled
activation such as a microphone, data receiver or antenna such as a modem or wireless data
adaptor, data acquisition card, etc. Input data 118 could come from different sources, for
example keyboard instructions in conjunction with data received via a network. Output device
108 produces or generates output data 120 and can comprise, for example, a display device or
monitor in which case output data 120 is visual, a printer in which case output data 120 is
printed, a port for example a USB port, a peripheral component adaptor, a data transmitter or
antenna such as a modem or wireless network adaptor, etc. Output data 120 could be distinct and
derived from different output devices, for example a visual display on a monitor in conjunction
with data transmitted to a network. A user could view data output, or an interpretation of the data
output, on, for example, a monitor or using a printer. The storage device 114 can be any form of
data or information storage means, for example, volatile or non-volatile memory, solid state

storage devices, magnetic devices, etc.

In use, the processing system 100 is adapted to allow data or information to be stored in and/or
retrieved from, via wired or wireless communication means, at least one database 116. The
interface 112 may allow wired and/or wireless communication between the processing unit 102
and peripheral components that may serve a specialized purpose. Preferably, the processor 102
receives instructions as input data 118 via input device 106 and can display processed results or
other output to a user by utilizing output device 108. More than one input device 106 and/or
output device 108 can be provided. It should be appreciated that the processing system 100 may

be any form of terminal, server, specialized hardware, or the like.

It is to be appreciated that the processing system 100 may be a part of a networked

| communications system. Processing system 100 could connect to a network, for example the
Internet or a WAN. Input data 118 and output data 120 could be communicated to other devices
via the network. The transfer of information and/or data over the network can be achieved using

wired communications means or wireless communications means. A server can facilitate the
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transfer of data between the network and one or more databases. A server and one or more

databases provide an example of an information source.

Thus, the processing computing system environment 100 illustrated in FTG. 1 may operate in a
networked environment using logical connections to one or more remote computers. The remote
computer may be a personal computer, a server, a router, a network PC, a peer device, or other

common network node, and typically includes many or all of the elements described above.

It is to be further appreciated that the logical connections depicted in FTG. 1 include a local area
network (LAN) and a wide area network (WAN), but may also include other networks such as a
personal area network (PAN). Such networking environments are commonplace in offices,
enterprise-wide computer networks, intranets, and the Internet. For instance, when used in a
LAN networking environment, the computing system environment 100 is connected to the LAN
through a network interface or adapter. When used in a WAN networking environment, the
computing system environment typically includes a modem or other means for establishing
communications over the WAN, such as the Internet. The modem, which may be internal or
external, may be connected to a system bus via a user input interface, or via another appropriate
mechanism. In a networked environment, program modules depicted relative to the computing
system environment 100, or portions thereof, may be stored in a remote memory storage device.
It is to be appreciated that the illustrated network connections of FIG. 1 are exemplary and other

means of establishing a communications link between multiple computers may be used.

FIG. 1 is intended to provide a brief, general description of an illustrative and/or suitable
exemplary environment in which embodiments of the below described present invention may be
implemented. FIG. 1 is an example of a suitable environment and is not intended to suggest any
limitation as to the structure, scope of use, or functionality of an embodiment of the present
invention. A particular environment should not be interpreted as having any dependency or
requirement relating to any one or combination of components illustrated in an exemplary
operating environment. For example, in certain instances, one or more elements of an
environment may be deemed not necessary and omitted. In other instances, one or more other

elements may be deemed necessary and added.
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In the description that follows, certain embodiments may be described with reference to acts and
symbolic representations of operations that are performed by one or more computing devices,
such as the computing system environment 100 of FIG. 1. As such, it will be understood that
such acts and operations, which are at times referred to as being computer-executed, include the
manipulation by the processor of the computer of electrical signals representing data in a
structured form. This manipulation transforms the data or maintains them at locations in the
memory system of the computer, which reconfigures or otherwise alters the operation of the
computer in a manner understood by those skilled in the art. The data structures in which data is
maintained are physical locations of the memory that have particular properties defined by the
format of the data. However, while an embodiment is being described in the foregoing context, it
is not meant to be limiting as those of skill in the art will appreciate that the acts and operations

described hereinafter may also be implemented in hardware.

Embodiments may be implemented with numerous other general-purpose or special-purpose
computing devices and computing system environments or configurations. Examples of well-
known computing systems, environments, and configurations that may be suitable for use with
an embodiment include, but are not limited to, personal computers, handheld or laptop devices,
tablet devices, personal digital assistants, multiprocessor systems, microprocessor-based systems,
set top boxes, programmable consumer electronics, network, minicomputers, server computers,
game server computers, web server computers, mainframe computers, and distributed computing

environments that include any of the above systems or devices.

Embodiments may be described in a general context of computer-executable instructions, such as
program modules, being executed by a computer. Generally, program modules include routines,
programs, objects, components, data structures, etc., that perform particular tasks or implement
particular abstract data types. An embodiment may also be practiced in a distributed computing
environment where tasks are performed by remote processing devices that are linked through a
communications network. In a distributed computing environment, program modules may be

located in both local and remote computer storage media including memory storage devices.
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With the exemplary computing system environment 100 of FIG. 1 being generally shown and
discussed above, reference is now made to FIG. 2 which depicts an illustrated embodiment of the
system of the present invention, designated generally by reference numeral 200. With regards to
system architecture 200, system 200 is to be understood to consist of two primary data
processing environments: (i) a backend environment, which is generally a processing system and
a database of records, and (ii) a customer service environment, which preferably contains only a
subset of data required to service users 290 and applicant users on a day-to-day basis. As
depicted in the illustrated embodiment of FIG. 2, all connections and interactions between the
systems are understood to be handled through encrypted methods such as secure internet
connections ("SSL"), virtual private networks ("VPN") and any other similar known, or
unknown methods. Additionally firewalls may be used for added security protection. It is to be
understood, in accordance with the illustrated embodiments, data in transit is preferably

encrypted at all times.

In accordance with the illustrated embodiment of FIG. 2, system 200 preferably includes a
central processing system 210 (preferably encompassing components of computering system
100) operative and configured to manage and protect the biographic and biometric information
used to provision the services of the system 200 to Users 290 and "Benefit Providers". It is to be
understood and appreciated the term "Benefit Providers", for purposes of the present invention,
is to be understood to mean organizations that leverage the verification process described herein
to confirm user identity in order to provide a product or service to a User 290. For example,
CLEAR® is a service provider approved by the Transportation Security Administration (TSA)
that performs biometric verification in order to provide the benefit of bypassing the traditional
TSA Travel Document Checker (TDC). As discussed further below, central processing system
210 is preferably adapted and configured to communicate with third party data sources having
information relevant, and preferably personal, to a user 290 so as to authenticate the user. An
example of such a third party data source includes, but is not limited to, LexisNexis, and other

similar data sources.

Central processing system 210 is electronically coupled to a pay load processor system 220, a
card production system 230 and member management system 240, each preferably

encompassing components of computering system 100. Briefly, payload processor system 220 is
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operative and configured to convert User 290 biographic and biometric information into an
electronic payload that can be loaded onto a smart card or other identity confirmation token for
use in verification processes. Card production system 230 is operative and configured to create
smart cards or other tokens containing the User 290 payload. And member management system
240 is operative and configured to manage User 290 information and transactions such as
biographic data updates (change of address, phone number, email, etc...) as well as billing
information and transactions. The member management system 240 may also provide

information regarding usage and benefits.

It is to be appreciated and understood by one skilled in the art, the central processing system 210
is configured and operative to transmit data with each of the payload processor system 220, the
card production system 230 and member management system 240 through any known suitable
means. In the illustrated embodiment of FIG. 2, an encrypted transmission method such as
Secure File Transfer Protocol (SFTP) or Secure Socket Layer (SSL) (242, 244, 246) is employed
to transmit data between the central processing system 210, the payload processing system 220,
the card production system 230, and the member management system 240. While the illustrated
embodiment of the invention depicts a cryptographic Secure Sockets Layer (SSL) 246 to
transmit data between the central processing system and the member management system 240
(the SSL 246 is to be understood to be only an exemplary method for transmitting data as any

suitable method may be utilized).

In accordance with the illustrated embodiment of FIG. 2, system 200 further includes a plurality
of kiosk devices 250 disposed in differing geographic locations (such as airports, but not limited
thereto) for enabling enrollment and identity verification, as discussed further below. For the
purposes of the present invention, each kiosk device 250 is to be understood to be an electronic
kiosk (or computer kiosk or interactive kiosk) housing a computer terminal preferably employing
software configured to enable the required user 290 enrollment and verification functionality
while preventing users 290 from accessing system functions. It is to be appreciated and
understood each computerized kiosk 250 communicates with the central processing system 210.
Each kiosk 250 may be configured and operational to include biometric capture devices (such as

fingerprint and/or iris capture devices, camera(s), card readers(s), trackballs, computer
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keyboards, pushbuttons and other typical input devices associated with interactive computer

kiosks).

It is to be appreciated and understood by one skilled in the art, each kiosk 250 electronically
communicates with the central processing system 210 using any known and suitable secure
electronic method. In the illustrated embodiment of FIG. 2, a Virtual Private Network (VPN)
link 248 is established between each kiosk 250 and the central processing system 210, preferably
through a firewall 246. Input devices that communicate with the kiosk 250 can be physically
attached to the kiosk 250 or remotely communicating with the kiosk 250 to provide the

information needed to perform enrollment or verification functions.

To aid the enrollment process, system 200 is further configured and operative to couple to third
party computering devices 260 accessible by a user 290 for enrollment purposes, as further
explained below. It is to be appreciated and understood by one skilled in the art, each third party
computering device 260 (e.g., a desktop or laptop computer, tablet device, smart phone, etc.)
electronically communicates with the member management system 240 using any known and
suitable secure electronic method. In the illustrated embodiment of FIG. 2, each third party
computering device 260 electronically communicates with the member management system 240

via an internet Secure Sockets Layer (SSL) connection 262, preferably through a firewall 264.

It is to be appreciated and understood system 200 is preferably operative and configured to
maintain remote monitoring capability of its field located kiosks 250 whereby monitoring and
measuring of system performance and metrics will provide the information necessary for system
200 to continually evaluate the performance and effectiveness of all components of system 200.
It is to be further appreciated and understood, data relating to an applicant, member, and/or
potential member 290 is not to be stored locally at a kiosk 250. That is, no personally identifiable
information is stored in kiosks 250 or any other field storage devices associated with system 200
(e.g., laptops). Additionally, it is to be understood and appreciated, system 200 utilizes the
aforesaid encryption such as SFTP, SSL, and VPN connections, along with protection by

Firewalls, to ensure the security of data in system 200.
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With the system 200 in accordance with the illustrated embodiments of FIGS. 1 and 2 being
described above, its method and process of operation will now be described in accordance with
the illustrated diagrams of FIGS. 3 and 4 (with continuing reference to FIGS. 1 and 2). First,
with reference to FIG. 3 an exemplary enrollment process for an applicant user 290 with system

200 will be described.

Starting at step 310, a user first preferably provides the appropriate enrollment payment
information and user background/demographic information to system 200. This information is
preferably input to the member management system 240. It is to be appreciated this information
may be input to the member management system 240 from a user, via a user computering device
260 or a system kiosk 250 as illustrated in FIG. 2. In particular, the user computering device 260
preferably couples to the member management system 240 using an internet address coupling
(e.g., www.clearme.com), which coupling is preferably an SSL internet 262 coupled connection,

through firewall(s) 264, providing a secure and encrypted coupling.

Next, at step 320 the member management system 240 is configured and operative to store the
aforesaid user payment and billing information along with the user's background and
demographic information necessary for membership information and verification purposes. The
remaining portion of the user 290 input information from step 310 is preferably transmitted to
the central processing system 210. It is also to be appreciated that if a kiosk 250 is used for user
enrollment purposes, the user's 290 input enrollment information is preferably transmitted to the
central processing system 210, which in turns sends user billing/payment information and other

appropriate membership information to the member management system 240 for storage therein.

Next, to complete the enrollment process, a user 290 is preferably present at a kiosk 250 (or user
computering device 260) whereby the central processing system 210 is configured and operative
to send user demographic information to the kiosk 250 the user is present at, preferably in real-
time, so as to be authenticated by a user 290 preferably in the presence of a system attendant for
user authentication (step 330). That is, this is the process whereby the user's identity is
authenticated via data collected from external sources such as a passport, drivers license (and the

like) and the successful completion of answers to questions which are specific to the user, as set
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forth above. Upon such user authentication, the kiosk 250 is preferably configured and operative
to scan and authorize certain user documentation to authenticate the user 290 (step 340). For
instance, each kiosk 250 may be configured and operative to only accept those forms of
identification that Benefit Providers such as the TSA has deemed acceptable and that can be

authenticated.

As an additional measure of security for verifying the identity of an enrolling user 290, system
200 is configured and operative to perform an authentication user test (step 330). As mentioned
above, once the identity of the user applicant is authenticated (step 320), the central processing
system 210 is preferably adapted and configured to communicate with a remote third party data
source (e.g., Lexis Nexis) to retrieve data relevant and personal to the verified identity of the user
applicant 290. This data (e.g., the amount of a mortgage or automobile payment), is used by
central processing system 210 to authenticate the user applicant 290 so as to mitigate any

instance of identity theft, as now discussed below.

In a preferred embodiment, the aforesaid retrieved authenticating data is utilized by system 200
to formulate a quiz/test using the aforesaid retrieved authenticating data (e.g., the amount of a
mortgage payment). It is to be appreciated and understood the functionality of the aforesaid
authentication user test (step 330) is to strengthen the individual authentication and enrollment
requirements and further decrease an imposter's ability to enroll under an alias. For instance, a
question presented may be the amount of the user' s monthly mortgage payment and/or identify
the most recent user employers. Thus, with regards to the aforementioned authentication user test
(step 330), system 200 has incorporated an additional step in the secure member enrollment
process. That is, system 200 has made the successful "in-person” completion of an identity
authentication test, (i.e. a personalized questionnaire populated by commercially available data)
as an additional eligibility requirement. In one embodiment, the identity authentication test
consists of posing applicants randomized questions plus an auxiliary question. To successfully
complete the quiz, an applicant user 290 preferably answers a predetermined number of
questions correctly during a limited time period while being observed by an enrollment
specialist. If an applicant/user 290 does not properly respond to the randomized questions and
successfully complete the quiz, the applicant/user 290 is preferably not permitted to complete the

enrollment process.
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Upon the successful authentication of the applicant user's 290 identity documents and the passing
of the aforesaid identity authentication test (step 330), each kiosk 250 is additionally preferably
configured and operative to collect user biometric information (e.g., fingerprints, retain/iris scan,

facial image, voice and the like) (step 340).

The collected applicant/user 290 biometric information (step 340) is provided to the payload
processor system 220 (step 360). Which payload processor system 220 formats a user 290
biometric template based upon the user' s collected biometric information (step 340) which is
then sent to the central processing system 210 (step 350). The user 290 biometric template is
then preferably sent from the central processing system 210 to the card production system 230
which produces a user identification token such as a smartcard having embedded or links to user
biometric and biographic information using any known means (smart chip, magnetically or
optically encoded information and the like) (step 360). The user identification token may then be
issued to a user 290 for use thereof (step 370). It is to be understood and appreciated the
invention is not to be understood to be limited to the use of such a user issued token residing on a
smart card or like device but rather may encompass matching a user’ s retrieved biometric

information with that previously stored in system 200.

With reference now to FIG. 4, the process for user 290 use of the aforesaid user identification
token will now be briefly discussed. Starting at step 410, an enrolled user 290 presents the user
identification token to a kiosk 250 associated with a third party requiring identity verification of
the user 290 (e.g., airport security, admittance to an event requiring heightened security, or to a
merchant desiring to verify a client remitting payment using a credit card or other ACH type of
payment). Next, the kiosk 250 is configured and operative to confirm a biometric match between
biometric data stored for the user 290 on the user identification token or in the central processing
system 210 and the matching biometric features of the user 290 collected at the time of
verification (step 420). If there is a match, the user's identity is verified and authenticated (step
430).

As used herein, the term "software" is meant to be synonymous with any code or program that
can be in a processor of a host computer, regardless of whether the implementation is in

hardware, firmware or as a software computer product available on a disc, a memory storage
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device, or for download from a remote machine. The embodiments described herein include such
software to implement the equations, relationships and algorithms described above. One skilled
in the art will appreciate further features and advantages of the invention based on the above-
described embodiments. Accordingly, the invention is not to be limited by what has been
particularly shown and described, except as indicated by the appended claims. All publications

and references cited herein are expressly incorporated herein by reference in their entirety.

Optional embodiments of the present invention may also be said to broadly consist in the parts,
elements and features referred to or indicated herein, individually or collectively, in any or all
combinations of two or more of the parts, elements or features, and wherein specific integers are
mentioned herein which have known equivalents in the art to which the invention relates, such
known equivalents are deemed to be incorporated herein as if individually set forth. For instance,
while the above illustrated embodiments make reference to a user token dedicated for use of a
user' s identification in an airport environment, other embodiments encompass using a token
dedicated for another purpose such as a credit or debit card which incorporates the biometric
authentication features mentioned above, along with the aforesaid secure enrollment process

(FIG. 3).

The above presents a description of a best mode contemplated for carrying out the present
invention identity authentication and biometric verification system and method, and of the
manner and process of making and using the identity authentication and biometric verification
system and method, in such full, clear, concise, and exact terms as to enable any person skilled in
the art to which it pertains to make and use these devices and methods. The present invention
identity authentication and biometric verification system and method is, however, susceptible to
modifications and alternative method steps from those discussed above that are fully equivalent.
Consequently, the present invention identity authentication and biometric verification system and
method is not limited to the particular embodiments disclosed. On the contrary, the present
invention identity authentication and biometric verification system and method encompasses all
modifications and alternative constructions and methods coming within the spirit and scope of

the present invention.
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The descriptions above and the accompanying drawings should be interpreted in the illustrative
and not the limited sense. While the invention has been disclosed in connection with the
preferred embodiment or embodiments thereof, it should be understood that there may be other
embodiments which fall within the scope of the invention as defined by the following claims.
Where a claim, if any, is expressed as a means or step for performing a specified function, it is
intended that such claim be construed to cover the corresponding structure, material, or acts
described in the specification and equivalents thereof, including both structural equivalents and
equivalent structures, material-based equivalents and equivalent materials, and act based

equivalents and equivalent acts.
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What is claimed is:

1. A biometric identification system, comprising:
at least one non-transitory storage medium that stores instructions; and
at least one processor that executes the instructions to:

receive input information regarding an identity of a person from an input
component of an electronic device;

receive first document information from at least one second input component of
the electronic device that scanned a first document associated with the identity of the person,
the first document comprising at least one of a passport, a driver's license, a state identification,
or a military identification;

receive second document information from the at least one second input
component of the electronic device that scanned a second document associated with the identity
of the person, the second document comprising a boarding pass;

electronically retrieve data source information relating to the identity of the
person from at least one data source;

authenticate the identity of the person based on the input information, the first
document information, the second document information, and the data source information;

upon authenticating the identity of the person, receive biometric data for the
person electronically collected using a biometric capture device of the electronic device; and

upon confirming a biometric match between the biometric data and received
biometric data from an airport security device, transmit an indication to the airport security

device to admit the person.

2. The biometric identification system of claim 1, wherein the airport security device
comprises an airport security checkpoint.

3. The biometric identification system of claim 1, wherein the airport security device
comprises an airport boarding gate.

4.  The biometric identification system of claim 1, wherein the biometric data comprises a

facial image.
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5. The biometric identification system of claim 1, wherein:

the biometric match is a first biometric match;

the received biometric data is first received biometric data;

the airport security device is a first airport security device;

the indication is a first indication; and

upon confirming a second biometric match between the biometric data and second
received biometric data from a second airport security device after transmitting the first

indication, the at least one processor transmits a second indication to the second airport
security

device to admit the person.

6.  The biometric identification system of claim 5, wherein the first airport security device

and the second airport security device are located at a same airport.

7.  The biometric identification system of claim 1, wherein the electronic device and the

airport security device are located at a same airport.

8. A biometric identification system, comprising:
at least one non-transitory storage medium that stores instructions; and
at least one processor that executes the instructions to:
receive input information regarding an identity of a person from at least one input
component of an electronic device;
receive first document information from a first document associated with the
identity of the person via the at least one input component of the electronic device, the first
document comprising at least one of a passport, a driver's license, a state identification, or a
military identification;
receive second document information from a second document associated with
the identity of the person via the at least one input component of the electronic device, the
second document comprising a boarding pass;
electronically retrieve data source information relating to the identity of the
person from at least one data source;
authenticate the identity of the person based on the input information, the first

document information, the second document information, and the data source information;
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upon authenticating the identity of the person, receive biometric data for the
person electronically collected using a biometric capture device of the electronic device; and

upon confirming a biometric match between the biometric data and received
biometric data from an airport security device, transmit an indication to the airport security

device to admit the person.

9. The biometric identification system of claim 8, wherein the biometric data comprises at

least one of a fingerprint, a retina scan, an iris scan, a facial image, or a voice.

10. The biometric identification system of claim 8, wherein:

the biometric match is a first biometric match;

the received biometric data is first received biometric data;

the indication is a first indication; and

upon confirming a second biometric match between the biometric data and second
received biometric data from a third party device, the at least one processor transmits a second

indication to the third party device verifying the identity of the person.

11. The biometric identification system of claim 8, wherein the at least one processor

verifies the first document information using the data source information.

12. The biometric identification system of claim 8, wherein the at least one processor

verifies the first document information using the data source information.

13.  The biometric identification system of claim 8, wherein the biometric capture device

comprises a camgdra.

14.  The biometric identification system of claim 8, wherein the biometric data comprises a
biometric template formatted based upon biometric information collected by the biometric

capture device.

15. A biometric identification system, comprising:
at least one non-transitory storage medium that stores instructions; and

at least one processor that executes the instructions to:
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receive input information regarding an identity of a person from at least one input
component of at least one electronic device;

receive first document information from a first document associated with the
identity of the person via the at least one input component of the at least one electronic device,
the first document comprising at least one of a passport, a driver's license, a state identification,
or a military identification;

receive second document information from a second document associated with
the identity of the person via the at least one input component of the at least one electronic
device, the second document comprising a boarding pass;

electronically retrieve data source information relating to the identity of the
person from at least one data source;

authenticate the identity of the person based on the input information, the first
document information, the second document information, and the data source information;

upon authenticating the identity of the person, receive biometric data for the
person electronically collected using a biometric capture device of the at least one electronic
device; and

upon confirming a biometric match between the biometric data and received
biometric data from an airport security device, transmit an indication to the airport security

device to admit the person.

16. The biometric identification system of claim 15, wherein the at least one electronic
device deletes the biometric data after the biometric data is received by the at least one

processor.

17. The biometric identification system of claim 15, wherein the at least one electronic

device comprises a third party computing device.

18. The biometric identification system of claim 15, wherein the at least one electronic

device comprises a kiosk.

19.  The biometric identification system of claim 15, wherein the biometric capture device

comprises at least one of a fingerprint capture device, an iris capture device, or a camera.
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20. The biometric identification system of claim 15, wherein the at least one electronic

device does not store personally identifiable information for the person.
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Description
CROSS-REFERENCE TO RELATED APPLICATION(S)

[0001] This application claims the benefit of U.S. Provisional Application No. 60/653,678, filed February 16, 2005
(Attorney Docket No. 57295-8001 US).

TECHNICAL FIELD

[0002] The following disclosure relates generally to biometric-based systems and methods for identity verification and,
more specifically, to biometric systems and corresponding methods for verifying an individual’s identity, authenticating
documents, and/or monitoring public health.

BACKGROUND

[0003] Biometrics is the science of using measurable biological properties to identify individuals. The use of biometric-
based identification systems is becoming increasingly popular because such systems can provide substantially more
security than many traditional security systems (e.g., usernames, passwords or personal identification numbers (PINs}).
Biometric markers ortemplates used for personal identification can include, for example, measurements of unique visible
features, such as fingerprints, hand and face geometry, and retinal and iris patterns, as well as the measurement of
unique behavioral responses, such as the recognition of vocal patterns and the analysis of hand movements.

[0004] .Biometric-based systems generally require a device for measuring and recording the biological measurements
in electronic form and comparing the measurements to a known value. Many conventional systems, for example, rely
on digital imaging technologies. The raw bicmetric data of an individual’s presumably unique features is obtained by a
system including optics, a camera, and other electronic equipment configured o capture and digitize images. The digital
representation of the images (i.e., the raw or unprocessed image data) is then processed by an algorithm that converts
the image data into a particular representation {i.e., a biometric marker or template). The biometric marker or template
is then compared with one or more previously stored values. If the values match within a desired level of accuracy, the
person is identified and/or authorized.

[0005] Several types of technologies can be used for biometric identification of superficial anatomical traits. Biometric
fingerprint identification systems, for example, generally require an individual under test to place his or her finger on a
visual scanner. The scanner reflects light off of the person’s finger and records the way the light is reflected off of the
ridges that make up the fingerprint. Other systems can employ differing pressures or other means to "read" a person’s
fingerprint. Another example includes hand and face identification systems that use scanners and/or cameras to detect
the relative anatomical structure, spacing, and/or geometry of a person’s face or hand. Still another example is biometric
authentication of an individual's eye. Retinal scans generally require a person to place his or her eye close to or upon
a retinal scanning device. The scanning device then scans the retina to form an electronic version of the highly detailed,
unique blood vessel pattern of the person’s retina.

[0006] Other types of technologies can be used for biometric identification of behavioral traits. Voice recognition
systems, for example, generally use a microphone or other suitable recording device to capture and record the voice
pattern of an individual. The individual typically repeats a standard word or phrase and the biometric device compares
the measured voice pattern to one or more voice patterns stored in the system. Still another example includes biometric
signature authentication in which the verification process includes not only making a record of the contact pattern between
the writing utensil and the recording device, but alsc measuring and recording the speed and/or pressure applied during
the writing process.

[0007] There are a number of drawbacks with conventional biometric-based systems. For example, some hand rec-
ognition systems can require large, expensive scanners and expose individuals to health risks. Signature recognition
systems can be susceptible to errors based on variations in an individual’s behavior. Voice recognition systems have
difficulty when a user has a cold and can be fooled by digital recordings. Retinal scans generally require expensive high-
resolution, proprietary camera equipment and ideal lighting conditions. Morecver, many users may not be comfortable
allowing a bright light to shine into their eyes. Retinal devices alsc generally require users to place their eyes close to
or in contact with a scanning device, thus exposing the users to potential infections or other health risks. Furthemmore,
iris-recognition cameras generally require a significant amount of coordination for users to position their eyes properly
for scanning and even small deviations can negatively affect the test results. Heavy make-up, facial hair, and poorlighting
conditions can present difficulties for two-dimensional facial recognition systems, while cosmetic surgery can present
difficulties for three-dimensional face recognition systems.

[0008] Still another drawback with many conventional systems is that searching large databases of biometric images
can require substantial amounts of processing power, as well as causing a number of so-called "one to many" searches.
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More specifically, some types of biometrics technologies can produce high numbers of false positives when the database
size is very large. Large numbers of false positives, for example, can occur with large databases of facial images that
are used with facial recognition systems because the systems are configured to simply match pixels between a photo
and a digital photo taken on-site to verify an individual’s identity.

BRIEF DESCRIPTION OF THE DRAWINGS

[0009] Figure 1 is a schematic illustration of a biometric-based identity verification system configured in accordance
an embodiment of the invention.

[0010] Figure 2 is a partially schematic display diagram of a method for generating an audio recording portion of an
individual’s MBDS template in accordance with an embodiment of the invention.

[0011] Figures 3-5 are partially schematic isometric views of grids illustrating the three-dimensional nature of a MBDS
template having an audio input and multiple video inputs captured synchronously over a selected time period.

[0012] Figures 6-8 are flow diagrams illustrating methods for using the biometric-based system of Figure 1 to control
access o secure areas and/or secure systems in accordance with various embodiments of the invention.

[0013] Figure 9 is a display diagram of a voice spectrograph configured in accordance with another embodiment of
the invention.

DETAILED DESCRIPTION

A. General Overview

[0014] The following disclosure relates generally to biometric-based systems and corresponding methods for identity
verification. Embodiments of the invention, for example, include systems and methods for creating a unique biometric
template (e.g., a multi-biometric data series (MBDS) template) having a particular combination of biometric data that
can be widely utilized for personal identification and security verification. As used herein, an MBDS template or biometric
template includes an individual's voice audio input captured synchronously and correlated with multiple video inputs
over a selected time period (e.g., the time it takes an individual to state his or her name into a microphone and video
camera). Voice recognition biometric data markers, when correlated with corresponding face recognition data markers,
create a three-dimensicnal biometric template that has unique linear relationships between visual and vocal performance
and, accordingly, can assist in positively identifying a particular individual.

[0015] The large number of unique biometric markers in each MBDS template can significantly improve the accuracy
of personal identity verification as compared with conventional biometric systems that rely on a single or small number
of unique markers. Additionally, the disclosed systems including MBDS templates can provide a significant decrease in
statistical probability error as compared with many conventional systems. The number of data markers is inversely
related to the verification error-as the number of markers increases, the potential error decreases. The low statistical
probability of error associated with the disclosed systems is accordingly suitable for high security applications, as well
as medium and low-security environments. Furthermore, verification errors can be reduced to the levels of other signif-
icantly more intrusive biometric-based security screening methods, such as iris or retinal scanning and time-consuming
DNA analysis. Moreover, the disclosed systems require little or no physical contact and, therefore, present minimal
health risk to the user.

[0016] Compared with conventional biometric-based systems that require expensive equipment and ideal testing
conditions, embodiments of the invention can provide accurate results with less than ideal conditions and relatively
inexpensive equipment. For example, low-resolution image recognition (unacceptable for iris or retina verification) can
be combined with voice recognition to provide identification systems having a high degree of accuracy. Biometric features
like eye-blinking, mouth position (i.e., open mouth, closed mouth, ete.), breathing patterns, and the timing associated
with such behavioral habits provide unique data markers that can be tracked even with low-resolution video (e.g., bank
machine kiosks or Web cams in which lighting may be less than ideal).

[0017] The biometric-based systems and methods described below can be used to control access to secure areas
and various types of secure electronic devices and systems. For example, the disclosed systems and methods can
prevent unauthorized access into secure areas such as airports, train stations, bus and ship terminals, public and private
buildings, shopping complexes, and other desired areas. The biometric systems can also be used to prevent unauthorized
access to a wide variety of electronic systems including, but not limited to, computer network systems, Web-based
systems, automated transaction mechanisms, cellular phones, personal digital assistants, banking systems, and the
like. The various biometric-based systems and methods can also be used to validate a number of different types of self-
authenticating documents (e.g., passports, visas, etc.) that include machine-readable components for storing an indi-
vidual’s biometric data, electronictransmission systems (e.g., Internet, wireless, satellite, etc.), and other related systems.
Furthermore, aspects of the invention can be used to help quickly identify potential public health risks and assist law
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enforcement and health officials in implementing necessary procedures (e.g., quarantines, etc.).

[0018] Aspects of the invention can be characterized in a number of different ways. For example, one aspect can
include a synchronous measurement of both audio and video input where an individual takes one or more of the following
actions to facilitate the authentication process-

(a) states his or her full legal name (or a portion therecf) in any order and using any initial or word combination to
create a digital signature or template containing a unique combination of personal biometric data;

(b) states his or her legal name several times (and in generally the same way) to create baseline template data with
acceptable standard deviation tolerance, thus permitting natural human behavior variation and reliable identity
verification;

(c) states a secret password following his or her legal name to provide variable security requirements suitable for
corporate or military applications;

(d) states the name of one or more small children accompanying the individual to accommodate family members
traveling with young children and help prevent child trafficking and kidnapping;

(e) speaks out loud in a unique way to create a MBDS template represented by a three dimensional vector reference
containing coordinates (X, y, z) for each data marker, with z representing time as measured by seconds or frame
numbers;

(f) follows instructions (either verbal or written) to provide a verifiable recording of biometric markers that can be
used to authenticate machine-readable personal identification and verify on-site personal identity; and/or

(g) follows instructions (either verbal or written) to provide a verifiable recording of biometric markers that can be
used to verify on-site personal identity and permit access to, or maintain access to, on-line services provided by
Internet, intranet, LAN, and/or other suitable electronic networking systems.

[0019] Anotheraspect of the invention can include a synchronous measurement of both audio and video input in which
an individual-

{a) who experiences difficulty using a worn out machine readable device (e.g., a security pass, national ID card,
driver's license, passport, RFID tag, or the like) can still provide biometric input for comparison with a database
reference file to receive identity verification and receive low-level clearance to a secure area;

{b) who forgot, lost, or had his or her personal identification stolen can still provide biometric input for comparison
with a database reference file to receive identity verification and limited access to an automated ticket kiosk or bank
machine; and/or

{c) who failed an initial background check can resubmit biometric input with both eyes closed while near-field infrared
illumination is usedto create athree-dimensional wire-frame projection grid animation, blood-vesselface-mapimage,
and/or voice spectrograph image that can be compared individually or in combination with corporate, government,
and/or law enforcement databases to provide identity verification for the individual.

[0020] Still another aspect of invention can include using an individual’s biometric data (including both audio and video
data measured synchronously) to-

(a) combine face recogniticn markers (captured during the period of time that it takes a person to clearly state his
or her legal name) with corresponding voice recognition markers (recorded simultaneously during the same event)
to create a three-dimensional data map or template/vector that is unique to each individual and store the biometric
template on a database, machine-readable device (e.g., passport, driver’s license, staff ID, national ID card, credit
or bank card, PDA, CD, DVD, RFID, microchip implant, etc.), or another suitable storage medium;

(b) verify personal identity and/or authenticate a machine-readable device containing the individual’s biometric data
by matching the individual’'s baseline three-dimensional data map or template/vector with on-site biometric data
measurements;
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(c) verify an individual’s identity through analysis using face recognition and voice recognition technology;

{d) provide baseline template and standard deviation records that are stored on at least one private security, cor-
porate, government, military, or public law enfoercement database;

(e) verify an individual’s identity against at least one law enforcement or private security database; and/or

(f) verify a machine-readable device’s authenticity against at least one law enforcement or private security database.
10 [0021] Yet another aspect of invention can include-

(a) updating an individual’'s reference file of previous biometric template/vector recordings (e.g., using cld driver's

license photos) to create a stronger baseline template and provide acceptable standard deviation tolerance param-
eters that can accommeodate natural variations in human behavior and appearance;

15
(b) updating an individuals reference file of previous biometric template/vector recordings to create acceptable
standard deviation parameters so that the symptoms of a common cold (e.g., sore throat, itchy eyes, runny nose,
etc.) will not negatively affect identity verification; and/or

20 {c) updating an individual's reference file of previous biometric template/vector recordings to create acceptable

standard deviation tolerance parameters so that alterations in visual appearance (e.g., a beard or mustache) will
not significantly interfere with identity verification and other systems (e.g., infrared video face recognition and voice
recognition) can take priority over color video face recognition during the verification analysis.

25 [0022] Sitill another aspect of invention can include using an individual's biometric data (including both audio and video
data measured synchronously) to-

(a) verify data stored on an individual’s machine-readable device (e.g., passport, driver's license, staff ID, national
ID card, credit or bank card, PDA, CD, DVD, RFID, microchip implant, etc.) by matching (1) the device’s stored

30 biometric data with (2) on-site biometric data and, optionally, matching one or both of (1) and (2) with bicmetric data
stored on a corporate, government, law enforcement, or military database;

{b) authenticate a physical key or portable communication device {e.g., cellular phone, PDA, efc.) and, upon positive
identification, provide secure access to a computer network, Internet, database, Web site, or other types of electronic
35 systems;

{c) purchase, issue, and/or validate an electronic ticket, voucher, debit card, or other type of financial instrument;

(d) permit secure financial, e-money, or other types of commercial transactions from a remote terminal; and/or
40

(e) permit low-level security clearance (e.g., limited access, entrance, or cash withdrawal in the event that the
individual’s machine-readable device is forgotten, lost, stolen or unavailable due to some unforeseen circumstance
or unexpected emergency.

45 [0023] Still yet another aspect of the invention can include using an individual’s biometric data (including both audio
and video data measured synchronously) to control access to secure areas such as-

(a) schools or public gathering areas such as sports arenas, bus, train, or subway station/terminals, shopping
complexes, domestic or international airports, military or civilian government areas, international borders, and transit

50 facilities in between any of the above mentioned locations;

(b) automated banking machines, e-ticket kiosks, network terminals to educational, corporate, or military networks,
and/or secure financial networks; and/or

55 (c) existing law enforcement infrastructure and associated facilities containing databases of persconal identification,
such as photographs, fingerprints, health records, or the like.

[0024] Further aspects of the invention be directed to the advantages associated with using multiple biometric data
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{such as the MBDS template) to positively identify an individual. Such advantages can include-
{a) the color video data benefits from face recognition technology to improve verification accuracy;
{b) the black & white video data benefits from face recognition technology to improve verification accuracy;

(c) passive infrared data benefits from technology to determine that a live person is presenting the secure biometric
data to prevent fraud;

(d) passive infrared data benefits from technclogy to determine a possible health risk like SARS or Asian Bird Flu;

(e) near-field infrared illumination revealing surface blood vessel pattern data benefits from technology to determine
a possible health risk and provides a significantly greater number of biometric markers for high security applications;

(f) near-field infrared illumination revealing three-dimensional facial characteristics that can be mapped over time
to create a computer graphic simulation provide a significantly greater number of biometric markers for high security
applications;

{(g) the audio data benefits from speech recognition technology to improve verification accuracy;

(h) the audio data benefits from audio analysis technology to create a voice spectrograph to improve verification
accuracy; and/or

(i) the audic data benefits from necise reduction or noise cancellation technology to facilitate applications in public
areas where background noise is present to improve verification accuracy.

[0025] As described in detail below, embodiments of the invention can be used in a number of different environments
and can include a number of different advantages. In several embodiments, for example, the system can be used at
security checkpoints to compare an individual’'s baseline biometric data stored on a suitable machine-readable device
(e.g., driver’s license) with on-site measurements and law enforcement databases. Mobile checkpoints can also make
use of some or all of the elements available to provide on-site identity verification. State-of-the-art audiovisualtechnology
now facilitates wide application of high-speed data transmission for timely identity verification and document authenti-
cation. For example, wide-field scanning technology (e.g., Bluetooth, RFID, etc.) could recognize the order of machine-
readable identification reference file numbers for users queuing in front of a security checkpoint, automated kiocsk, or
bank machine, and request each user's reference files in advance to speed up on-site verification of the MBDS templates.
[0026] Anystandardized security system should not only meet the high standards expected of it, but also offer significant
advantages to the public. By way of example, when a drink spills on a machine-readable student ID card during lunch
break, a student is still able to attend classes and gain temporary on-line computer access in order to complete assign-
ments. Application forand receipt of a new student ID cardin exchange for the damaged one could be easily accomplished
without delay. When an old security pass expires, staff can still gain limited entrance to facilities, fill out a request form,
and be quickly issued a new security pass. When a security ID card begins to wear out and can no longer be verified,
an employee could still gain access to his or her office and Intranet by entering a MBDS template at security checkpoints.
Important work could continue in a timely manner while a request for a replacement security ID card is processed.
[0027] In another embodiment, the system can provide the day-to-day convenience of bank machine transactions
even when one’s bank card is forgotten at home, left in another wallet or purse, or otherwise misplaced. By entering a
MBDS template and receiving low-level security clearance, for example, a mother shopping at a mall would still be able
to withdraw a limited amount of money from the nearest bank machine without the inconvenience of having to return
home to retrieve her bankcard or credit card. Another advantage of the system is that it may facilitate widespread
acceptance of its use in an international security system suitable for the USVisit program.

[0028] Inthe event of an emergency (e.g., valuables and/or identification are lost or stolen) cash withdrawal, car rental
reservation, and/or transportation ticket purchases could still be accomplished following successful identity verification
by entering a MBDS template and receiving low-level security clearance. Business travelers would not become stranded
as the result of a misfortune. Additionally, credit card company notification to cancel a lost or stolen card, and 911
emergency assistance (either medical or law enforcement in nature) could become programmed cptions available at
automated ticket kiosks and bank machines that form an integral part of a national security system.

[0029] The MBDS template system can also be an important feature in an e-cash system. For example, many mobile
devices (e.g., cellular phones, PDAs, etc.) can be interoperable with IC credit/debit cards, ATMs, and the like. One such
feature can allow a user to "charge up” the phone with credit and then use the phone as a credit/debit instrument in
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financial transactions. In several applications, a credit/debit phone can be combined with the above-described MBDS
template system and the resulting device could be configured to accept a user’'s MBDS input for verification before e-
commerce features are activated or transactions take place. In the event the device was lost or stolen, it could not be
used by anyone other than the owner. In other applications, the device could be used in a high volume fransit system
to allow passengers to pay fares without requiring the passengers to carry tokens or passes. Newer technologies like
Bluetooth and WiFi allow a wider field of activation and could provide significant monitoring advantages in identity
verification. In still further applications, credit/debit phones can be combined with the MBDS template system to perform
a variety of other functions.

[0030] Inoneembodiment, automatedkiosks can provide automated responsesto assistthe user. Another embodiment
may include face-to-face communication with service personnel using the audio and video capabilities of the system. A
company representative can review an unverifiable biometric input and explain directly to the user what the problem
seems to be and suggest ways to improve the MBDS template recording (e.g., speaking louder, standing closer to the
machine, not turning one’s head to the side, etc.)

[0031] Another advantage of the features described herein is flexibility. In times of peace, for example, low-security
requirements would facilitate normal movement of trade and industry. Citizens would go about their daily business
knowing that a secure environment had been created through the use of a safe, reliable system for persconal identification.
When necessary, however, the security level of the system could be quickly increased in a prioritized, systematic way,
without undue inconvenience to the public to provide an effective and efficient system of personal identification and
infectious disease monitoring. Furthermore, if a possible health risk is detected, an automated Notification of Poor Health
Condition (NPHC) could be issued to the user and directions to the nearest hospital or medical clinic open at that particular
time of day or night could be provided.

[0032] Yetanotheradvantage ofthe systems described herein is the ability of a user (even without a machine-readable
device) to verify his or her personal identity and gain low-level security clearance by comparing a MBDS template
recorded on-site with a MBDS template stored on file with a corporate, government, and/or law enforcement database.
Although fast verification speed with a machine-readable device is generally desirable (due to the assistance provided
by reference number or alphabetical search methods), the disclosed security systems can still provide identity verification
without such a device. In some instances, the verification processes may take longer because the process requires
more time for searching through various databases.

[0033] Still another advantage of the system is that secure Internet access can be accomplished without an ID card
and can generally only require transmission of an individual’s MBDS template data. An electronic authorization key or
USB dongle is optional for users of secure financial systems.

[0034] Currently, many automated bank machines offeronly a service telephone. In anotherembodiment of the system,
an automated kiosk employing the MBDS template technology could provide face-to-face video conferencing with finan-
cial administrators at bank machines, sales representatives at ticket kiosks, emergency 911 operators, police, medical
personnel, or the like.

[0035] In stillanocther embodiment of the system, car rental might be refused after infrared video data and comparisons
with healthy baseline data reveals significant physical changes to one’s health (e.g., slurred speech or other symptoms
of intoxication).

[0036] The MBDS template also provides an effective method of monitoring public health risks when incorporated into
automated cash machines and entrances to public facilities. For example, the system could be configured to screen
users for possible health risks like SARS or Asian Bird Flu through the use of passive and/or active infrared technology
that measures body temperature. Elevated body temperature can be apparent in a person’s face regardless of the
ambient air temperature. This feature could help screen individuals for infectious disease like SARS, Asian Bird Flu, and
the like, and prevent screened individuals from purchasing a passenger ticket for mass transit or entering pubic areas,
thus helping control the spread of a contagion.

[0037] Low-level security applications might focus primarily on personal identification authentication and therefore not
require the additional time required for verification with databases. Normal entrance to secure areas could be accom-
plished quickly by instantly verifying on-site MBDS template data and the template stored on a machine-readable device
designed for identification, such as a company security pass or key card. For example, an employee who forgets his
security ID pass would still be able to enter low-security areas by simply waiting a bit longer at the security checkpoint,
while his MBDS template is verified against company databases.

[0038] Another advantage of the MBDS template system is flexible integration into everyday activities. For example,
a mother could hold her child in her ams so that the child is visible in the wide angle camera view and then simply state
the child’s name fellowing her own (e.g., "Jane Smith and John Jr."}. This would make up an additional file stored on
her machine-readable identification at the time it was issued. For example, a national ID card might contain such an
additional file for the mother and all of her children individually. This would allow her to identify herself and one or more
young children traveling with her.

[0039] Programs are now in place in the United States to encourage implanting microchips in children, to facilitate
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quickly locating them in case they become lost in a large shopping mall or suddenly go missing. While this may initially
cause concern among some, others may choose to try and protect their children by increasing the surveillance tracking
capability afforded by this new technology, especially in high crime areas. One of the first things a young child learns to
say is his or her name and, accordingly, the disclosed systems may be suitable for use with student ID cards, RFID
devices, and/or implantable microchip devices.

[0040] By way of example, each child participating in a schoolfield trip to the zoo may be issued some form of machine-
readable device (e.g., a student RFID in the form of a reusable wristband and including watch to facilitate prearranged
meeting times). The device could also contain a microchip with the student’s personal MBDS template file. The zoo
could employ a low-level security system with high-speed verification to permit high volume visitor traffic. In this way, a
teacher could monitor movement of students on a wireless handheld device similar to a PDA and be notified if one or
more children attempt to leave the secure area.

[0041] The following description provides specific details for a thorough understanding of various embodiments of the
invention. One skilled in the art will understand, however, thatthe inventionmay be practiced without many of these details.
Additionally, some well-known structures orfunctions may not be shown or described in detail, so as to avoid unnecessarily
obscuring the relevant description of the various embodiments.

[0042] Theterminology used inthe description presented below is intendedto be interpretedin its broadest reasonable
manner, even though it is being used in conjunction with a detailed description of certain specific embodiments of the
invention. Certain terms may even be emphasized below; however, any terminology intended to be interpreted in any
restricted manner will be overtly and specifically defined as such in this Detailed Description section.

[0043] Although not required, aspects and embodiments of the invention will be described in the general context of
computer-executable instructions, such as routines executed by a general-purpose computer, e.g., a server or personal
computer. Those skilled in the relevant art will appreciate that the invention can be practiced with other computer system
configurations, including Internet appliances, hand-held devices, wearable computers, cellular or mobile phones, multi-
processor systems, microprocessor-based or programmable consumer electronics, set-top boxes, network PCs, mini-
computers, mainframe computers and the like. The invention can be embodied in a special purpose computer or data
processor that is specifically programmed, configured or constructed to perform one or more of the computer-executable
instructions explained in detail below. Indeed, the term "computer,” as used generally herein, refers to any of the above
devices, as well as any data processor.

[0044] The invention can also be practiced in distributed computing environments, where tasks or modules are per-
formed by remote processing devices, which are linked through acommunications network, such as a Local Area Network
("LAN"), Wide Area Network ("WAN?") or the Internet. In a distributed computing environment, program modules or sub-
routines may be located in both local and remote memory storage devices. Aspects of the invention described below
may be stored or distributed on computer-readable media, including magnetic and optically readable and removable
computer discs, stored as firmware in chips (e.g., EEPROM chips), as well as distributed electronically over the Internet
or over other networks (including wireless networks). Those skilled in the relevant art will recognize that portions of the
invention may reside on a server computer, while corresponding portions reside on a client computer. Data structures
and transmission of data particular to aspects of the invention are also encompassed within the scope of the invention.
[0045] As used in this application, the terms "module” or "component" are intended to refer to a computer-related
entity, either hardware, a combination of hardware and software, software, or software in execution, data processing or
data storage and retrieval. For example, a module or component may be, but are not limited to being, a process running
on a processor, a processor, an object, an executable, a thread of execution, a program, raw or processed digital data,
a data template and a computer. By way of illusiration, both an application running on a server, the data within the
application and the server can be considered a module or component.

B. Embodiments of Biometric-Based ldentity Verification Systems and Methods for Using Such Systems

[0046] Figure 1isaschematicillustration of a biometric-based identity verification system 100 configured in accordance
an embodiment of the invention. The system 100 can be used, for example, to control access to secure facilities or areas
(e.q., transportation terminals, office buildings, government buildings, financial institutions, international borders, schools,
sports arenas, etc.) or control activation of electronic systems (e.g., computer systems, ATMs, e-ticket kiosks, cellular
systems, financial networks, communication systems, transportation systems, etc.). In still other embodiments, the
system 100 can be configured to control access to different types of secure areas and/or secure systems. Although the
below-described systems generally include only biometric-based characteristics as inputs, in other embodiments non-
biometric based data can be used in conjunction with the biometric-based inputs to control access.

[0047] To begin the verification process, an individual 110 approaches the system 100 and presents a personal
identification card 112 ("ID card 112"). The ID card 112 can include a driver’s license, passpeort, national ID card, security
pass, passbook, bank book, credit or bank card, PDA, CD, DVD, RFID, microchip implant, electronic ticket, or the like
that includes machine-readable data 113 (e.g., the individuals biometric data). The data 113 from the ID card 112 can
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be input into a local security component 140 for verification using a number of different known input methods (e.g., card
reader, barcode scanner, RFID, Bluetooth, etc). In embodiments where the individual's ID card 112 does not include
machine-readable data 113, the desired information from the ID card 112 can be manually input into the local security
component 140. In still other embodiments, the system 100 can be used to verify the individual’s identity without the use
of the ID card 112.

[0048] Either before or after presentingthe ID card 112, the individual 110 can provide biometric input to a video input
module 120 and an audio input module 130. The video input module 120 can include one or more sensors (three are
shown) configured to capture image and video data from the individual 110. In the illustrated embodiment, for example,
a first sensor 122 captures color video data, a second sensor 124 captures black & white video data, and a third sensor
126 captures infrared video data of the individual. The video data can include a number of different formats (e.g., NTSC,
PAL, MPEG(2, 3, 4), SECAM, M-PAL, N-PAL, MESECAM, etc.). The sensors 122/124/126 can be part of the same
digital camera or each sensor may be part of a different camera. In still other embodiments, the digital imaging unit 120
can include a different number of sensors to capture video data from the individual 110.

[0049] The audio input module 130 can include a microphone 132 or other suitable recording device configured to
capture and process audio input from the individual 110. The audio data can include a number of different formats (e.g.,
WAV, AIFF, AU, WMA, Apple Lossless, MP3, AAC, etc.) As explained in greater detail below, the data from the three
video sensors 122/124/126 and the data from the audio input module 130 is captured synchronously and combined to
create a MBDS template 136 that includes at least four unigue biometric data markers to verify and authenticate the
individual’s identity. Further details of the MBDS template 136 are described in greater detail below with respect to
Figures 2-5.

[0050] The generated MBDS template 136 can be sent to the local security component 140 for processing and com-
parison with the data 113 from the individual’s ID card 112. The MBDS template 136 can also be sent to one or more
additional on-site and/or off-site systems for processing and verification. In the illustrated embodiment, for example, the
MBDS template 136 can be sent to an off-site security component 150 and cne or more corporate, government, and/or
law enforcement databases 160 (e.g., FBI, Homeland Security, INS, local police, etc.) for additional verification. In this
way, the individual’'s MBDS template 136 can be checked against a number of different known sources to further au-
thenticate the individual’s identity and confirm that the individual should be given access to the secure area or system.
In embodiments where the system 100 is installed at an airport, the MBDS template 136 may optionally be sent to an
airport security system 155 {shownin broken lines) for additional clearances (e.g., security checkpointclearance, boarding
gate clearance, no-fly lists, etc.) In other embodiments, the system 100 can include a different number of security
components to verify the individual's MBDS template 136 and/orthe MBDS template 136 can be compared with different
types of databases.

[0051] If the individual’s identity verification is successful and no security alerts appear after the MBDS template 136
is checked against the various databases, then local security component 140 provides an authorization message or
alert to the individual 110 and the individual can gain entry tc the secure area and/or access to the secure system.
[0052] By way of an example, if the system 100 is installed at an automated banking kiosk, a person desiring access
to the kiosk approaches the kiosk and presents a personal identification card including machine-readable data (e.g., a
credit card, bank debit card, or bank book). The person is then scanned by the digital video input 120 while he or she
speaks into the digital audio input 130. The digital video and audio data are combined to create the person’'s MBDS
template 136. The newly-created MBDS template 136 is compared against the person’s MBDS template previously on
record and, if the templates match, the person is authenticated. After authentication, the perscn can perform various
banking functions, such as making a deposit, transferring money between accounts, withdrawing cash, etc. Figures 6-8
provide further details of methods for using the system 100 to control access to secure areas and/or secure systems.
[0053] Figure 2 is a partially schematic display diagram of a method 200 for generating an audio recording portion of
an individual’s MBDS template in accordance with an embodiment of the invention. The method 200 can be used, for
example, with the audio input module 130 of the system 100 described above to record and process audio input from
the individual 110. In other embodiments, however, the method 200 can be used with other suitable systems.

[0054] The method 200 begins during an initial period 202 with a voice prompt instructing a person wishing to gain
access to a secure area or secure system 1o begin the process. The voice prompt, for example, can instruct the person
to repeat a desired word or phrase into a microphone or other suitable recording device. The voice prompt can be
activated automatically when the person moves into a specific area (i.e., motion activated), scans his or her ID card 112
(Figure 1), or takes another type of suitable action to activate the audio input process. In other embodiments, the audio
input process can be activated by other suitable methods such as textual prompts or instructions to guide the person
rather than voice prompts.

[0055] During a next period 204, the person provides a voice sample to calibrate the recording device. In the illustrated
embodiment, for example, the person provides a first voice input 206 (e.g., "Hello" or another short phrase} into the
microphone and a status signal 210 (e.g., a red light or other suitable visual or audio signal) indicates that the calibration
process is in progress. The first voice input 206 provides a baseline voice signallevel 212 for the audio recording process.
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If the calibration process is unsuccessful (i.e., the signal level 212 is outside of desired ranges), a voice {(or text) prompt
instructs the person to adjust his or her positioning (e.g., move closer to the camera/microphone unit, adjust face
positioning, speak with a louder voice, etc.) and the calibration process described above starts again. If the calibration
process fails several times (e.g., three attempts), the method 200 can proceed based on the average signal level 212
calculated from the two closest first voice input results. In other embodiments, however, the calibration process may be
aborted altogether after two or more failures.

[0056] During period 214, the status signal 210 indicates (e.qg., with a yellow light) that a sound floor calibration is in
process. The sound floor calibration measures and averages background signal levels 216 to create a sound floor level
218. The sound floor level 218 can be subtracted from the person’s recorded audio input to help isolate the person’s
natural voice. One advantage of the sound floor calibration process is that creating the sound floor level can improve
the rate at which the verification process is completed because the resulting recorded audio will not have to undergo
extensive post-processing to remove background noise. Another advantage of the sound floor calibration process is
that on-site background noise samples can improve security by providing a fail-safe that rejects the use of pre-recorded
audio input (without such background noise) that may be presented to gain false access. In other embodiments, a number
of different noise cancellation processes could be used in addition to, or in lieu of, the above-described sound floor
calibration process. Suitable noise reduction or noise cancellation technelogy is commercially available from BOSE®,
Dolby®, DBX®, and/or THX®.

[0057] The method 200 continues at period 220 where the status signal 210 indicates (e.g., with a green light) the
start or "head" of the MBDS template recording. At the "head,"” an inhalation breath 222 typically occurs prior to the
beginning of speech. The inhalation breath 222 (combined with corresponding face recognition and voice recognition
markers) can form a unique biometric characteristic for the person under test. This particular characteristic, for example,
can be used to index the person’s resulting MBDS template within a database and help facilitate rapid searching of the
database for the stored information.

[0058] The recording process continues at pericd 224 with the person providing a second voice input 226 (e.g., his
or her given name) and a third voice input 228 (e.g., his or her family name) into the microphone. in the illustrated
embodiment, for example, the person states "John” (i.e., the second voice input 226) and "Smith" (i.e., the third voice
input 228) and each input is recorded. In other embodiments, the second and third voice inputs 226 and 228 can include
different words/phrases and/or the recording process can include a different number of voice inputs. At period 230, the
end or "tail" of the recording process {(much like the "head") can be used to index the person’s resulting MBDS template
within a particular database. For example, the person may exhale, blink, or exhibit some other unique biometric char-
acteristic after stating his or her name. These visual characteristics (in conjunction with the recorded audio input) can
be used to index the person’s MBDS template.

[0059] A frequent difficulty encountered with large database searches is distinguishing between individuals with the
same or similar names. As such, the method 200 can include a number of features to help distinguish individual audio
inputs. In one embodiment, for example, the process includes a five second recording window for the person to provide
the second and third voice inputs 226 and 228 (along with video input recording about 150 frames at approximately 30
frames per second with standard digital video, or about 50-75 frames at about 10-15 frames per second via a Web cam).
The five-second recording window allows the person enough time to state his or her full legal name and then, optionally,
add a secret code word or another key word. Furthermore, systems incorporating the MBDS template could examine
the head and tail section separately (when necessary) to help distinguish between individuals with the same or similar
names, and rank them in order from most to least statistically probable before a direct comparison of the principal MBDS
template is undertaken. Such features can improve searching efficiency and reduce false-positive and false-negative
errors.

[0060] As discussed previously, the beginning or "head" of the recording generally includes an open mouth and silent
breath before speech begins, and the end or "tail" generally includes a closed mouth, silent pause, and/or a blink of the
eyesto relieve stress upon completion of the recording. Accordingly, in severalembodimentisthe person’s MBDS template
can also include frame numbers corresponding with significant changes in biometric data markers that can be used to
improve verification accuracy. For example, an individual’s MBDS template could include the following notations: (frame
10, mouth open), (frame 30, speech begins), (frame 120, speech ends), (frame 130, mouth closed), (frame 140, eyes
closed) (blink), (frame 145, eyes open). In other embodiments, however, the MBDS template can include different
notations or the template may not include any notations.

[0061] The recorded audio input obtained during periods 220, 224, and 230 can then be processed and become part
of the person’s unique MBDS template 136 (Figure 1). At periods 232 and 234, the personal identity verification process
and the document authentication process, respectively, can proceed with the person’s recorded audic input (along with
other visual and/or audio biometric markers) being compared against one or more previously-recorded biometric inputs.
If verification is successful, at period 236 the person will be allowed access to the secure area and/or secure system. If
the verification process is unsuccessful, however, the method 200 can be repeated one or more additional times before
the process is aborted. In several embodiments, technical support can be provided (either via a live person or pre-
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recorded instructions) to the person to help determine why the verification process failed (e.g., voice too quiet, bad
positioning with respect to the microphone, physical damage to the person’s ID card, etc.). Additionally, in some cases
low security access can be possible following identity verification even in situations where the person does not have an
ID card or the ID card is damaged.

[0062] Figures 3-5 are partially schematic isometric views of grids illustrating the three-dimensional nature of a MBDS
template having an audio input and multiple video inputs captured synchronously over a selected time period. The
illustrated grids include audio data (as described above with respect to Figure 2) combined with video data from the
video input module 120 (Figure 1). Figure 3, for example, is a display diagram illustrating three consecutive frames
(Frames 1-3) including data from four different biometric data markers (e.g., audio, color video, black & white video, and
infrared video inputs) that can be used to create an individual’s MBDS template.

[0063] The first data marker 300, for example, can include audio input that has been recorded and processed (e.g.,
using voice recognition software that examines and measures tonal changes in speech audio) to measure the various
frequencies that make up the recorded audio. The resulting data can be represented as data elements 302 recorded at
peaks and troughs in sound level and frequency. In the illustrated embodiment, for example, the recorded audio input
can be processedto form a graphical representation of sound frequency and volume. This audio measurementtechnique
is familiar and widely used for graphic equalizer displays on consumer audio equipment with narrow frequency bands
lined up side by side and illuminated to indicate their respective levels.

[0064] Themostcommon vocalfrequenciesinhumanspeech are generally between 100Hz and 2,500 Hz. Accordingly,
frequency measurements would generally focus in the range of the human voice to exclude as much background noise
as possible. Low-security applications (such as the embodiment illustrated in Figure 3) can employ twelve divisions of
200 Hz each, with frequency and volume recorded for each frame of corresponding video data. These inflection points
plotted against time can reveal unique speech patterns that can be recognized even when audio quality is low. In medium
or high security applications (such as the embodiments illustrated in Figures 4 and 5), further processing may be required
to divide the audio spectrum into a greater number of divisions for greater accuracy. In other embodiments, a different
number of divisions could be used. In still further embodiments, noise cancellation technology and other suitable audio
processing applications can be included to improve accuracy and/or processing speed.

[0065] The second data marker 310 can include the digital color video input (e.g., from the first sensor 122 of the video
input module 120 of Figure 1), the third data marker 320 can include the black & white video input (e.g., from the second
sensor 124 of the video input module 120), and the fourth data marker 330 can include the infrared video input (e.g.,
from the third sensor 126 of the video input module 120). The resulting video data can be represented as multiple video
data elements 340 arranged in a pattern generally corresponding to the captured images. The second data marker 310
(i.e., color video data) can be used primarily for face recognition, focusing in particular on the eyes, nose, and mouth
spatial relationship. The third data marker 320 (i.e., black & white video data) can be used to increase resolution and
improve face recognition verification speed. The fourth data marker 330 (i.e., infrared video data) can be used to improve
verification accuracy in low light or nighttime environments, as well as evaluating the color temperature of cheeks and
forehead to confirm that a living person is present and screen for possible health related diseases such as SARS. In
several embodiments, face recognition technology may be used to further process the video data.

[0066] The MBDS templates combine measurements of frequency(x), volume(y), and frame number(z), to create the
three-dimensional data matrix that plots all data markers using (X, y, z) coordinates. By way of example, a high-speed
wireless or Internet Web cam generally records video at about 15 frames per second. If 12 audio data markers are
captured per frame of video over a period of 5 seconds, the resulting MBDS template includes about 900 data markers.
Furthermore, if low-resolution face recognition software tracks a minimum of 16 data markers locating eyes, nose, and
mouth in each frame of digital video, the resulting MBDS template would include approximately 2100 unique biometric
data markers. As discussed previously, such MBDS templates accordingly include an exponential increase in data
markers over conventional biometric systems and, therefore, provide extremely accurate identity verification along with
a corresponding exponential decrease in verification error. Furthermore, by using (X, y, z) coordinates to represent all
data markers, this resulting MBDS templates are relatively small electronic files (e.g., a compressed RTF file can be
about 4 kilobytes), which allows the MBDS templates to be stored on a number of different storage devices and/or
transmitted quickly via the Internet, wireless devices, cellular phones, PDAs, etc. An advantage of this feature is that it
can significantly improve verification speeds because the MBDS templates are small files that can be transferred quickly
between on-site security components and off-site databases.

[0067] Figure 4 is a display diagram illustrating three consecutive frames (Frames 4-8) including data from the four
biometric data markers (e.g., audio, color video, black & white video, and infrared video) that can be used fo create an
individual’'s MBDS template in accordance with another embodiment of the invention. The data markers in Figure 4 can
be generally similar to the data markers described above with respect to Figure 3. The data markers in Figure 4 differ
from those described above, however, in that the markers in Figure 4 inciude a larger number of data elements and,
accordingly, can be used for applications requiring greater security. Frame 4, for example, illustrates a first data marker
400 (e.g., a full volume speech pattern) including multiple audio data elements 402 illustrating sound level and frequency
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(e.g., a full-volume speech pattern), and a second data marker 410, a third data marker 420, and a fourth data marker
430 including multiple video data elements 440 illustrating the person under test with his or her mouth and eyes open.
[0068] Frame 5 of Figure 4 illustrates a pause in speech (as demonstrated by the low sound level shown by the first
data marker 400 and the person’s blinking eyes shown in the second, third, and fourth data markers 410-430). This type
of individual characteristic (i.e., the blinking) might occur naturally or could be incorporated intentionally by the person
to create a unique template feature. In several embodiments, starting the MBDS template with one’s mouth and eyes
closed (as shown in Frame 5) can be a trigger (similar to a film’s "timing slate") to activate face recognition software and
thus improve verification speed.

[0069] Frame 6 of Figure 4 illustrates the beginning of speech with the person’s mouth partially open (as shown in the
second, third, and fourth data markers 410-430) and as indicated by the medium sound level of the first data marker
400. In several embodiments, this type of pattern may also be found randomly throughout each MBDS template and
can provide a unique reference characteristic for the individual templates.

[0070] Figure 5 is a display diagram illustrating three consecutive frames (Frames 7-9) including the four biometric
data markers (e.g., audio, color video, black & white video, and infrared video) that can be used to create an individual’s
MBDS template in accordance with still another embodiment of the invention. The data markers in Figure 5 differ from
those described above with respect to Figures 3 and 4 in that the data markers include a significantly larger number of
data elements and, accordingly, can be used for high-security applications. By increasing the number of data elements,
the accuracy of the verification process can be improved while maintaining acceptable processing rates.

[0071] In one embodiment, for example, medium and/or high-level security verification processes can include 24
divisions of 100 Hz each, with frequency and volume recorded at 30 frames per second. Standard digital video (30
frames/second) x (24 audio data markers/frame) x (5 seconds) = 3,600 data markers. If standard resolution face rec-
ognition software tracks a minimum of 32 data markers locating eyes, nose and mouth in each frame of color digital
video, approximately 4,800 markers would be recorded in an MBDS template, for a total of about 8,400 markers. If the
black & white and infrared video inputs are combined as well, over 18,000 data markers would be contained in a single
MBDS template with about 7,000 markers forming the head and tail sections of the recording and over 10,000 markers
representing the main body of the MBDS template.

[0072] Frame 7, for example, illustrates an initial stage of the process showing a first data marker 500 (e.qg., a full-
volume speech pattern) including multiple audio data elements 502 and a second data marker 510, a third data marker
520, and a fourth data marker 530 including multiple video data elements 540 illustrating the person under test with his
or her mouth and eyes open.

[0073] Frame 8 of Figure 5 illustrates a pause in the person’s speech with a low sound level shown by the first data
marker 500 and the person’s single blinking eye shown in the second, third, and fourth data markers 510-530. This type
of individual characteristic (i.e., blinking one eye) might occur naturally or could be incorporated intentionally by the
person to create a unique template. For example, a person could start the recording process with his or her mouth and
one (or both) eyes closed. In several embodiments, starting the MBDS template with one’s mouth and one eye closed
(as shown in Frame 8) can be a trigger (similar to a film’s "timing slate") to activate face recognition software. Furthermore,
an initial pause before beginning the recording process and the interval between blinking one’s eyes and beginning to
speak can provide a useful baseline measurement to reduce false positives. Moreover, the initial breath that is required
before beginning to speak is also a unique biometric characteristic that can form the first "chapter” in the "table of
contents” that make up an individual’'s MBDS template and may help speed up database comparison searches.
[0074] Figures 6-8 are flow diagrams illustrating methods for using the biometric-based systems described above with
reference to Figures 1-5 control access to secure areas and/or secure systems in accordance with various embodiments
of the invention. Figure 6, for example, is a flow diagram illustrating a method 600 for controlling access to secure areas
in accordance with one embodiment of the invention. The method 600 can be used with the system 100 (Figure 1) o
restrict access to a number of different types of secure areas (e.g., airports and other transportation terminals, public
and private buildings, international borders, sports arenas, etc.) A typical security checkpoint, for example, can include
a number of automated stations or kiosks that each include the system 100 to avoid congestion and allow greater
movement of visitors, passengers, and/or or personnel. A number of partitions or other suitable dividers can be arranged
between the individual stations to form a number of individual controlled areas, thus providing a degree of privacy and
security between adjoining stations. In other embodiments, the stations can have a number of other arrangements
relative to each other. In still other embodiments, the method 600 can be used to restrict access to a number of other
types of secure areas. Furthermore, the method 600 can be used with other suitable systems in addition to, or in lieu
of, the system 100.

[0075] In blocks 802, 604, and 606, the method begins with activation of the security system using any number of
suitable activation methods (e.g., motion activation, RFID scanning activation by near-field scanning or wide-field scan-
ning, voice activation, etc.). Upon activation, in block 608 a voice prompt instructs the person being identified (also
referredto herein asthe "user") to "Please begin now." In embodiments where the checkpointis located at atransportation
terminal, the voice prompts can also include instructions to the user regarding specific travel procedures, documents
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that need to be provided, etc. In block 610, a voice level calibration window (e.g., along with a corresponding visual
signal, such as a red light) indicates that calibration is beginning and prompts the user to provide one or more spoken
words (e.g., "Hello") so that the system can properly adjust the audio recording levels before the user begins the main
audio input process.

[0076] In block 612, another visual signal (e.g., a yellow light) followed by an audio command (e.g., a recorded
countdown, such as "3...2...1..." instructs the user that a sound floor calibration process is underway to create a sound
floor level for the audic input. When the security checkpoint is used in medium and high-level security environments,
the method 800 can include proceeding to block 614 and using this brief period of time where the user is facing the
camera (generally with his or her mouth closed) to create a color and black & white "mug shot” photo or digital images.
The captured images could then be forwarded to various law enforcement databases in block 616 for screening while
the remaining steps of the identity verification process are completed. If any positive matches are found for the user
during the database search, in block 618 a security alert can be issued for the user. One advantage of this feature is
that it provides additional screening time for searching the databases because the other verification processes can
proceed simultaneous with the searches. This can significantly reduce the amount of time required for verification of an
individual user, while still providing an extensive and thorough search of relevant databases.

[0077] The method continues in block 620 with another visual signal (e.g., a green light) notifying the user that the
recording process is beginning. The user can then state his or her name (e.g., "John Smith") or another phrase into a
microphone or suitable recording device. In decision block 622, the method continues with verification of the user’s
identity and (if applicable) authentication of the user's documents based on the user's audio and visual inputs. As
discussed in detail above with respect to Figures 3-5, for example, the user’s audio input is correlated with a number of
captured video images of the user to create a unique MBDS template for the user. The on-site MBDS template can be
compared against one or more of the user’s stored MBDS templates from the user’s ID card and/or one or more external
databases in block 624. If the informaticn matches, the user’s identity is verified.

[0078] Insituations requiring only low-level security, on-site identity verification (where the user has an 1D card including
stored biometric information) could occur almost instantaneously and the method can proceed to block 626 where the
system signals the user that verification was successful (e.g., provides the user with a verbal "Welcome" signal or another
suitable signal) and the user is granted access to the secure area in block 828. In situations requiring medium or high-
level security, however, a typical "Please wait & moment ..." verbal or written instruction can be provided to the user
while the database search is conducted with corporate, government, and/or law enforcement databases. If the user’s
machine-readable |D card or device was successfully scanned at the initial stages of the method and the user’s stored
MBDS template was successfully retrieved from the card or device, then verification can proceed while the user is
performing the other steps of the method and, accordingly, the verification process can be completed in a relatively short
time.

[0079] If identity verification or device authentication failure occurs at decision block 622, the method continues in
block 630 and reviews the failure to determine what went wrong. If the failure was due to problems with the audio or
video inputs, for example, the method continues in block 632 with instructions to the user regarding adjustments to help
correct the errors. The method then goes back to block 612 to begin the recording process again. In many cases, for
example, speaking with a staff member can reassure users who are experiencing difficulties and/or adjusting to the new
system and thereby help eliminate any such errors. Furthemmore, in cases where the user’s ID card or other machine-
readable device is malfunctioning, the user can still be granted limited access to the secure area if the area is a low-
security environment. If the process fails one or more additional times, the process can proceed to block 634 and a
security alert can be issued and/or the user can be detained while security staff is summoned in block 636.

[0080] Figure 7 is a flow diagram illustrating a method 700 for controlling access to high-security areas in accordance
with another embodiment of the invention. The method 700 can be generally similar to the method 600 described above.
Accordingly, like reference numbers refer to similar features and/or processes in Figures 6 and 7. The method 700 differs
from the method 600 in that a number of additional processes can be included {e.g., near-field infrared scanning of the
user) to improve verification accuracy and screen users for potential public health risks.

[0081] For example, in block 714 the method 700 includes capturing not only the color and black & white images as
described above with respect to method 600, but alsc including one or more additional biometric characteristics, such
as a blood vessel face map (BVFM) created via infrared scanning, voice spectrograph data, and/or a three-dimensional
mask image. In one embodiment, for example, a user's MBDS template could also include the user’s voice spectrograph
data, a BVFM, and a three-dimensional mask of the user. These additional biometric inputs could further improve the
accuracy of the verification process and provide additional checks to help prevent fraud. For example, by increasing the
number of audio and video data markers captured during the selected period of time (e.g., the five second window in
which a user states his or her name), the verification accuracy of the MBDS template system can approach that of DNA
testing without requiring intrusive tests and/or unreascnable delays. In other embodiments, a number of other biometric
inputs can be used with the audio and video inputs.

[0082] In blocks 722 and 724, the method can include (in addition to the standard identity verification processes)
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checking the user's BVSM and/or three-dimensional mask against the user’s previously-stored healthy baseline data to
determine if the user poses a public health risk. In the event that a user is flagged for a possible health risk due to
elevated facial temperature detected by passive infrared data, then one or more additional scans can be performed
using the infrared sensor to confirm the health risk and provide the necessary information to facilitate rapid quarantine
procedures. If analysis confirms that elevated facial skin temperature is symptomatic of a health-related concern {e.g.,
SARS), a security health alert can be issued in block 734 and the user can be denied access to the secure area while
health guidance information is provided.

[0083] By way of example, a user who exhibits high body temperature when viewed by a passive infrared camera can
be flagged as a possible health risk. Elevated skin temperature in the user's cheeks and forehead areas are generally
a sign of iliness because the body's defensive response generally includes elevated body temperature. On-site meas-
urements (when compared with healthy baseline data) could provide early detection and confirmation of infectious
disease like SARS or Asian Bird Flu. If a possible health risk is flagged or confirmed, a Nofification of Poor Health
Condition (NPHC) could be issued to the user and directions to the nearest hospital or medical clinic open at that particular
time of day or night could be provided.

[0084] One advantage of the method 700 is that using such non-obtrusive methods to detect public health risks can
isolate the risks at the earliest possible stage and provide the user with immediate communication with a health profes-
sional to dispense further. Furthermore, by recognizing that serious health risks are relatively rare occurrences, the
invention can be configured to detect common health problems without causing undue inconvenience to the user. For
example, a common cold or slight fever would not prevent the user from accessing the desired secure area, but an
automated NPHC may still be issued to the user and the user could be given directions to the nearest hospital or medical
clinic. A user suffering from flu symptoms or a high fever, however, may activate a health warning and, in some cases,
be prevented from entering the secure area. Accordingly, monitoring user’s health using the above-described systems
and methods can represent the first line of defense in containment of many infectious diseases and help prevent an
epidemic.

[0085] One feature of the above-described systems and corresponding methods is that verification accuracy can vary
between different areas of a single installation, with different security requirements designed to minimize delay and
inconvenience for users. By way of example, when the domestic terror alert is low, an airport security checkpoint can
be configured to accept low-level security screening, with perhaps 95% verification (5% error) and requiring between
about 2-5 seconds per person. At the airport entrance, a medium-level security checkpoint might accept 99% verification
(1% error) with national law enforcement databases, requiring about 10-15 seconds perperson while baggage is scanned.
Atthe check-in counter, high-security might require 99.9% verification (0.1% error) and international background checks
could take about 1-2 minutes while boarding passes and baggage tagging procedures are completed. Furthermmore,
extremely high-security environments including active infrared illumination biometric input could be employed to further
increase verification accuracy (99.99% or 0.01% error) for air-traffic controllers and/or security staff.

[0086] Figure 8 is a flow diagram illustrating a method 800 for controlling access to a secure electronic system (e.g.,
a computer network system, a cellular system, a Web-based system, a personal digital assistant, a credit/debit ATM
mobile phone, a financial network, etc.) in accordance with still another embodiment of the invention. The method 800
can be generally similar to the method 600 described above with reference to Figure 6. Accordingly, like reference
numbers refer to similar features and/or processes in Figures 6 and 8. In block 802, a user activates the system (e.g.,
logs on to the Internet) and at block 804 a display prompt instructs the user to begin the verification process (e.g., audio
instructions such as "Please begin now" or suitable textual instructions). The next steps of the method 800 are generally
similar to the methods described above with respect to the method 600 except that a user generally does not need fo
provide an ID card or other device including machine-readable data to gain access to the electronic system. When
access is granted (at block 826), the user is authorized o use the system.

[0087] Figure 9 is a display diagram of a voice spectrograph 900 configured in accordance with another embodiment
of the invention. In the illustrated embodiment, for example, a person under test alternated breathing deeply with his or
her chest 905 before exhaling, then breathed in again with his or her nose and chest 906 mixed before exhaling, then
finally breathed deeply again using only the chest 807. The spectrograph 900 can include up to four different elements
of measurement (e.g., elements 901, 902, 903 and 904), with each element representing a distinct characteristic helpful
in identification. Voice analysis technology can create a sound spectrograph image for the MBDS template, thus graph-
ically representing the audio portion of the template by measuring frequency and intensity (volume) over time. In this
way, voice spectrograph data may help replace fingerprints as a less intrusive and generally more accurate biometric
identification system.

Conclusion

[0088] Unlessthe context clearly requires otherwise, throughout the description and the claims, the words "comprise,”
"comprising,” and the like are to be construed in an inclusive sense, as opposed to an exclusive or exhaustive sense;
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that is to say, in the sense of "including, but not limited to." As used herein, the terms "connected," "coupled," or any
variant thereof, means any connection or coupling, either direct or indirect, between two or more elements; the coupling
of connection between the elements can be physical, logical, or a combination thereof. Additionally, the words "herein,”
"above," "below," and words of similar import, when used in this application, shall refer to this application as a whole
and notto any particular portions of this application. Where the context permits, words in the above Detailed Description
using the singular or plural number may also include the plural or singular number respectively. The word "or," in reference
to a list of two or more items, covers all of the following interpretations of the word: any of the items in the list, all of the
items in the list, and any combination of the items in the list.
[0089] The above detailed description of embodiments of the invention is not intended to be exhaustive or to limit the
invention to the precise form disclosed above. While specific embodiments of, and examples for, the invention are
described above for illustrative purposes, various equivalent modifications are possible within the scope of the invention,
as those skilled in the relevant art will recognize. For example, while processes or blocks are presented in a given order,
alternative embodiments may perform routines having steps, or employ systems having blocks, in a different order, and
some processes or blocks may be deleted, moved, added, subdivided, combined, and/or modified to provide alternative
or subcombinations. Each of these processes or blocks may be implemented in a variety of different ways. Also, while
processes or blocks are attimes shown as being performed in series, these processes orblocks may instead be performed
in parallel, or may be performed at different times.
[0090] The teachings of the invention provided herein can be applied to other systems, not necessarily the system
described above. The elements and acts of the various embodiments described above can be combined to provide
further embodiments.
[0091] Any patents and applications and other references noted above, including any that may be listed in accompa-
nying filing papers, are incorporated herein by reference. Aspects of the invention can be medified, if necessary, to
employ the systems, functions, and concepts of the various references described above to provide yet further embodi-
ments of the invention.
[0092] These and other changes can be made to the invention in light of the above Detailed Description. While the
above description describes certain embodiments of the invention, and describes the best mode contemplated, no matter
how detailed the above appears in text, the invention can be practiced in many ways. Details of the data collection and
processing system may vary considerably in its implementation details, while still being encompassed by the invention
disclosed herein. As noted above, particularterminology used when describing certain features or aspects of the invention
should not be taken to imply that the terminology is being redefined herein to be restricted to any specific characteristics,
features, or aspects of the invention with which that terminology is associated. In general, the terms used in the following
claims should not be construed to limit the invention to the specific embodiments disclosed in the specification, unless
the above Detailed Description section explicitly defines such terms. Accordingly, the actual scope of the invention
encompasses notonly the disclosed embodiments, but also all equivalent ways of practicing orimplementingthe invention
under the claims.
[0093] While certain aspects of the invention are presented below in certain claim forms, the inventors contemplate
the various aspects of the invention in any number of claim forms. For example, a number of aspects of the invention
may be embodied in a computer-readable medium. Accordingly, the inventors reserve the right to add additional claims
after filing the application to pursue such additional claim forms for other aspects of the invention.

Claims
1. A biometric-based security system, comprising:

an audio input module configured to receive and digitize a spoken utterance from a person;

a video input module configured to receive multiple digital images of at least a portion of the person at least
approximately contemporaneously with receiving the spoken utterance from the person;

a first data processing module configured to receive the digitized spoken utterance and digital images of the
person and correlate them together to form a biometric template for the person;

a memoty storing prerecorded audio and video data as individual templates of individual people; and

a second data processing module configured to receive the biometric template and compare it for a match with
one of the stored templates of audio and video data.

2. The security system of claim 1, further comprising a personal identification document having a memory for storing
prerecorded audio and video data of the owner of the document as a personal document template, and wherein the
second data processing module receives the personal document template from the personal identification document
and compares it for a match with the person’s biometric template and/or one of the stored templates of audio and
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video data to authenticate the personal identification document.

The security system of claim 2 wherein the personal identification document includes a driver's license, passport,
national ID card, security pass, passbook, bank book, credit or bank card, PDA, CD, DVD, RFID, and/or microchip
implant.

The security system of claim 1 wherein the videc input module includes a color video sensor, a black & white video
sensor, and an infrared video sensor.

The security system of claim 4 wherein:

the color video sensor is configured to capture one or more digital images of the person’s face;

the black & white video sensor is configured to capture one or more digital image of the person’s face; and
the infrared video sensor is configured to capture one or more digital images of the person’s skin surface blood
vessels and/or skin temperature.

The security system of claim 4 wherein the infrared video sensor is configured to capture one or more digital images
of the person’s face to create a blood vessel face map and/or a three-dimensional mask image of the person’s face.

The security system of claim 1 wherein:

the multiple digital images of a person include a digital image of skin surface blood vessels and/or skin temper-
ature;

at least some of the individual templates of prerecorded audio and video data stored on the memory include a
baseline digital image of skin surface blood vessels and/or skin temperature; and

the second data processing module is further configured to compare the baseline digital images of skin surface
blood vessels and/or skin temperature with the person’s skin surface blood vessels and/or skin temperature.

The security system of claim 1 wherein the biometric template includes a three-dimensional vector with the digitized
spoken utterance and multiple digital images.

The security system of claim 1 wherein:

the audio input module receives multiple audio data markers during a security session;

the video input module receives multiple frames of video during the security session; and

the first processing module accumulates the multiple audio data markers and multiple frames of video and
correlates them together to form the biometric template.

The security system of claim 1 wherein the system is a self-contained unit installed on a portable electronic device,
and wherein the system is configured to control access to the portable device.

The security system of claim 1 wherein the system is a self-contained unit installed at a security checkpoint and
configured to control access to a secure area.

A biometric-based security system, comprising:

audio input means for receiving and digitizing a spoken utterance from a person;

video input means for receiving multiple digital images of the person at least approximately contemporaneously
with receiving the spoken utterance from the person;

first data processing means for receiving the digitized spoken utterance and digital images of the person and
correlating them together to form a biometric template for the person;

memory means for storing prerecorded audic and video data as individual templates of individual people; and
second data processing means for receiving the biometric template and comparing it for a match with one of
the stored templates of audio and video data.

The security system of claim 12 wherein the biometric template includes a three-dimensional vector with the digitized
spoken utterance and multiple digital images.
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The security system of claim 12 wherein:

the audio input means receives multiple audio data markers during a security session;

the video input means receives multiple frames of video during the security session; and

the first processing means accumulates the multiple audio data markers and multiple frames of video and
correlates them together to form the biometric template.

The security system of claim 12 wherein the video input means includes a color video sensor, a black & white video
sensor, and an Infrared video sensor.

The security system of claim 15 wherein:

the color video sensor is configured to capture one or more digital images of the person’s face;

the black & white video sensor is configured to capture one or more digital image of the person’s face; and
the infrared video sensor is configured to capture one or more digital images of the person’s skin surface blood
vessels and/or skin temperature.

The security system of claim 12 wherein the video input means is configured to capture one cr more digital images
of the person’s face to create a blood vessel face map and/or a three-dimensional mask image of the person’s face.

The security system of claim 12 wherein the audio input means includes a voice spectrograph.
A monitoring method for use with a person, the method comprising:

receiving voice data representing an predetermined utterance of the person, wherein the voice data representing
the predetermined utterance forms an audic biometric feedback component for the person;

receiving multiple digital images of the person, wherein the digital images form a video biometric feedback
component for the person;

correlating the received voice data and the received digital images to form a biometric record for the person;
storing prerecorded audio and video data records for each of multiple individual people;

comparing the biometric record for the person to the stored audio and video data records; and

making a decision based on the comparing of the biometric record for the person to the stored audio and video
data records.

A method of claim 19, further comprising:
receiving digital imagesthatinclude at least one image of skin surface blood vessels and/or skintemperature; and

storing with at least some of the records at least one baseline digital image of skin surface blood vessels and/or
skin temperature for individual people.
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Chad W. Miller
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This Preliminary Amendment is for entry into the above-referenced application. Please

amend the above-referenced application as follows:
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IN THE CLAIMS:

1. (original) A computing device for verifying three-dimensionality of a user via a
user’s camera equipped computing device, the computing device comprising:
a processor configured to execute machine executable code;
a screen configured to provide a user interface to the user;
a camera configured to capture images;
one or more memories configured to store machine readable instructions that are stored on
the memory of the authentication server which when executed by the processor, cause the
computing device to:
capturing at least one first image of the user taken with the camera of the computing
device at a first location which is a first distance from the user;
processing the at least one first image or a portion thereof to create first data;
capturing at least one second image of the user taken with the camera of the
computing device is at a second distance from the user, the second distance being different
than the first distance, the capturing at least one second image of the user occurring after
movement of the camera or the user to establish the camera at the second distance from the
user;
processing the at least one second image or a portion thereof to create second data;
comparing the first data to the second data to determine whether expected
differences exist between the first data and the second data which indicates three-
dimensionality of the user;
verifying the images of the user exhibit three dimensional traits when the expected
differences exist between the first data and the second data as a result of capturing the at

least one first image and the at least one second image at different distances from the user.

CWM-W-16061 2
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2. (original) The system according to claim 1, further comprising:

interpolating the first data and the second data to obtain estimated intermediate data;

capturing at least one third image of the user taken with the camera of the computing device
at a third distance from the user, the third distance being between the first distance and the second
distances;

processing the at least one third image or a portion thereof to obtain third data; and

comparing the estimated intermediate data with the third data to determine whether the

third data matches the estimated intermediate data.

3. (original) The system according to claim 1, further comprising verifying the
presence of one or more features on a side of a user’s head in the at least one first image, and
verifying the absence or reduced visibility of the one or more features on the side of the user’s
head in the at least one second image due to image capture at different distances from the user’s

head, wherein the first distance is larger than the second distance.

4. (original) The system according to claim 1, wherein the machine readable
instructions is configured to display one or more prompts on the screen of the computing device
to guide the user to capture the at least one first image at the first distance and the at least on second

image at the second distance.

5. (original) The system according to claim 1, further comprising comparing the first
data, second data, or both to enrollment data derived from an enrollment image, the enrollment
image captured and stored prior to an authenticating; and

only authenticating the user when the first data, the second data, or both match the

enrollment data within a predetermined threshold.

6. (original) The system according to claim 1, wherein the computing device is a hand-
held device, and the user holds the device at the first and second distance to capture the at least

one first image and the at least one second image.

CWM-W-16061 3
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7. (original) The system according to claim 1, wherein the first data and the second

data comprise biometric data.

8. (original) The system according to claim 1, wherein the first data and the second

data comprise a mapping of facial features.

9. (original) The method according to claim 1, wherein the first image and the second
image is of the user’s face and the user’s head and facial features are held steady and without

movement during capture of the first image and the second image.

10. (original) A method for authenticating three-dimensionality of a user with a
computing device during an authentication session, the method comprising:

capturing at least one first image of the user taken with a camera at a first location which
is a first distance from the user, the camera associated with the computing device;

processing the at least one first image or a portion thereof to create first data;

moving the camera from the first location to a second location, the second location being
a second distance from the user, or the user moving to change the distance between the user and
the camera from the first distance to the second distance;

capturing at least one second image of the user taken with the camera associated with the
computing device when the camera is the second distance from the user, the second distance being
different than the first distance;

processing the at least one second image or a portion thereof to create second data;

comparing the first data to the second data to determine whether expected differences exist
between the first data and the second data which indicated three-dimensionality of the user;

verifying the images of the user exhibit three-dimensional traits when the first data and the
second data have expected differences resulting from the at least one first image being captured at

a different distance from the user than when the at least one second image is captured.
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11. (original) The method according to claim 10, further comprising:

interpolating the first data and the second data to obtain estimated intermediate data;

capturing at least one third image of the user taken with the camera of the computing device
at a third distance from the user, the third distance being between the first distance and the second
distances;

processing the at least one third image or a portion thereof to obtain third data; and

comparing the estimated intermediate data with the third data to determine whether the

third data matches the estimated intermediate data.

12. (original) The method according to claim 10, further comprising verifying the
presence of ears of the user in the at least one first image, and verifying the absence or reduced
visibility of the ears in the at least one second image, wherein the first distance is larger than the

second distance.

13. (original) The method according to claim 10, wherein the computing device is
configured to display one or more prompts on a screen associated with the computing device to
guide the user to capture the at least one first image at the first distance and the at least on second

image at the second distance.

14. (original) The method according to claim 13, wherein the one or more prompts are
an oval shape guide on the screen within which an image of a face of the user is aligned to capture

the at least one first image and the at least one second image.

15. (original) The method according to claim 10, wherein the computing device is a
hand-held device, and the user holds the computing device at the first distance when capturing at

least one first image and at the second distances when capturing the at least one second image.

16. (original) The method according to claim 10, wherein the first data and the second

data comprise biometric data.
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17. (original) The method according to claim 10, wherein the first data and the second

data comprise a mapping of facial features.

18. (original) The method according to claim 10, further comprising illuminate a screen
of the computing device while capturing the at least one first image and/or the at least one second
image, and processing the at least one first image and/or the at least one second image to detect a

reflection of the illumination from a face of the user.

19. (original) The method according to claim 10, wherein a face of the user is held
steady when capturing the at least one first image and the at least one second image and the camera

moves from the first location to the second location.

20. (original) The method according to claim 10, wherein the first data and the second

data are maintained on the computing device.

21. (original) The method of claim 10 wherein the computing device is one of a

smartphone, tablet, laptop, or desktop computer.

22. (new) A method, performed by a user using a user’s computer device, for verifying
three-dimensionality of the user, the method comprising:

capturing a first image of the user’s head with a camera at a first distance from the user,
the camera associated with the user’s computing device;

changing a distance between the user and the camera to a second distance by the user
moving the camera, or the user moving relative to the camera, or both;

capturing a second image of the user’s head with the camera when the camera is at the
second distance from the user, the second distance being different than the first distance;

comparing one or more aspects of the user’s head from the first image to one or more
aspects of the user’s head from the second image to determine whether expected differences,
between the first image and the second image, exist which indicates three-dimensionality of the

user, such that the expected differences between the first image and the second image result from
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the first image being captured when the camera is at a different distance from the user than when
the second image is captured; and

responsive to the comparing determining that expected differences between the first image
and the second image exist, providing notice to the user, a third party, or both that the three-

dimensionality of the user is verified.

23. (new) The method of claim 22 wherein the one or more aspects of the user’s head from
the first image is first data resulting from processing the first image and the one or more aspects
of the user’s head from the second image is second data resulting from processing the second

image.

24. (new) The method of claim 22 wherein the user’s head is the user’s face.
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REMARKS
In this Preliminary Amendment, Applicant requests entry of the additional claims set forth

above. No new matter is added.

CONCLUSION

Given the foregoing, the Applicant asserts that the claims are in a condition for allowance
and respectfully requests a notice as to the same. If any matters remain outstanding, the Examiner
is invited to contact the undersigned by telephone and is hereby authorized to contact the

undersigned by email.

Respectfully submitted,

Dated: November 12, 2021 By: /Chad W. Miller/
Chad W. Miller
Attorney of Record
Registration No. 44,943
Weide & Miller, Ltd.
10655 Park Run Drive, Suite 100
Las Vegas, NV 89144
(702) 382-4804 (Pacific Time)
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W&M Matter No.: FACETC.0082P

FACIAL RECOGNITION AUTHENTICATION SYSTEM INCLUDING PATH
PARAMETERS

INVENTOR

KEVIN ALAN TUSSY

BACKGROUND
1. Field
[0001] The disclosed embodiments relate to biometric security. More specifically, the

disclosed embodiments relate to facial recognition authentication systems.

2. Related Art

[0002] With the growth of personal electronic devices that may be used to access several
user accounts, and the increasing threat of identity theft and other security issues, there is
a growing need for ways to securely access user accounts via electronic devices. Account
holders are thus often required to have longer passwords that meet various criteria such as
using a mixture of capital and lowercase letters, numbers, and other symbols. With smaller
electronic devices, such as smart phones, smart watches, “Internet of Things” (“IoT’)
devices and the like, it may become cumbersome to attempt to type such long passwords
into the device each time access to the account is desired. In some instances, users may
even decide to deactivate such cumbersome security measures due to their inconvenience
on their devices. Thus, users of such devices may prefer other methods of secure access to

their user accounts.

[0003] One other such method may be using biometrics. For example, an electronic device
may have an optical reader that may scan a user’s fingerprint to determine that the person
requesting access to a device or an account is authorized. However, such fingerprint
systems are often prohibitively large and expensive for use on an inexpensive electronic

device and are often considered unreliable and unsecure.

CWM-W-16015
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[0004] In addition, facial recognition is generally known and may be used in a variety of
contexts. Two-dimensional facial recognition is commonly used to tag people in images
on social networks or in photo editing software. Facial recognition software, however, has
not been widely implemented on its own to securely authenticate users attempting to gain
access to an account because it not considered secure enough. For example, two-
dimensional facial recognition is considered unsecure because faces may be photographed
or recorded, and then the resulting prints or video displays showing images of the user may
be used to spoof the system. Accordingly, there is a need for reliable, cost-effective, and
convenient method to authenticate users attempting to log in to, for example, a user

account.
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SUMMARY
[0005] The disclosed embodiments have been developed in light of the above and aspects
of the invention may include a method for enrolling and authenticating a user in an
authentication system via a user’s computing device. The user’s device includes a camera
and, in some instances, includes at least one movement detecting sensor, such as an

accelerometer, magnetometer, and gyroscope, or the camera is used for this function.

[0006] In one embodiment, the user may enroll in the system by providing enrollment
images of the user’s face. The enrollment images are taken by the camera of the mobile
device as the user moves the mobile device to different positions relative to the user’s head.
The user may thus obtain enrollment images showing the user’s face from different angles
and distances. The system may also utilize one or more movement sensors of a mobile
device to determine an enrollment movement path that the phone takes during the imaging.
At least one image is processed to detect the user’s face within the image, and to obtain
biometric information from the user’s face in the image. The image processing may be
done on the user’s mobile device or at a remote device, such as an authentication server or
a user account server. The enrollment information (the enrollment biometrics, movement,

and other information) may be stored on the mobile device or remote device.

[0007] The system may then authenticate a user by the user providing at least one
authentication image via the camera of the mobile device while the user moves the mobile
device to different positions relative to the user’s head. In other embodiments, multiple
authentication images may be required. In some examples, the user may move his or her
face to different positions relative to the camera of the computing device or move the
camera to a different position relative to their face. The authentication images are processed
for face detection and facial biometric information. Path parameters are also obtained
during the imaging of the authentication images (authentication movement). The
authentication information (authentication biometric, movement, and other information) is
then compared with the enrollment information to determine whether the user should be
authenticated or denied. Image processing and comparison may be conducted on the user’s

mobile device, or may be conducted remotely.
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[0008] In some embodiments, multiple enrollment profiles may be created by a user to
provide further security. For example, a user may create an enrollment wearing accessories
such as a hat or glasses, or while making a funny face. In further embodiments, the user’s
enrollment information may be linked to a user email address, phone number, or other

identifier.

[0009] The authentication system may include feedback displayed on the mobile device to
aid a user in learning and authentication with the system. For instance, an accuracy meter
may provide feedback on a match rate of the authentication biometrics or movement. A

movement meter may provide feedback on the movement detected by the mobile device.

[0010] In some embodiments, the system may reward users who successfully utilize the
authentication system or who otherwise take fraud preventing measures. Such rewards may
include leaderboards, status levels, reward points, coupons or other offers, and the like. In

some embodiments, the authentication system may be used to login to multiple accounts.

[0011] In addition to biometric and movement matching, some embodiments may also
utilize banding detection, glare detection, and screen edge detection to further secure the
system. In other embodiments, other user attributes may be detected and matched including

users’ gender, age, ethnicity, and the like.

[0012] The system may also provide gradual access to user account(s) when the user first
sets up the authentication system. As the user successfully implements the system,
authorization may be expanded. For example, during a time period as the user gets

accustomed to the authentication system, lower transaction limits may be applied.

[0013] In some embodiments, the mobile device may show video feedback of what the
user is imaging to aid the user to image his or her face during enrollment or authentication.
The video feedback may be displayed on only a portion of the display screen of the mobile
device. For example, the video feedback may be displayed in an upper portion of the
display screen. The video feedback display may be position on a portion of the display

screen that corresponds with a location of a front-facing camera of the mobile device.
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[0014] To facilitate imaging in low-light, portions of the screen other than the video
feedback may be displayed in a bright color, such as white. In some embodiments, and
LED or infrared light may be used, and near infrared thermal imaging may be done with
an infrared camera. The mobile device used for imaging may thus have multiple cameras
for capture visible light and infrared images. The mobile device may also have multiple
cameras (two or more) imaging in a single spectrum or multiple spectrum to provide
stereoscopic, three-dimensional images. In such an embodiment, the close-up frames
(zoomed) may create the most differentiation as compared to images captured from a

distance. In such an embodiment, the frames captured at a distance may be unnecessary.

[0015] In some embodiments, to provide added security, the mobile device may output
objects, colors, or patterns on the display screen to be detected during the imaging. The
predetermined object or pattern may be a unique one-dimensional or two-dimensional
barcode. For example, a QR code (two-dimensional barcode) may be displayed on the
screen and reflected off the user’s eye. If the QR code is detected in the image, then the
person may be authenticated. In other embodiments, an object may move on the screen and

the system may detect whether a user’s eyes follow the movement.

[0016] In some embodiments, the system may provide prompts on a video feedback
display to aid the user in moving the device relative to the user’s head during enrollment
and/or authentication. The prompts may include ovals or frames displayed on the display
screen in which the user must place his or her face by moving the mobile device until his
or her face is within the oval or frame. The prompts may preferably be of differing sizes
and may also be centered on different positions of the screen. When an actual, three-
dimensional person images himself or herself close up and far away, it has been found that
the biometric results are different due to perspective distortion as compared to when a spoof
attempt is made using two-dimensional pictures that include imaged pictures of the person
both close up and far away. Thus, a three-dimensional person may be validated when
biometric results show differences in perspective distortion in the close-up and far away
images. This also allows the user to have multiple biometric profiles for each of the

distances.
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[0017] In other embodiments, biometrics from images obtained between the close-up and
far away images may be analyzed for incrementally different biometric results. In this
manner, the morphing of the face from the far face to the warped close up face is captured
and tracked. The incremental frames during an authentication may then be matched to
frames captured at similar locations during enrollment along the motion path and compared
to ensure that the expected similarities and difference are found. This results in a motion
path and captured image and biometric data that can prove a three-dimensional face is
presently being imaged. Thus, not only are the close-up and far away biometrics compared,
but also biometric data obtained in between. The biometric data obtained in between must
also correspond to a correct morphing speed along the motion path, greatly enhancing the

security of the system.

[0018] The touch screen may be utilized in some embodiments. For example, the user may
need to enter a swipe a particular code or pattern in addition to the authentication system
described herein. The touchscreen may also detect a size and orientation of a user’s finger,
and whether a right hand or a left hand is used on the touch screen. Voice parameters may
also be used as an added layer of security. The system may detect edge sharpness or other
indicators to ensure that the obtained images are of sufficient quality for the authentication

system.

[0019] When a camera has an autofocus, the autofocus may be controlled by the system to
validate the presence of the actual, three-dimensional person. The autofocus may check
that different features of the user or environment focus at different focus points, which also
may be referred to as focal lengths. This disclosure covers both focus points and focal
length. In other embodiments, authentication images may be saved to review the person

who attempted to authenticate with the system.

[0020] In some embodiments, the match thresholds required may be adapted over time.
The system may thus account for changing biometrics due to age, weight gain/loss,

environment, user experience, security level, or other factors. In further embodiments, the

CWM-W-16015 6

Page 280 of 386



10

PATENT
W&M Matter No.: FACETC.0082P

system may utilize image distortion prior to obtaining biometric information to further

protect against fraudulent access.

[0021] The system may utilize any number or combination of the security features as
security layers, as described herein. When authentication fails, the system may be
configured so that it is unclear which security layer triggered the failure to preserve the

integrity of the security system.

[0022] Other systems, methods, features and advantages of the invention will be or will
become apparent to one with skill in the art upon examination of the following figures and
detailed description. It is intended that all such additional systems, methods, features and
advantages be included within this description, be within the scope of the invention, and

be protected by the accompanying claims.
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BRIEF DESCRIPTION OF THE DRAWINGS
[0023] The components in the figures are not necessarily to scale, emphasis instead being
placed upon illustrating the principles of the invention. In the figures, like reference

numerals designate corresponding parts throughout the different views.

[0024] Figure 1 illustrates an example environment of use of the facial recognition

authentication system, according to one exemplary embodiment.
[0025] Figure 2 illustrates an example embodiment of a mobile device.

[0026] Figure 3 illustrates exemplary software modules that are part of the mobile device

and server.

[0027] Figure 4 shows a method for performing facial recognition authentication according

to one embodiment.

[0028] Figure 5 shows a method for enrolling a user in a facial recognition authentication

system, according to one exemplary embodiment.

[0029] Figures 6A and 6B show an example of movement of a mobile device about a user’s

face according to one exemplary embodiment.

[0030] Figures 7A and 7B show an example of movement of a mobile device about a user’s

face according to one exemplary embodiment.

[0031] Figure 8 shows a method of providing authentication information in a facial

recognition authentication system, according to one exemplary embodiment.

[0032] Figure 9 shows a method of verifying authentication credentials in a facial

recognition authentication system, according to one exemplary embodiment.

[0033] Figure 10 illustrates an exemplary display showing a graphical and numeric

feedback in a facial recognition authentication system.
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[0034] Figures 11A, 11B, and 11C illustrate exemplary video feedback displays
corresponding to front-facing camera positions in a facial recognition authentication

system.

[0035] Figure 12 shows an exemplary video display feedback of a facial recognition
authentication system where edge pixels on the sides of the display are stretched

horizontally.

[0036] Figures 13A and 13B illustrates exemplary screen displays with face alignment
indicators shown as an oval to serve as a guide as the user moves the mobile device closer

to or away from their face.

[0037] Figure 14 shows a method of verifying liveness or three-dimensionality of a user

utilizing pixel velocity analysis detection.

[0038] Figure 15 illustrates an exemplary mobile device display showing a graphical code

entry interface with an imaging area.

[0039] Figure 16 illustrates an example mobile device display showing a numeric and

graphical code entry interface with an imaging area.
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DETAILED DESCRIPTION OF EMBODIMENTS
[0040] A system and method for providing secure and convenient facial recognition
authentication will be described below. The system and method may be achieved without
the need for additional expensive biometric readers or systems while offering enhanced

security over conventional facial recognition systems.

Facial Recognition Authentication Environment

[0041] Figure 1 illustrates an example environment of use of the facial recognition
authentication system described herein. This is but one possible environment of use and
system. It is contemplated that, after reading the specification provided below in
connection with the figures, one of ordinary skill in the art may arrive at different

environments of use and configurations.

[0042] In this environment, a user 108 may have a mobile device 112 which may be used
to access one or more of the user’s accounts via authentication systems. A user 108 may
have a mobile device 112 that can capture a picture of the user 108, such as an image of
the user’s face. The user may use a camera 114 on or connected to the mobile device 112
to capture an image or multiple images or video of himself or herself. The mobile device
112 may comprise any type of mobile device capable of capturing an image, either still or

video, and performing processing of the image or communication over a network.

[0043] In this embodiment, the user 108 may carry and hold the mobile device 112 to
capture the image. The user may also wear or hold any number of other devices. For,
example, the user may wear a watch 130 containing one or more cameras 134 or biosensors
disposed on the watch. The camera 134 may be configured to create an image from visible
light as well as infrared light. The camera 134 may additionally or alternatively employ
image intensification, active illumination, or thermal vision to obtain images in dark

environments.

[0044] When pointed towards a user 108, the camera 134 may capture an image of the

user’s face. The camera 134 may be part of a module that may either include

CWM-W-16015 10

Page 284 of 386



10

15

20

25

PATENT
W&M Matter No.: FACETC.0082P

communication capability that communicates with either a mobile device 112, such as via
Bluetooth®, NFC, or other format, or communication directly with a network 116 over a
wired or wireless link 154. The watch 130 may include a screen on its face to allow the
user to view information. If the camera module 134 communicates with the mobile device
112, the mobile device 134 may relay communications to the network 116. The mobile
device 134 may be configured with more than one front facing camera 114 to provide for
a 3D or stereoscopic view, or to obtain images across different spectral ranges, such as near

infrared and visible light.

[0045] The mobile device 112 is configured to wirelessly communicate over a network
116 with a remote server 120. The server 120 may communicate with one or more
databases 124. The network 116 may be any type of network capable of communicating to
and from the mobile device including but not limited to a LAN, WAN, PAN, or the Internet.
The mobile device 112 may communicate with the network via a wired or wireless
connection, such as via Ethernet, Wi-Fi, NFC, and the like. The server 120 may include
any type of computing device capable of communicating with the mobile device 112. The
server 120 and mobile device 112 are configured with a processor and memory and are

configured to execute machine readable code or machine instructions stored in the memory.

[0046] The database 124, stored on mobile device or remote location as shown, may
contain facial biometric information and authentication information of users 108 to identify
the users 108 to allow access to associated user data based on one or more images or
biometric information received from the mobile device 112 or watch 134. The data may
be, for example, information relating to a user account or instruction to allow access to a
separate account information server 120B. The term biometric data may include among
other information biometric information concerning facial features (distorted or
undistorted) and path parameters. Examples of path parameters may include an
acceleration and speed of the mobile device, angle of the mobile device during image
capture, distance of the mobile device to the user, path direction in relation to the user’s

face position in relation to the user, or any other type parameter associated with movement
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of the mobile device or the user face in relation to a camera. Other data may also be

included such as GPS data, device identification information, and the like.

[0047] In this embodiment, the server 120 processes requests for identification from the
mobile device 112 or user 108. In one configuration, the image captured by the mobile
device 112, using facial detection, comprises one or more images of the user’s face 108
during movement of the mobile device relative to the user’s face, such as in a side to side
or horizontal arc or line, vertical arc or line, forward and backwards from the user’s face,
or any other direction of motion. In another configuration, the mobile device 112 calculates
biometric information from the obtained images and sends the biometric information to the
server 120. In yet another embodiment, the mobile device 112 compares biometric
information with stored biometric information on the mobile device 112 and sends an

authentication result from the comparison to the server 120.

[0048] The data including either the image(s), biometric information, or both are sent over
the network 116 to the server 120. Using image processing and image recognition
algorithms, the server 120 processes the person’s biometric information, such as facial data,
and compares the biometric information with biometric data stored in the database 124 to
determine the likelihood of a match. In other embodiments, the image processing and
comparison is done on the mobile device 112, and data sent to the server indicates a result
of the comparison. In further embodiments, the image processing and comparison is done
on the mobile device 112 without accessing the server, for example, to obtain access to the

mobile device 112 itself.

[0049] By using facial recognition processing, an accurate identity match may be
established. Based on this and optionally one or more other factors, access may be granted,
or an unauthorized user may be rejected. Facial recognition processing is known in the art

(or is an established process) and as a result, it is not described in detail herein.

[0050] Also shown is a second server 120B with associated second database 124B, and
third server 120C with associated third database 124C. The second and third database may

be provided to contain additional information that is not available on the server 120 and
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database 124. For example, one of the additional servers may only be accessed based on

the authentication of the user 108 performed by the server 120.

[0051] Executing on the mobile device 112 is one or more software applications. This
software 1s defined herein as an identification application (ID App). The ID App may be
configured with either or both of facial detection and facial recognition and one or more
software modules which monitor the path parameters and/or biometric data. Facial
detection as used herein refers to a process which detects a face in an image. Facial
recognition as used herein refers to a process that can analyze a face using an algorithm,
mapping its facial features, and converting them to biometric data, such as numeric data.
The biometric data can be compared to that derived from one or more different images for
similarities or dis-similarities. If a high percentage of similarity is found in the biometric

data, the individual shown in the images may be considered to be a match.

[0052] With the ultimate goal of matching a face of a user to an identity or image stored in
a database 124, to authenticate the user, the ID App may first process the image captured
by the camera 114, 134 to identify and locate the face that is in the image. As shown in
Figure 1, there may be the face 108. The authentication may be used for logging into an

online account or for numerous other access control functions.

[0053] The portion of the photo that contains the detected face may then be cropped, cut,
and stored for processing by one or more facial recognition algorithms. By first detecting
the face in the image and cropping only that portion of the face, the facial recognition
algorithm need not process the entire image. Further, in embodiments where the facial
recognition processing occurs remotely from the mobile device 112, such as at a server
120, much less image data is required to be sent over the network to the remote location. It
is contemplated that the entire image, a cropped face, or only biometric data may be sent

to the remote server 120 for processing.

[0054] Facial detection software can detect a face from a variety of angles. However, facial
recognition algorithms are most accurate in straight on images in well-lit situations. In one

embodiment, the highest quality face image for facial recognition that is captured is
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processed first, then images of the face that are lower quality or at different angles other
than straight toward the face are then processed. The processing may occur on the mobile
device or at a remote server which has access to large databases of image data or facial

identification data.

[0055] The facial detection is preferred to occur on the mobile device and is performed by
the mobile device software, such as the ID App. This reduces the number or size of images
(data) that are sent to the server for processing where faces are not found and minimizes
the overall amount of data that must be sent over the network. This reduces bandwidth

needs and network speed requirements are reduced.

[0056] In another preferred embodiment, the facial detection, facial recognition, and
biometric comparison all occur on the mobile device. However, it is contemplated that the

facial recognition processing may occur on the mobile device, the remote server, or both.

[0057] Figure 2 illustrates an example embodiment of a mobile device. This is but one
possible mobile device configuration and as such it is contemplated that one of ordinary
skill in the art may differently configure the mobile device. The mobile device 200 may
comprise any type of mobile communication device capable of performing as described
below. The mobile device may comprise a PDA, cellular telephone, smart phone, tablet
PC, wireless electronic pad, an IoT device, a “wearable” electronic device or any other

computing device.

[0058] In this example embodiment, the mobile device 200 is configured with an outer
housing 204 configured to protect and contain the components described below. Within the
housing 204 is a processor 208 and a first and second bus 212A, 212B (collectively 212).
The processor 208 communicates over the buses 212 with the other components of the
mobile device 200. The processor 208 may comprise any type processor or controller
capable of performing as described herein. The processor 208 may comprise a general-
purpose processor, ASIC, ARM, DSP, controller, or any other type processing device. The
processor 208 and other elements of the mobile device 200 receive power from a battery

220 or other power source. An electrical interface 224 provides one or more electrical ports
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to electrically interface with the mobile device, such as with a second electronic device,
computer, a medical device, or a power supply/charging device. The interface 224 may

comprise any type electrical interface or connector format.

[0059] One or more memories 210 are part of the mobile device 200 for storage of machine
readable code for execution on the processor 208 and for storage of data, such as image
data, audio data, user data, medical data, location data, accelerometer data, or any other
type of data. The memory 210 may comprise RAM, ROM, flash memory, optical memory,

or micro-drive memory. The machine-readable code as described herein is non-transitory.

[0060] As part of this embodiment, the processor 208 connects to a user interface 216. The
user interface 216 may comprise any system or device configured to accept user input to
control the mobile device. The user interface 216 may comprise one or more of the
following: keyboard, roller ball, buttons, wheels, pointer key, touch pad, and touch screen.
A touch screen controller 230 is also provided which interfaces through the bus 212 and

connects to a display 228.

[0061] The display comprises any type display screen configured to display visual
information to the user. The screen may comprise a LED, LCD, thin film transistor screen,
OEL CSTN (color super twisted nematic), TFT (thin film transistor), TFD (thin film
diode), OLED (organic light-emitting diode), AMOLED display (active-matrix organic
light-emitting diode), capacitive touch screen, resistive touch screen or any combination of
these technologies. The display 228 receives signals from the processor 208 and these
signals are translated by the display into text and images as is understood in the art. The
display 228 may further comprise a display processor (not shown) or controller that
interfaces with the processor 208. The touch screen controller 230 may comprise a module

configured to receive signals from a touch screen which is overlaid on the display 228.

[0062] Also part of this exemplary mobile device is a speaker 234 and microphone 238.
The speaker 234 and microphone 238 may be controlled by the processor 208. The
microphone 238 is configured to receive and convert audio signals to electrical signals

based on processor 208 control. Likewise, the processor 208 may activate the speaker 234
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to generate audio signals. These devices operate as is understood in the art and as such are

not described in detail herein.

[0063] Also connected to one or more of the buses 212 is a first wireless transceiver 240
and a second wireless transceiver 244, each of which connect to respective antennas 248,
252. The first and second transceiver 240, 244 are configured to receive incoming signals
from a remote transmitter and perform analog front-end processing on the signals to
generate analog baseband signals. The incoming signal maybe further processed by
conversion to a digital format, such as by an analog to digital converter, for subsequent
processing by the processor 208. Likewise, the first and second transceiver 240, 244 are
configured to receive outgoing signals from the processor 208, or another component of
the mobile device 208, and up convert these signal from baseband to RF frequency for
transmission over the respective antenna 248, 252. Although shown with a first wireless
transceiver 240 and a second wireless transceiver 244, it is contemplated that the mobile
device 200 may have only one such system or two or more transceivers. For example, some
devices are tri-band or quad-band capable, or have Bluetooth®, NFC, or other

communication capability.

[0064] It is contemplated that the mobile device, and hence the first wireless transceiver
240 and a second wireless transceiver 244 may be configured to operate according to any
presently existing or future developed wireless standard including, but not limited to,
Bluetooth, WI-FI such as IEEE 802.11 a, b, g, n, wireless LAN, WMAN, broadband fixed
access, WiIMAX, any cellular technology including CDMA, GSM, EDGE, 3G, 4G, 5G,
TDMA, AMPS, FRS, GMRS, citizen band radio, VHF, AM, FM, and wireless USB.

[0065] Also part of the mobile device is one or more systems connected to the second bus
212B which also interface with the processor 208. These devices include a global
positioning system (GPS) module 260 with associated antenna 262. The GPS module 260
can receive and process signals from satellites or other transponders to generate location
data regarding the location, direction of travel, and speed of the GPS module 260. GPS is

generally understood in the art and hence not described in detail herein. A gyroscope 264
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connects to the bus 212B to generate and provide orientation data regarding the orientation
of the mobile device 204. A magnetometer 268 is provided to provide directional
information to the mobile device 204. An accelerometer 272 connects to the bus 212B to
provide information or data regarding shocks or forces experienced by the mobile device.
In one configuration, the accelerometer 272 and gyroscope 264 generate and provide data

to the processor 208 to indicate a movement path and orientation of the mobile device.

[0066] One or more cameras (still, video, or both) 276 are provided to capture image data
for storage in the memory 210 and/or for possible transmission over a wireless or wired
link or for viewing later. The one or more cameras 276 may be configured to detect an
image using visible light and/or near-infrared light. The cameras 276 may also be
configured to utilize image intensification, active illumination, or thermal vision to obtain
images in dark environments. The processor 208 may process image data to perform image
recognition, such as in the case of, facial detection, item detection, facial recognition, item

recognition, or bar / box code reading.

[0067] A flasher and/or flashlight 280, such as an LED light, are provided and are
processor controllable. The flasher or flashlight 280 may serve as a strobe or traditional
flashlight. The flasher or flashlight 280 may also be configured to emit near-infrared light.
A power management module 284 interfaces with or monitors the battery 220 to manage
power consumption, control battery charging, and provide supply voltages to the various

devices which may require different power requirements.

[0068] Figure 3 illustrates exemplary software modules that are part of the mobile device
and server. Other software modules may be provided to provide the functionality described
below. It is provided that for the functionality described herein there is matching software
(non-transitory machine-readable code, machine executable instructions or code)
configured to execute the functionality. The software would be stored on a memory and

executable by a processor.

[0069] In this example confirmation, the mobile device 304 includes a receive module 320

and a transmit module 322. These software modules are configured to receive and transmit
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data to remote device, such as cameras, glasses, servers, cellular towers, or WIFI system,

such as router or access points.

[0070] Also part of the mobile device 304 is a location detection module 324 configured
to determine the location of the mobile device, such as with triangulation or GPS. An
account setting module 326 is provided to establish, store, and allow a user to adjust
account settings. A log in module 328 is also provided to allow a user to log in, such as
with password protection, to the mobile device 304. A facial detection module 308 is
provided to execute facial detection algorithms while a facial recognition module 321
includes software code that recognizes the face or facial features of a user, such as to create
numeric values which represent one or more facial features (facial biometric information)

that are unique to the user.

[0071] An information display module 314 controls the display of information to the user
of the mobile device. The display may occur on the screen of the mobile device or watch.
A user input/output module 316 is configured to accept data from and display data to the
user. A local interface 318 is configured to interface with other local devices, such as using
Bluetooth® or other shorter-range communication, or wired links using connectors to
connected cameras, batteries, data storage elements. All of the software (with associated
hardware) shown in the mobile device 304 operate to provide the functionality described

herein.

[0072] Also shown in Figure 3 is the server software module 350. These modules are
located remotely from the mobile device and can be located on any server or remote
processing element. As is understood in the art, networks and network data use a distributed
processing approach with multiple servers and databases operating together to provide a
unified server. As a result, it is contemplated that the module shown in the server block

350 may not all be located at the same server or at the same physical location.

[0073] As shown in Figure 3, the server 350 includes a receive module 352 and a transmit

module 354. These software modules are configured to receive and transmit data to remote
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devices, such as cameras, watches, glasses, servers, cellular towers, or WIFI systems, such

as router or access points.

[0074] An information display module 356 controls a display of information at the server
350. A user input/output module 358 controls a user interface in connection with the local
interface module 360. Also located on the server side of the system is a facial recognition
module 366 that is configured to process the image data from the mobile device. The facial
recognition module 366 may process the image data to generate facial data (biometric
information) and perform a compare function in relation to other facial data to determine a

facial match as part of an identify determination.

[0075] A database interface 368 enables communication with one or more databases that
contain information used by the server modules. A location detection module 370 may
utilize the location data from the mobile device 304 for processing and to increase
accuracy. Likewise, an account settings module 372 controls user accounts and may
interface with the account settings module 326 of the mobile device 304. A secondary
server interface 374 is provided to interface and communicate with one or more other

SCIvers.

[0076] One or more databases or database interfaces are provided to facilitate
communication with and searching of databases. In this example embodiment the system
includes an image database that contains images or image data for one or more people.
This database interface 362 may be used to access image data users as part of the identity
match process. Also part of this embodiment is a personal data database interface 376 and
privacy settings data module 364. These two modules 376, 364 operate to establish privacy

setting for individuals and to access a database that may contain privacy settings.

Authentication System

[0077] An authentication system with path parameters that is operable in the above
described environment and system will now be described in connection with Figure 4.
Figure 4 shows a method for performing facial recognition authentication with path

parameters according to one embodiment of the invention. As will be described in more
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detail below, the system utilizes the features of the mobile device 112 and server 120
defined above to generate a secure and convenient login system as one example of an
authentication system. This reduces the burden of the user having to type in complex
passwords onto a small screen of a mobile device, prevents fraud through means such as
key logging or screen shot captures, and increases security by combining several path

parameters and/or device parameters which must be met before user is authenticated.

[0078] In step 410, the system enrolls a user in the facial recognition authentication system.
In one embodiment, an authentication server, such as the server 120 (Figure 1), may be
configured to authenticate a user to allow access to a user’s account, such as a bank or other
account, via the mobile device 112. The authentication server 120 may be included as a
part of a server of the institution or entity providing user accounts (hereinafter “account
server”’), or the authentication server may be provided separately. For example, in the
environment shown in Figure 1, Servers 120B and 120C may represent account servers. In
other embodiments, the account server and the authentication server are one in the same.
In one embodiment, the authentication server 120 may provide an authentication

application to the user for installation on the mobile device 112.

[0079] An enrollment process according to one embodiment will be described with
reference to Figure 5. In this embodiment, a user via a mobile device 112 establishes a
connection between the mobile device 112 and the account server 120B in step 510. As
just one example, the user may establish a connection with a server of a financial institution
such as a bank, or this connection may occur later in the process after authentication. The
user then provides typical login information to authenticate the user, such as a user name
and password for a financial account in step 512. In step 514, the user may next receive a
prompt at the mobile device 112 to enroll in the facial recognition authentication system.
The user then, via the user interface, indicates that he or she would like to set up the

authentication system in response to the prompt.

[0080] Next, in step 516, the mobile device 112 may send device information to the

authentication server 120. The device information may include among other information a
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device identifier that uniquely identifies the mobile device of the user. Such information
may include device manufacturer, model number, serial number, and mobile network
information. In step 518, when the authentication server 120 is incorporated with the
account server 120B, the authentication server 120 associates and stores the device
information with the user’s account information. When the authentication server 120 is
separate from the account server 120B, the account server 120B may generate a unique
identifier related to the account information and send the unique identifier to the
authentication server 120. The authentication server 120 may associate the device
information and the unique identifier with each other and may store the information in a

database 124.

[0081] The user is next prompted to provide a plurality of images of his or her face using
a camera 114 on the mobile device 112 (hereinafter, “enrollment images”) in step 510. The
enrollment images of the user’s face are taken as the user holds the mobile device and
moves the mobile device to different positions relative to his or her head and face. Thus,
the enrollment images of the user’s face are taken from many different angles or positions.
Furthermore, the path parameters of the mobile device are monitored and recorded for
future comparison in step 522. Some non-limiting examples of how a user might hold a

mobile device and take a plurality of images of her face is shown in FIGS 6A-7B.

[0082] In Figure 6A and 6B, the user holds the mobile device 112 on one side of his or her
face and moves the mobile device 112 in an arc like path horizontally about his or her face
until the mobile device 112 is on the other side of her or her face. In FIGS. 7A and 7B, the
user holds the mobile device 112 far away from his or her face, and then brings the mobile
device 112 forward closer to his or her face. Of course, any number of other paths may be
used in addition to those shown in FIGS. 6A-7B. Additionally, the user may move his or
her head while the camera is held fixed. The user could also hold the camera steady and
move their head in relation to the camera. This method thus can be implemented with a
webcam on a laptop or desktop, or on any other device, such as an IoT device where a

camera is mounted on a similarly stationary location or object.
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[0083] The enrollment images may be obtained as follows. The user holds and orients a
mobile device 112 with a camera 114 so that the camera 114 is positioned to image the
user’s face. For example, the user may use a front facing camera 114 on a mobile device
112 with a display screen and may confirm on the display screen that his or her face is in

position to be imaged by the camera 114.

[0084] Once the user has oriented the device, the device may begin obtaining the
enrollment images of the user. In one embodiment, the user may press a button on the
device 112 such as on a touchscreen or other button on the device to initiate the obtaining
of the enrollment images. The user then moves the mobile device to different positions
relative to his or her head as the device images the user’s face from a plurality of angles or
positions as described above. When the above-mentioned front-facing camera is used, the
user may continually confirm that his or her face is being imaged by viewing the imaging
on the display screen. The user may again press the button to indicate that the imaging is
completed. Alternatively, the user may hold the button during imaging, and then release

the button to indicate that imaging is complete.

[0085] As described above, the mobile device 112 may include face detection. In this
embodiment in step 524, the mobile device may detect the user’s face in each of the
enrollment images, crop the images to include only the user’s face, and send, via a network,
the images to the authentication server 120. In step 526, upon receipt of the enrollment
images, the authentication server 120 performs facial recognition on the images to
determine biometric information (“enrollment biometrics™) for the user. The authentication
server 120 may then associate the enrollment biometrics with the device information and
the unique identifier (or account information) and stores the biometric information in the
database 124 in step 528. For added security, in step 530, the mobile device 112 and the
authentication server 120 may be configured to delete the enrollment images after the

enrollment biometrics of the user are obtained.

[0086] In another embodiment, the mobile device 112 may send the images to the

authentication server 120 without performing face detection. The authentication server 120
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may then perform the face detection, facial recognition, and biometric information
processing. In another embodiment, the mobile device 112 may be configured to perform
the facial detection, facial recognition, and biometric processing, and then send the results
or data resulting from the processing to the authentication server 120 to be associated with
the unique identifier or user account. This prevents sensitive personal data (images) from
leaving the user’s device. In yet another embodiment, the mobile device 112 may perform
each of the above-mentioned steps, and the mobile device 112 may store the enrollment

information without sending any of the enrollment biometrics or images to the server.

[0087] In one embodiment, the mobile device’s gyroscope, magnetometer, and
accelerometer are configured to generate and store data while the user moves the mobile
device about his or her head to obtain the enrollment images (path parameters). The mobile
device may process this data in step 532 to determine a path or arc in which the mobile
device moved while the user imaged his or her face (“enrollment movement”). By using
data from the accelerometer, magnetometer, and gyroscope, the system may check when a
user is ready to begin scanning himself/herself, as well as determining the scan path. The
data is thus used to determine when to start and stop the scan interval. The data may
additionally include the time elapsed during scanning. This time may be measured from
the user pressing the button to start and stop the imaging or may be measured from the
duration the button is held down while imaging, or during more movement or to complete

sweep.

[0088] The enrollment movement of the mobile device 112 (which is data that defined the
movement of the mobile device during image capture) may be sent to the authentication
server 120. The authentication server 120 associates and stores the enrollment movement,
the enrollment biometrics, the device information, and the unique identifier or account
information. Alternatively, the data generated by the gyroscope, magnetometer, and
accelerometer may be sent to the server 120, and the server 120 may process the data to
determine the enrollment movement. In another embodiment, the enrollment movement
may be stored on the mobile device 112, such that all enrollment information is maintained

on the mobile device 112.
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[0089] Thus, in the above described embodiment, the enrollment information may thus
comprise the device information, the enrollment biometrics, and the enrollment movement

(based on movement of the mobile device 112).

[0090] Returning to Figure 4, once enrollment is complete, the authentication server 120
may later receive credentials from a user attempting to authenticate with the system as
shown in step 420. For example, a user may attempt to log in to a user account. When a
user attempts to log in, instead of or in addition to providing typical account credentials
such as user name and password, the user may again take a plurality of images or video of
his or her face as the mobile device 112 is held in the hand and moved to different positions
relative to the head (“authentication images”) in the same manner as was done during
enrollment (such as shown in FIGS. 6A-7B). In this manner, the user may provide the
necessary images (the term images includes video as video is a succession of images) from
many different angles and/or positions, and may provide path parameters of the device
while obtaining the images (“authentication movement”) to both confirm the identity of
the user as well as the liveness and realness of that individual to ensure it is not a video,

screen shot, or other representation of the person.

[0091] In one embodiment outlined in Figure 8, the user via the mobile device 112 obtains
several authentication images in step 810 while moving the mobile device 112 to different
positions relative to the user’s head. Using facial detection in step 812, the mobile device
112 detects the user’s face in each of the authentication images, crops the images, and sends
the images to the authentication server 120. In another embodiment, the mobile device 112
sends the images to the server 124, and the server 124 performs facial detection. In step
814, the authentication routing 120 may perform facial recognition on the authentication
images to obtain biometric information (“authentication biometrics”). In another
embodiment, the mobile device 112 performs facial recognition to obtain the authentication

biometrics and sends the authentication biometrics to the server 120.

[0092] In step 816, the mobile device 112 sends the device information identifying the

device and sends path parameters such as gyroscope, magnetometer, and accelerometer
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information defining the path of the mobile device taken during imaging, as well as the
elapsed time during imaging (“authentication movement”) to the server 120. The
credentials received by the authentication server 120 for a login in the facial recognition
system may thus comprise the device information, the authentication images or the

authentication biometrics, and the authentication movement (path parameters).

[0093] Returning to Figure 4, in step 430, the authentication server 120 verifies that the
credentials received from the mobile device 112 sufficiently correspond with the
information obtained during enrollment. For example, as shown in step 910 in Figure 9, by
using algorithms to process the characteristics of the face and light striking the face
between the different images, the authentication server 120 can determine that the face in
the authentication images is three-dimensional, i.e. not a representation on a printed picture
or video screen. Where the mobile device 120 sends only the authentication biometrics 120
to the server, the server 120 may validate the realness or three-dimensional aspects of the

user imaged by comparing the biometric results of the different images.

[0094] In step 920, the authentication server 120 may then compare the login credentials
with the information stored from the enrollment process. In step 920, the server 120
compares the identification of the device obtained during the login process to that stored
during enrollment. In step 930, the authentication biometrics may be compared with the
enrollment biometrics to determine whether they sufficiently correspond with the
enrollment biometrics. In step 940, the authentication movement may be compared with
the enrollment movement to determine whether it sufficiently corresponds with the

enrollment movement.

[0095] In some embodiments, a copy of the enrollment information may be stored on the
mobile device 112, and the mobile device 112 may verify that the credentials received on
the mobile device 112 sufficiently correspond with the enrollment information. This would
allow a user to secure documents, files, or applications on the mobile device 112 itself in
addition to securing a user’s account hosted on a remote device, such as the authentication

server 120, even when a connection to the authentication server 120 may be temporarily
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unavailable, such as when a user does not have access to the Internet. Further, this would
allow the user to secure access to the mobile device 112 itself. Or enrollment info may be

stored on server.

[0096] Accordingly, in step 950, if the authentication server 120 or mobile device 112
determines that the enrollment information sufficiently corresponds with the credentials
received, then the server or mobile device may verify that the identification of the user
attempting login corresponds the account holder. This avoids the cumbersome process of
the user having to manually type in a complex password using the small screen of the
mobile device. Many passwords now require capital, non-text letter, lower case, and

numbers.

[0097] The level of correspondence required to determine that the enrollment information
sufficiently corresponds with the authentication information in the login attempt may be
set in advance. For example, the level of correspondence may be a 99.9% match rate
between the enrollment biometrics and the authentication biometrics and a 90% match rate
between the enrollment movement and the authentication movement. The required level of

correspondence may be static or elastic based on the established thresholds.

[0098] For example, the required level of correspondence may be based on GPS
information from the mobile device 112. In one embodiment, the authentication server 120
may require a 99.9% match rate as the level of correspondence when the GPS information
of the mobile device corresponds with the location of the user’s home or other authorized
location(s). In contrast, if the GPS information shows the device is in a foreign country far
from the user’s home, the authentication server may require a 99.99% match rate as the
level of correspondence or may be denied entirely. Hence, the required match between pre-
stored authentication data (enrollment information) and presently received authentication
data (authentication information) is elastic in that the required percentage match between
path parameters or images my change depending on various factors, such as time of day,

location, frequency of login attempt, date, or any other factor.
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[0099] The required level of correspondence may additionally depend on time. For
instance, if a second authentication attempt is made shortly after a first authentication
attempt in a location far from the first authentication location based on GPS information
from the mobile device 112, the level of correspondence threshold may be set higher. For
example, a user can not travel from Seattle to New York in 1 hour. Likewise, login attempts
at midnight to three in the morning may be a sign of fraud for some users based on patterns

of the users’ usage.

[0100] The level of correspondence between the enrollment information and the
authentication information may be the result of compounding the various parameters of the
enrollment information and the authentication information. For example, when the button
hold time in the authentication information is within 5% of the button hold time of the
enrollment information, the correspondence of the button hold time may constitute 20% of
the overall match. Similarly, when the motion path trajectory of the authentication
information is within 10% of the enrollment information, the motion path trajectory may
constitute 20% of the overall match. Further parameter match rates such as the face size
and facial recognition match in the authentication information as compared to the
enrollment information may constitute the remaining 10% and 50% of the overall level of
correspondence. In this manner, the total overall level of correspondence may be adjusted
(total of all parameters being more than 75%, for example), or the match rate of individual
parameters may be adjusted. For example, on a second attempted login, the threshold match
rate of one parameter may be increased, or the overall level of correspondence for all
parameters may be increased. The threshold match rates may also be adjusted based on the

account being authenticated or other different desired levels of security.

[0101] Returning to Figure 4, in step 440, the authentication server 120 may grant or deny
access based on the verification in step 430. For example, if the authentication server 120
verifies that the credentials match the enrollment information, then the server 120 may
authenticate the user to allow access to the user’s account. In the instance where the
authentication server 120 is separate from the account server 120B (such as a bank’s

server), the authentication server 120 may transmit the unique identifier to the account
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server along with an indication that the identity of the user associated with the unique
identifier has been verified. The account server 120B may then authorize the user’s mobile
device 112 to transmit and receive data from the account server 120B. Of course, all this

may occur at only the account server 120B or on the mobile device 112 itself.

[0102] Alternatively, if the credentials provided by the user are not verified, the
authentication server may transmit a message to display on the screen of the mobile device
112 indicating that the login attempt failed. The authentication server 120 may then allow
the user to try again to log in via the facial recognition login system, or the authentication
server 120 may require the user to enter typical account credentials, such as a user name

and password.

[0103] In one embodiment, the server 120 may allow three consecutive failed login
attempts before requiring a user name and password. If in one of the attempts, the required
level of correspondence is met, then the user may be verified, and access may be granted.
According to one embodiment, the authentication server 120 may retain the information
from each successive authentication attempt and combine the data from the multiple
authentication attempts to achieve more accurate facial biometric information of the person
attempting to authenticate. In addition, the level of correspondence may be increased at
each successive attempt to authenticate. In addition, by averaging the path data
(authentication movement) and/or image data (authentication images/biometrics) from

several login attempts, the login data (enrollment information) is perfected and improved.

[0104] Accordingly, the above described authentication system allows for authentication
to a remote server 120 or on the mobile device 112 itself. This may be accomplished as
described above by the mobile device 112 capturing the authentication credentials, and the
authentication server 120 processing and analyzing the credentials compared to the
enrollment information (cloud processing and analysis); the mobile device 112 capturing
the authentication credentials and processing the credentials, and the authentication server
120 analyzing the credentials compared to the enrollment information (mobile device

processing, cloud analysis); or the mobile device 112 capturing the authentication
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credentials, and processing and analyzing the credentials compared to the enrollment

information (mobile device processing and analysis).

Advantages and Features of the Embodiments

[0105] The above described system provides several advantages. As one advantage, the
facial recognition authentication system provides a secure login. For example, if during a
login attempt the camera of the mobile device imaged a digital screen displaying a person
rotating their head while the phone was not moving, the accelerometer, magnetometer, and
gyroscope data would not detect any motion. Thus, the enrollment movement and the

authentication movement would not correspond, and the login attempt would be denied.

[0106] In addition, because a plurality of images are used as enrollment images and
authentication images, histograms or other photo manipulation techniques may be used to
determine if a digital screen is present in place of a human face in the images. For example,
the system may check for light frequency, changes in the captured images, or banding in
an image which would indicate an electronic display generated the image, backlighting,
suspicious changes in lighting, or conduct other analyses on the images by comparing the
images to determine that the actual live user is indeed alive, present, and requesting

authorization to login.

[0107] As yet another advantage, as explained above, not only must the enrollment
biometrics sufficiently correspond to the authentication biometrics, but also the enrollment
movement must match the authentication movement, and the device information must
match the enrollment device information. For example, an application may be downloaded
to a mobile device that has a digital camera. The application may be a login application or
may be an application from a financial institution or other entity with which the user has
an account. The user may then login to the application using typical login credential such
as a website user name and password. Further, the user may have a device code from
logging in on another device or may use the camera to scan QR code or other such code to

pair the device to their user account.
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[0108] The user then holds the mobile device to move the mobile phone to different
positions relative to his or her head while keeping his or her face visible to the camera as
it is moved. As the mobile device is moved, the camera takes the enrollment images of the
face. During imaging, the speed and angle of the current user’s mobile device movement
is measured using the accelerometer, magnetometer, and gyroscope to generate the
enrollment movement. Further continuous imaging and detection of the face throughout
the process has been shown to prevent fraud. This is because a fraud attempt cannot be

made by rotating images in and out of the front of the camera.

[0109] For example, a user may start the movement from right to left or from left to right
as shown in FIGS. 6A and 6B. The movement may also be in a front and back direction as
shown in FIGS. 7A and 7B. Any other movement may be utilized such as starting in the
center, then going right, and then going back to center. Vertical and diagonal movements
may also be used to further compound the complexity of the enrollment movement. When
the user then later attempts login, the user must repeat the motion pattern in the
authentication movement to match the enrollment movement in addition to the biometric

data and device information matching. Thus, the security of the system is greatly enhanced.

[0110] The system therefore provides enhanced security for authenticating a user who has
a mobile device. As explained above, the system may use at least any one or more of the
following in any number of combinations to securely authenticate the user: physical device
verification, mobile network verification, facial recognition including the size of the face
in the image, a face detected in every frame during the movement, accelerometer
information, gyroscope information, magnetometer information, pixels per square inch,

color bits per pixel, type of image, user entered code or pattern, and GPS information.

[0111] As another advantage, the facial recognition login system provides a convenient
manner for a user to login to an account with a mobile device. For example, once enrolled,
a user does not need to enter a user name and password on the small mobile device each
time the user wishes to access the account. Instead, the user simply needs to image himself

or herself while mimicking the enrollment movement with the mobile device. This is
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especially advantageous with smaller mobile devices such as mobile phones, smart
watches, and the like. It also saves time, eliminates lost or forgotten passwords, prevents

others from spying on passwords as they are entered, and reduces error caused by typing.

[0112] The system may be further configured to allow a user to securely log on to multiple
devices, or to allow users to securely share devices. In one embodiment, the enrollment
information may be stored on an authentication server (or on “the cloud”) and thus is not
associated only with the user’s original device. This allows the user to use any number of
suitable devices to authenticate with the authentication server. In this manner, a user may
use a friend’s phone (third party device) or other device to access his or her information,
such as account information, address book information, email or other messaging, etc. by

performing the authentication operation on any device.

[0113] For example, the user may provide an email address, user name code, or similar
identifier on the friend’s phone such that the authentication server compares the login
information with enrollment information for the user’s account. This would indicate to the
authentication server which authentication profile to use, but does not by itself allow access
to the user’s data, accounts, or tasks. Upon logging out of a friend’s phone, access to the
user’s information on the friend’s phone is terminated. The provides the benefit of allowing
a user to securely access account or other authentication accessible information or tasks
using any device without having to type the user’s password into the third-party device,
where it could be logged or copied. In a sense, the user is the password such that the user’s
facial features and stored facial data is the stored password and by providing the user’s face

to the camera, the user is providing the password.

[0114] Such a system may also be implemented without storing the user’s enrollment
information on the remote server, but instead maintaining enrollment information on the
user’s device. For example, when the user requests to log in to third-party device, the
authentication server may send an authentication request to the user’s device. The user may
then authenticate the action using the above described system by providing authentication

images and authentication movement to the user’s device. The user’s device then
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authenticates the user based on the enrollment information stored on the user’s device. This
data could be stored in the application or other secure location and highly encrypted. The
user’s device provides verification of whether the authentication was successful to the
authentication server, whereupon the authentication server authenticates the user on the

third-party device.

[0115] Through cloud-based authentication, a single user may also securely transfer data
between authenticated devices. In one embodiment, a user may own a first device, such as
a mobile phone, and is authenticated on the first device via the authentication system. The
user may then acquire a new device, such as a new phone, tablet computer, or other device.
Using the cloud-based authentication system, the user may authenticate on the new device
and transfer data from the first device to the new device. The transfer of data may be
completed via the Internet, a local network connection, a Bluetooth connection, a wired
connection, or a near field communication. The authentication process may also be part of
a security check to resent or restore a system after the phone is lost or stolen. Thus, the
authentication system may be used to activate or authenticate a new device, with the

authentication used to verify the user of the new device.

[0116] Similarly, the system may facilitate secure access to a single shared device by
multiple people to control content or other features on the device. In many cases, passwords
can be viewed, copied, guessed, or otherwise detected, particularly when a device is shared
by several users. The users may be, for example, family members including parents and
children, coworkers, or other relationships, such as students. The authentication system
may allow each of the family members to log in based on his or her own unique enrollment

information associated with a user account.

[0117] The device may restrict access to certain content or features for one or more of the
certain user’s accounts, such as children’s user accounts, while allowing access to content
and features for others, such as the parents’ accounts. By using the authentication system
for the shared device, the users such as children are unable to utilize a password to try and

gain access to the restricted content because the authentication system requires the presence
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of the parent for authentication, as explained above. Thus, device sharing among users with
different privileges is further secured and enhanced. Likewise, in a classroom setting, a
single device may be securely shared between multiple people for testing, research, and

grade reporting.

Adaptations and Modifications

[0118] Numerous modifications may be made to the above system and method without
departing from the scope of the invention. For example, the images may be processed by a
facial recognition algorithm on the device and may also be converted to biometric data on
the device which is then compared to previously created biometric data for an authorized
user. Alternatively, the images from a device may be sent through a wired or wireless
network where the facial recognition algorithms running on a separate server can process
the images, create biometric data and compare that data against previously stored data that

assigned to that device.
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Multiple Profiles for a Single User

[0119] Further, the photo enrollment process may be done multiple times for a user to
create multiple user profiles. For example, the user may enroll with profiles with and
without glasses on, with and without other wearable devices, in different lighting
conditions, wearing hats, with different hair styles, with or without facial or ear jewelry, or
making different and unique faces, such as eyes closed, winking or tongue out to establish
another level of uniqueness to each user profile. Such ‘faces’ made by the user would not
be available on the user’s Social Media Pages and hence not available for copying,
manipulation, and use during a fraud attempt. Each set of enrollment images, enrollment
biometrics, or both may be saved along with separate enrollment movement. In one
embodiment at least three images are captured as the mobile device completes the path. It

is contemplated that any number of images may be captured.

Linking Enrollment Information

[0120] It is also contemplated that the enrollment process may be linked to an email
address, phone number, or other identifier. For example, a user may sign up with an email
address, complete one or more enrollments as described above, and confirm the
enrollments via the same email address. The email address may then further enhance the
security of the system. For example, if a user unsuccessfully attempts to login via the
authentication system a predetermined number of times, such as three times for example,
then the authentication system locks the account and sends an email to the email address
informing the user of the unsuccessful login attempts. The email might also include one or
more pictures of the person who failed to login and GPS or other data from the login
attempt. The user may then confirm whether this was a valid login attempt and reset the
system, or the user may report the login attempt as fraudulent. If there is a reported
fraudulent login, or if there are too many lockouts, the system may delete the account
associated with the email address to protect the user’s security. Thus, future fraudulent

attempts could not be possible.

Feedback Meters
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[0121] To further facilitate imaging, the mobile device may include various feedback
meters such as a movement meter or accuracy meter as shown in Figure 10. In one
embodiment, the mobile device 1012 may display a movement meter 1024 that indicates
the amount of movement the mobile device 1012 makes as the user moves the mobile
device 1012 to different positions relative to his/her head. For example, the movement
meter 1024 may be represented as a line that slides from one side of the screen. In this
manner, the enrollment process may require a certain threshold of device movement to
register a user with the multi-dimensional authentication system. For example, the system
could require that the mobile device 1012 is moved in an arc or straight line and rotate at
least 45 degrees to create the enrollment information. In another example, the system could
require an acceleration experienced by the device exceeding a threshold amount. The
movement meter may also aid the user in learning how to image himself/herself using the

authentication system.

[0122] The mobile device 1012 may also display an accuracy meter 1026 or any other
visual representation of authenticated frames to aid the user in authenticating
himself/herself using the authentication system and learning to improve authentication.
The accuracy meter 1026 may show a user a match rate (graphical, alpha, or numerical) of
a predetermined number of images obtained during the authentication process. The
accuracy meter can be represented on the display in a variety of ways including numeric
percentages, color representation, graphical, and the like. A combination of representations

may also be utilized.

[0123] For example, as shown in Figure 10, match rates for a predetermined number of
images taken during authentication are represented on the accuracy meter. In the
embodiment shown in Figure 10, each of the images may be represented by a column in a
graph, and the accuracy can be shown for each image in each column. For example, the
column with a longer bar represent higher accuracy, and a column with a lower bar
represents lower accuracy. In addition to match rates for images, the match rates for the

path parameter may also be displayed. Over time the user can improve.
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[0124] In another embodiment, each of the images may be represented on a table as a color
that corresponds to the match rate. The color dark green may represent a very high match
rate, light green may represent a good match rate, yellow may represent a satisfactory
match rate, red may represent a mediocre match rate, and grey may represent a poor match

rate. Other colors schemes may also be used.

[0125] The height of the bars or the colors used may correspond to predetermined match
rates. For example, a full bar or dark green may be a match rate greater than 99.9%, a three-
quarter bar or light green may be a match rate between 90% and 99.9%, a half bar or yellow
may be a match rate of 50-90%, red may be a match rate of 20%-50%, and a single line to
a quarter bar or grey may be a match rate of 0-20%. A pie chart, line graph, or any other
type of representation could also be used or any other numerical or graphical display. An

overall score may be presented or a score per image.

[0126] The accuracy meter may also include a message 1028 indicating an overall match
score. For example, the accuracy meter may indicate an average overall match score or the
number of images which achieved a 99.9% match rate and display the message to a user.
With the movement meter 1024 and the accuracy meter 1026 as described above, the user
may quickly learn to use the authentication system due to the feedback presented by the

meters 1024, 1026.

Gamification and Rewards

[0127] The movement and accuracy meters 1024, 1026 may also be configured to
incorporates game features, aspects, or techniques into the authentication system to
encourage a user to try and get the best match possible (such as a high number score or a
high percentage of frames), increasing the user’s skill in utilizing the authentication system.

This also builds user adoption rates for the technology.

[0128] For example, the user may compete with themselves to mimic or improve past
authentication scores to encourage or train the user to achieve a high score. Further
modifications of the authentication meter may also be incorporated such as the ability to

share accuracy match results with others to demonstrate one’s skill in using the system or
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to compete against others. In other instances, the user may receive a reward, such as a gift
or coupon, for high accuracy scores. While this may slightly increase costs, the reduction

in fraud loss would far outweigh the additional cost.

[0129] Further game techniques may be incorporated into the authentication system to
encourage users to take actions which will prevent unauthorized or fraudulent
authentication. In one embodiment, the authentication system may award users that engage
in fraud preventing activities. One such activity is utilizing the facial recognition
authentication system described herein. For example, based on the above described
accuracy meter, the system may reward a user that successfully authenticates with the
system above a certain match rate. The system may award reward points, cash, or other
prizes based on the successful authentication or on a predetermined number of successful
authentications. Where reward points are utilized, the points may be cashed in for

predetermined prizes.

[0130] Other game features may involve award levels for users who gain a predetermined
amount of experience using the authentication feature. For example, different reward levels
may be based on users successfully authenticating 100 times, 500 times, 1000 times, etc.
Because each instance of fraud loss can be significant and can damage the goodwill of the

business or organization, the benefits to fraud prevention are significant.

[0131] In one embodiment, the user may be notified that he or she has achieved various
competency levels, such as a “silver level” upon achieving 100 successful authentications,
a “gold level” for achieving 500 successful authentications, or a “platinum level” for
achieving 1000 successful authentications. A set number of points awarded for each
authentication above a given match rate may increase based on the user’s experience level.
Of course, the names of the levels and the number of authentications for each level as

described above are only exemplary and may vary as desired.

[0132] In one embodiment, an authentication only counts toward reward levels when
business is transacted at the web site while in other embodiments, repeated attempts may

be made, all of which count toward rewards. Another feature may incorporate a leaderboard
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where a user may be notified of a user ranking comparing his or her proficiency or

willingness in using the authentication system as compared with other users.

[0133] Successful use of the authentication system benefits companies and organizations
that utilize the system by reducing costs for fraudulent activities and the costs of preventing
fraudulent activities. Those cost savings may be utilized to fund the above described game

features of the authentication system.

[0134] Further activities that correspond to the authentication system and contribute to the
reduction of fraud may also be incorporated to allow a user to earn points or receive prizes.
Such activities may include a user creating a sufficiently long and strong password that
uses a certain number and combination of characters. This encourages and rewards users
to set passwords that are not easily compromised. Other examples may include rewarding
users to take time to perform verification steps in addition to an initial authentication such
as a mobile phone or email verification of the authentication, answering one or more
personal questions, or other secondary verifications as currently known or later developed.
This rewards users for taking on added time and inconvenience to lower the risk of fraud

to a company or organization.

[0135] As another example, if the authentication service is used to login to websites or
apps that provide affiliate programs, then the reward or gift can be subsidized from the
affiliate commissions on purchases made on those sites. For example, if a commerce
(product or service) web site utilizes the method and apparatus disclosed herein to avoid
fraud, and thus increase profits, then a percentage of each purchase made by a user using
the authentication service will be provided to the authentication service. By reducing fraud,
consumer purchases are more likely and additional users will be willing to enter financial
and personal information. An affiliate link, code, or referral source or identifier may be
used to credit the authentication system with directing the consumer to the commerce

(product or service) web site.

Multiple Account Login

CWM-W-16015 38

Page 312 of 386



10

15

20

25

PATENT
W&M Matter No.: FACETC.0082P

[0136] It is also contemplated that the authentication system may be configured to allow a
user to access many different web sites with a single authentication. Because the
authentication process and result are unique to the user, the user may first designate which
participating web sites the user elects to log into and then after selecting which one or more
web sites to log into, the user performs the authentication described herein. If the secure
authentication is successful, then the user is logged into the selected web sites. In this way,
the authentication process is a universal access control for multiple different web sites and
prevents the user from having to remember multiple different user names and passwords

while also reducing fraud and password overhead for each user.

Automatic Start/Stop of Imaging

[0137] Itis also contemplated that the system may be configured to have the video camera
running on the phone. The mobile device would capture image frames and path parameter
data when the phone moves (using the camera, gyroscope, magnetometer, and
accelerometer) but only process into biometric data on the device or send the frames up to
the server if a face is detected in them. In other embodiment, no image data or frames is
sent to the server and instead the analysis is performed on the user’s mobile device, such
as a phone. In this embodiment, the application executing on the mobile device could
trigger the software application to start saving frames once the phone is moving and then
if the phone continues to move in the correct path (a semi-circle, for example) and the
system detects a face in the frame the mobile device would start to send images, a portion
of the image, or biometric data to the server for processing. When the system senses motion
it may trigger the capture of images at certain intervals. The application may then process
the frames to determine if the images contain a face. If the images do include a face, then
the application crops it out and then verifies if the motion path of the mobile device is
similar to the one use used during enrollment. If the motion path is sufficiently similar,
then the application can send the frames one at a time to the server to be scanned or

processed as described above.

Banding and Edge Detection
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[0138] When a fraudulent attempt is made using a display screen, such as an LED, LCD,
or other screen, the system may detect the fraudulent login attempt based on expected
attributes of the screen. In one embodiment, the authentication system will run checks for
banding produced by digital screens. When banding is detected, the system may recognize
a fraudulent attempt at a login. In another embodiment, the system will run checks for edge
detection of digital screens. As the mobile device is moved to obtain the authentication
movement during a login attempt, the system checks the captured images to for edges of a
screen to recognize a fraudulent login attempt. The system may also check for other image
artifacts resulting from a screen such as glare detection. Any now know or later developed
algorithms for banding and screen edge detection may be utilized. Upon detection of fraud
will prevent authentication and access to the website or prevent the transaction or account

accCess.

Other Attributes Estimation

[0139] The authentication system may further conduct an analysis on the enrollment
images to estimate at least one of a gender, an approximate age, and an ethnicity. In an
alternative embodiment, the user may manually enter one or more of their gender, an
approximate age, and an ethnicity, or this information may be taken or obtained from
existing records which are known to be accurate. The authentication system may then
further store a user’s estimated gender, age, and ethnicity as enrollment credentials or user
data. Thus, when the user later attempts to authenticate with the system, the system will
compare derived gender, age, and ethnicity obtained from authentication images (using
biometric analysis to determine such data or estimates thereof based on processing) with
the stored gender, age, and ethnicity to determine whether to authenticate the user. For
example, if the derived data for gender, age and ethnicity matches the stored enrollment
credentials, then the authentication is successful, or this aspect of the authentication is

successful.

[0140] The authentication system may make the gender, age, and ethnicity estimations
based on a single image during the authentication process or based on multiple images. For

example, the authentication system may use an image from the plurality of images that has
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an optimal viewing angle of the user’s face for the analysis. In other embodiments, a
different image may be used for each analysis of age, gender, and ethnicity when different
images reveal the best data for the analysis. The authentication may also estimate the
gender, age, and ethnicity in a plurality of the images and average the results to obtain

overall scores for a gender, age, and ethnicity.

[0141] As an alternative to obtaining the gender, age, and ethnicity as enrollment
information, the estimated gender, age, and ethnicity estimations as authentication
credentials may be set over a course of repeated use of the authentication system. For
example, if in previous successful authentications using biometrics and movement
information, the authentication system always estimates a user’s age being between 40 and
50, then the authentication may set credentials for that user requiring later login
information to include images of a face estimated to be between 40 and 50. Alternatively,
gender, age, and ethnicity estimations may be implemented as one of many factors
contributing to an overall authentication score to determine whether or not to authenticate

da uscr.

[0142] For example, if the authentication process has a gender estimation of + or - 0.2 of
1.9 male rating, then if the actual results do not fall within that range the system may deny
access for the user. Likewise, if the user’s age range always falls between 40-50 years of
age during prior authentication attempts or enrollment, and an authentication attempt falls
outside that range, the system may deny access or use the result as a compounding factor

to deny access.

[0143] In a further embodiment, when a bracelet or watch capable of obtaining an EKG
signature is used, a certain EKG signature may be required at login. The EKG signature
could also be paired with the facial recognition rotation to provide multiple stage sign-on
for critical security and identification applications. Further, the credentials could also
include GPS information where login is only allowed within certain geographic locations
as defined during enrollment. In one configuration the GPS coordinates of the mobile

device are recorded and logged for a login attempt or actual login. This is additional
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information regarding the location of the user. For example, if the GPS coordinates are in
a foreign country known for fraud, then the attempt was likely fraudulent, but if the GPS
coordinate indicate the attempt or login was made in the user’s house, then fraud is less
likely. In addition, some applications may only allow a user to login when at specified

location such as a secure government facility or at a hospital.

[0144] The enrollment information may further include distance information. Because the
motion arc (speed, angle, duration...) is unique to each user, face detection software on the
device can process the images and determine if the device is too close or too far from the
subject. Or in other words, the enrollment information may consider the size of the face in
the images. Thus, the potential enrollment information may also vary based on the length
of a user’s arm, head, and face size, and on the optics of the camera in the user’s particular
mobile device. The user may also be positioned at a fixed computer or camera, such as
laptop, desktop, or atm. The user may then move the face either forwards and back, side to
side, or up and down (or a combination) to create the images. Hence, this method of
operation is not limited to a mobile device. In one embodiment, the camera is located in an

automobile, such as in a mirror, and the person moves their head or face to authenticate.

Gradual Authentication Access

[0145] In one embodiment, the system is set to limit what the user can do when first
enrolled and authenticated. Then, after further authentications or after a predetermined time
period and number of authentications, additional capabilities may be granted. For example,
during the first 20 authentications during the first 3 months, a maximum transaction of
$100 may be allowed. This builds a database of known authentication data in connection
with non-objected to transactions by the user. Then, during the next 20 authentications a
transaction limit of $3000 may be established. This limits the total loss in the event of fraud
when the authentication data is limited, and the user is new to the system. For example, if

an unauthorized user is able to fraudulently enroll in the authentication system.

Video Display for Imaging
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[0146] When the user images himself/herself using a front-facing camera, the user may
confirm that his/her face is being imaged by viewing the image on the display, as described
above. The image shown on the display may be configured to be smaller in area than the
entire display and may be positioned in an upper portion of the display towards the top of
the device. When the user’s image is shown only in the top portion of the user’s display
screen, the user’s eyes tend to look more closely at the front camera. When the user’s eyes
are tracking up, the accuracy of the facial recognition may be improved. Further, tracking
the movement of the eyes from frame to frame may allow the system to validate that the

images are of a live person, and are not from a photograph or video recording of the person.

[0147] The image shown on the display may also be positioned to correspond with a
camera location on the user’s device, as shown in FIGS 11A-11C. Mobile devices that are
available today may include front-facing cameras disposed at many different positions. For
example, one mobile device 1112a, 1112b may have a front-facing camera 1114a, 1114b
that is disposed above the display and off center towards one side or the other, as shown in
FIGS 11A and 11B. Accordingly, the feedback image 1116a, 1116b of the user shown on
the display may be positioned to correspond with the location of the camera 1114a, 1114b
as shown. In FIG 11A, where a camera 1114a is above the display and is off-center at a
position left of the center, then the image 1116a may be shown in an upper left corner of
the display. In FIG 11B, where a camera 1114b is above the display and is off-center at a
position right of the center, then the image 1116b may be shown in an upper right corner
of the display. As shown in Figure 11C, a mobile device 1112¢ may have a camera 1114c¢
that is disposed centered directly above the display. There, the image 1116¢c may be
displayed centered in an upper portion of the display. In this manner, a user’s eyes are
directed close to and/or track as close to the camera as possible, aiding eye tracking and
movement verification. The user is also able to better see the feedback image, and other

feedback or information on the screen, as they move the mobile device.

[0148] The image viewed on the display by the user may further be modified such that the
edge pixels on the sides display are stretched horizontally as shown in Figure 12. That is,

a predetermined area 1206, 1208 on both the right and the left sides are warped to stretch
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towards right and left edges, respectively, of the screen. This allows a larger vertical portion
of the displayed image to be shown on the display. Simultaneously, this trains a user to use
the system correctly by keeping his or her face in the center of the screen, as his or her face
would become warped on the screen if it becomes off center and part of the face enters the

one of the warped areas.

Authentication in Low-light Environments

[0149] To facilitate imaging, the screen on the mobile device may additionally be
displayed with a white background, and the brightness of the screen may be increased to
light up the user’s face in dark environment. For example, a portion of the display could
provide video feedback for the user to ensure he or she is imaging himself or herself, while
the remaining portion of the display is configured to display a bright white color. Referring
to the example shown in Figure 11C, this may be done by showing the video feedback
1116c¢ on a center of the display, with the surrounding areas being displayed as bright white
bars around the video feedback 1116c. In very dark situation, an LED flash on the back
side of the mobile device and the back facing camera may be used. Alternatively, the
camera may be configured to create an image using infrared light or other night vision

techniques.

[0150] When infrared imaging is used as thermal imaging, further security enhancements
are possible. Particularly, the thermal imaging may be analyzed to indicate whether the
obtained images are from an actual user or are fraudulent images from a screen or other
device. When a person is in front of an infrared thermal imaging camera, the heat radiation
detected should be fairly oval shaped designating the person’s head. In contrast, the heat
radiating from a screen is typically rectangular. Further, the heat patterns detected in the
actual person’s face as well as the movement of the heat patterns in the images can be
compared with expected heat patterns of a human face to distinguish the images from

fraudulent authorization attempts using a screen.

Detecting Output from the Mobile Device
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[0151] The display or other light source on the mobile device may further be utilized to
provide additional security measures. During the authentication process described above,
light from the display or other light source is projected onto the user’s face and eyes. This
projected light may then be detected by the camera of the mobile device during imaging.
For example, the color tone detected on the skin, or a reflection of the light off the cornea
of auser’s eye may be imaged by the camera on the mobile phone. Because of this, random
light patterns, colors, and designs may be utilized to offer further security and ensure there
is a live person attempting authentication and not merely an image or video of a person

being imaged by a fraudster.

[0152] As one example, when a user begins authentication, the authentication server may
generate and send instructions to the user’s device to display a random sequence of colors
at random intervals. The authentication server stores the randomly generated sequence for
later comparison with the authentication information received from the mobile device.
During authentication imaging, the colors displayed by the device are projected onto the
user’s face and are reflected off the user’s eyes (the cornea of the eyes) or any other surface
that receives and reflects the light from the screen. The camera on the user’s mobile device
detects the colors that are reflected off the user’s skin or eyes (or other surface) and
generates color data indicating the colors detected based on the screen projection. This data
may be returned to the authentication server to determine if the color sequence or pattern
sent to the mobile device matches that known sequence or pattern projected by the screen
of the user device. Based on this comparison at the authentication server the authentication
is a success or denied. The comparison with the random sequence of colors in the
instructions may alternatively occur exclusively at the user device to determine that a live

user is being authenticated.

[0153] As another example, when a user begins authentication, the authentication server
may send instructions the user’s device to display a randomly generated pattern which is
then stored on the authentication server. This pattern may include graphics, text, lines or
bars, flashing light patters, colors, a QR code, or the like. The randomly generated pattern

is displayed during authentication imaging, and the pattern is reflected off the user’s eyes
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(cornea). The camera of the user’s device detects the reflected pattern off the eye of the
user and processes the reflected, mirrored image of the displayed pattern. The processed
pattern (such as being converted to a numeric value) is transmitted to the authentication
server and compared to the pattern that was randomly generated and stored on the
authentication server to verify if the pattern displayed by the screen and imaged after

reflection off the user’s face establishes a pattern match.

[0154] If a match occurs, this establishes or increases the likelihood that a live person is
being imaged by the device. If the pattern is not a match, or does not meet a match threshold
level, then the authentication process may fail (access denied) or the account access or
transaction amount may be limited. It is noted that this example could also be incorporated
on desktop computer with a webcam that does not incorporate the enrollment movement
and authentication movement described above. Further, this example may not only be
incorporated with facial recognition, but could also serve as an added layer of security for
iris recognition or any other type of eye blood vessel recognition, or any facial feature that

is unique to a user.

[0155] When the above example is implemented on a desktop computer, eye tracking may
also be utilized to further demonstrate the presence of a live user. For example, the screen
could show a ball or other random object or symbol moving in a random pattern that the
user watches with his or her eyes. The camera can detect this real time movement to verify
the user is live, and not a picture or display, and verify that the eye or head movements
correspond to and match the expected movement of the object or words on the screen,
which are known by the authentication system. Eye tracking can also be done by
establishing an anchor point, such as via a mouse click at a location on the screen (assuming
that the user is looking at the location where the mouse click takes place), and then

estimating where the user is looking at the screen relative to the anchor position.

[0156] The use of a moving object on the screen may also be beneficial during enrollment
on either a mobile or stationary device. For example, while capturing the enrollment

images, the device may display a moving digital object (such as a circle or words(s)) that
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moves around the screen so that the user is encouraged to follow it with his or her head and
eyes. This movement may be involuntary from the user, or the device may be configured
to instruct the user to follow the object. This results in movement of the head and/or eyes
creating small changes in the orientation of the user’s head and face with the device camera,
providing more complete enrollment information. With more complete enrollment
information, the system may better ensure that the user will later be authenticated at a high

rate even at slightly different angles during future authentication attempts.

Intuitive User Training and Enhanced Security by “Zooming”

[0157] In one embodiment, the system is configured to aid the user to easily learn to
authenticate with the system. As shown in Figure 13A, once enrollment or authentication
is begun as described previously, the system causes the user’s mobile device 1310 to
display a small oval 1320 on the screen 1315 while the mobile device 1310 is imaging the
user. Instructions 1325 displayed on the screen 1315 instruct the user to hold the mobile
device 1310 so that his or her face or head appears within in the oval 1320. Because the
oval 1320 is small, the user is required to hold the mobile device 1310 away from his or
her body, such as by straightening his or her arm while holding the mobile device 1310.
The maximum arm length and face size is unique to the user. In other embodiment, the arm
may not be fully straightened such as to accommodate operation when space is not
available, such as in a car or in a crowded location. It is noted that while the small oval

1320 is shown centered in the display, it may be positioned anywhere on the screen 1315.

[0158] Next, as shown in Figure 13B, the system causes the user’s mobile device 1310 to
display a larger oval 1330 on the display 1315. The display 1315 may also show
corresponding instructions 1335 directing the user to “zoom in” on his or her face to fill
the oval 1330 with his or her face. The user does this by bringing the mobile device 1310
closer to his or her face in a generally straight line to the user’s face (such as shown in
FIGS. 7A and 7B) until the user’s face fills the oval 1330 or exceeds the oval. In other
embodiments, the large oval 1330 may simply be a prompt for the user to bring the mobile

device 1310 closer to the user’s face.
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[0159] Thus, the system provides and teaches the user a simple method to provide
enrollment and authentication images along with enrollment and authentication movement
as explained above. The system may also teach varying enrollment and authentication
movement by varying the location of the small oval 1320 on the screen 1315, and by
changing the order and the size of the ovals displayed. For example, the user may zoom in
half way, then out, then in all the way, by moving the mobile device. The system may be
configured to monitor that the camera’s zoom function (when equipped) is not in use,

which typically requires the user to touch the screen.

[0160] In one embodiment, the enrollment movement may be omitted, and the
authentication movement may be compared to expected movement based on the prompts
on the screen. For example, the device or authentication server generates a series of
differently sized ovals within which the user must place his or her face by moving the
mobile device held in the user’s hand. In this manner, the authentication movement may
be different during each login depending on the order, size, and placement of the ovals

shown on the screen.

[0161] The system may also incorporate other security features when the “zoom in”
movement is used as shown in Figures. 13A and 13B. The zoom in feature is typically from
moving the device closer or further from the user, but a camera zoom function is also
contemplated. When images are taken at relatively close distances between the subject and
the camera, the images are distorted through what is known as perspective distortion. Some
texts may refer to this distortion as fish-eye type distortion, but perspective distortion is a
more accurate technical terminology. Further, lenses configured as wide-angle lenses may
contribute barrel distortion (a type of lens distortion) in an image. Other types of lens
distortions are also present. These distortions may be tracked for different types of lenses
for different devices. The degree of distortion experienced by a user performing the “zoom
in” movement to fit their face within the screen displayed prompts may vary and is
dependent on the type of optics used in the camera’s lens, the type of distortion, and other

factors.
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[0162] The distortion becomes more obvious on an image of a person’s face when the
person images his or her face close to the lens. The effect results in the relative dimensions
of the person’s face appearing different than when the imaging is done with the person’s
face farther away from the lens. For example, a person’s nose may appear as much wider
and taller relative to a person’s face when the image is taken at a close proximity as
compared to when the image is taken at a distance. The differences in the relative
dimensions are caused by the relatively larger differences in distances between the various
facial features and the camera when the person is imaged close to the lens as compared to
the relatively equal distances between the facial features and the camera when the person

is imaged at a distance farther from the lens.

[0163] Such differences have been found to be significant in many facial recognition
algorithms. That is, a facial recognition algorithm may not result in a high likelihood of a
match between images of a live person imaged at a close proximity and the same person
imaged at a far proximity. In contrast, if a two-dimensional photograph of a person is
imaged by the camera at both a close proximity and a farther proximity, the relative
distances (length) between the lens and the facial features of the two-dimensional image
do not change so significantly. Thus, a facial recognition algorithm would recognize the
two-dimensional photograph as a high likelihood of a match when imaged at both a close

proximity and a distance farther from the lens.

[0164] This effect also changes what parts of the user may be viewed by the camera of the
user’s mobile device based on the angle between the camera and facial features of the user.
For example, when imaged farther away, the camera may image the user’s face with the
user’s ears visible in the image. However, when the user device is moved close to the user’s
face, the image captured by the camera no longer includes the user’s ears. This is because
other facial features of the user’s face, such as the user’s cheeks/cheekbones now block the
line of sight from the camera to the user’s ears. In contrast, when a two-dimensional picture
is imaged by the camera, the same facial features of the two-dimensional picture will
always be visible to the camera whether the camera is close to the two-dimensional picture

or far away. Thus, the three-dimensions or liveness of the user’s face may further be
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verified by detecting changes in what part of the user face or other features are present in

the image.

[0165] This effect as described above may be used to increase the security of the
authentication system. For example, during enrollment, enrollment images may be
provided by the user at both close and far proximities from the lens, in addition to other
positions through the movement. Later, during authentication, authentication images may
be obtained at both the close and far distances from the lens to determine if they match
with the enrollment information obtained from the enrollment images. Further, because
perspective distortion is expected when an actual, three-dimensional person is present, an
absence of the relative change in the dimensions of the facial features alerts the system to
a fraudulent attempt at authentication. This effect could not easily be re-created with a two-
dimensional picture (printed photograph or screen) and thus, this step can serve as a secure
test to prevent a two-dimensional picture (in place of a 3D face) from being used for

authentication.

[0166] In other words, using this movement of “zooming” in and out on the user’s face,
two or more biometric profiles could be created for the same person. One of the multiple
profiles for the person may be imaged farther from the camera, and one of the multiple
profiles may be for the person imaged closer to the camera. For the system to authenticate
the person, the authentication images and biometrics must match the two or more profiles

in the enrollment images and biometrics.

[0167] In addition, the system may detect the presence of a real person as compared with
a fraudulent photograph of a person by comparing the background of the images obtained
at a close and a far proximity. When the mobile device 1310 is held such that the person’s
face fits within the oval 1320, objects in the background that are almost directly behind the
person may be visible. However, when the mobile device 1310 is held such that the
person’s face fits within the larger oval 1330, the person’s face blocks the cameras ability

to see the same objects that are almost directly behind the person. Thus, the system may
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compare the backgrounds of the images obtained at the close and the far proximity to

determine whether the real person is attempting authentication with the system.

[0168] Of course, in Figures. 13A and 13B, shapes or guides other than ovals 1320 and
1330 may be used to guide the user to hold the mobile device 1310 at the appropriate
distance from his or her face. For example, the mobile device 1310 may show a full or
partial square or rectangle frame. Further, the system may vary the size and location of the
frame, such as the ovals 1320, 1330 to add further security. For example, the system may
require a medium sized frame, a small frame, and then a large frame. As another example,
the system may require a small frame at a first location and a second location, and then a
large frame. This may be done randomly to teach different users different enrollment and

authentication movements, or to increase the security of the authentication system.

[0169] The number of frame sizes presented to the user may also vary for a single user
based on the results of other security features described herein. For example, if the GPS
coordinates of the mobile device show that the device is in an unexpected location, more
frames at different distances may be required for authentication. One or more indicators,
such as lights, words, or symbols may be presented on the screen to be visible to the user

to direct the user to the desired distance that the mobile device should be from the user.

[0170] In Figures 13A and 13B, the system may predict the expected perspective distortion
of the images based on the mobile device used for enrollment and authentication, and based
on known and trusted enrollment data. In addition, or as an alternative, the known
specifications of a mobile phone camera for a given model may be utilized to predict the
expected distortion of the person’s facial features at different distances from the lens. Thus,
the authentication may be device dependent. Further, enrollment information from the user

is not required at every possible distance from the camera.

[0171] For example, as described above, enrollment images and biometrics may be
obtained at at least two distances from the user. During authentication, multiple
intermediary images are captured in addition to images corresponding the close and far

distances of the enrollment images and biometrics. Based on the expected pattern of
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distortion of these intermediary images according to the distanced traveled by the device,
the system may validate that the change in distortion of the images is happening at the

correct rate, even though only two enrollment profiles are obtained.

[0172] The capturing of these images may be still images or video, such that frames or
images are extracted from the video that is taken during the movement from the first
position distant from the user and the second position proximate the user. Thus, it is
contemplated the operation may capture numerous frames during the zoom motion and
ensure that the distortion is happening at the correctrate for the head size and the
movement of the mobile device distance based on data from the accelerometers,

magnetometers, and so forth.

[0173] Over time based on accumulated data, or calculated data during design phase, the
system will have data indicating that if a phone is moved a certain distance toward a user’s
face, then the distortion effect should fall within a known percentage of the final distortion
level or initial distortion level. Thus, to fool or deceive the authentication system disclosed
herein, the fraud attempt would not only need to distort the fraudulent two-dimensional
picture image, but would also need to cut the background, and then make a video of the
face, distortion, and background that does all of this incrementally and at the correct speed,
all while not having any banding from the video screen or having any screen edges visible,

which is very unlikely.

[0174] Many currently known facial detection and facial recognition algorithms are
configured to only look for a face within an image where the depicted head is smaller than
the image’s dimensions. If a user’s the forehead, ears or chin were not visible in the frame
the remainder of the face would not be detected. Thus, to ensure that the facial detection
and recognition algorithms detect and recognize the user’s face in the zoomed in image
(Figure 13B), the system may add a large buffer zone around the image taken at a close
proximity. This creates a larger overall image and allows current facial detection and
recognition algorithms to detect and recognize the face, even where the face of the user is

large in the original image. In one embodiment, the face detection may be configured to
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detect portions of the face such as eyes, nose and mouth and extrapolate that the entire face

is present based on one of more of those features being present.

[0175] When the enrollment and authentication movements resulting from the process
described with Figures 13A and 13B is used, the eye tracking security features described
above may also be enhanced. For example, when the user is instructed to bring the mobile
device 1310 closer to his or her face to fill the oval 1330, the QR code, a random shape, a
bar code, color, text, numbers or any other visual indictor may be displayed on the screen.
At this close distance, the reflection of the displayed indicator off the user’s eye or face
may be more easily imaged by the camera. Furthermore, eye movement, blinking, and the
like to determine the “liveness” of the person being imaged may also be more easily

obtained at the close proximity.

[0176] In one embodiment, at least one blink is required to prove liveness for
authentication. In another embodiment, blinks may be counted, and the number of blinks
may be averaged over time during authentications. This allows for an additional factor in
authentication to be the number of blinks observed during the motion. If a pattern of when
the user blinks during the motion is observed, the system may verify that the user blinks at
the expected time and device location during the motion during future authentication
attempts. In some instances, the system may prompt the user to blink, wink, smile, etc. and
monitor the captured images to verify that the user has performed the prompted action
within a predetermined time. A series of prompted actions may be given to the user to
perform (for example, blink, wink right eye, then smile). In one example, the system may
prevent authentication (lock out a user) if the prompted actions are performed out of order
or are not performed within the time period because this may be indicative of a fraudulent

recording being used in place of a live user.

[0177] In other embodiments, the size or location of the oval or frame may change to sizes
or locations other than that shown in Figures 13A, 13B such that the user must position
and/or angle the phone to place his or her face within the oval. This establishes yet another

method of insuring liveness of the user. The oval may start small and become larger or start
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large and become smaller. The shape may be shapes other than oval, such as square,
triangular, rectangular, or any other shape. Instead of or in additional to a shape, text may

be shown instructing the user to move the phone closer or farther from the user’s face.

[0178] In one exemplary method, the mobile device is positioned at a first distance from
the user and a first image captured for processing. This distance may be linearly away from
the user and in this embodiment not in an arc or orbit. This may occur by the user moving
the mobile device, either by hand, or by the mobile device being on a movable device or
rail system. Or, the lens system may be adjusted if in a fixed system to change the size of
the user’s face in relation to the frame size. Alternatively, the user may stay stationary, the
multiple cameras may be used, or camera may move without the user moving. Once some
form of movement (from a device, camera, lens, or user) has occurred to establish the
camera at a second distance, a second image is captured for processing. Movement from
the first position to the second position may be straight toward the user. Processing occurs

on both images.

[0179] The processing may include calculations to verify a difference between the two
images, or a difference in biometrics obtained from the two images, that indicates that a
real person is being imaged. Processing may occur to compare the first authentication
image to a first enrollment image (corresponding to the first distance) to determine if a
match is present and then compare the second authentication image to a second enrollment
image (corresponding to the second distance) to determine if a match is present. If a match

occurs, then authentication may proceed.

[0180] Variations on these methods are also possible with the system requiring a match at
the first distance, but a failure to match at the second distance, thereby indicating that the
second image is not of a two-dimensional picture. The processing resulting in a match or
failure to match may be any type image or facial recognition processing algorithm. As with
other processing described herein, the processing may occur on the mobile device, one or

more remote servers, or any combination of such devices.
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[0181] All the processing described herein may occur on only the mobile device, only a
remote server, or a combination there. The biometric data may be stored on the mobile
device or the server or may be split between the two for security purposes. For example,
the images could be processed on the mobile device, but compared to enrollment data in
the cloud or at a remote server. Or, the images could be sent to the cloud (remote server)

for processing and comparison.

Pixel Relative Velocities for Depth Detection

[0182] The system may further incorporate the use of an operation referred to generally
herein as pixel velocity analysis to determine whether the authentication information
obtained by the device includes images and/or biometric information of a live, three-
dimensional person. Pixel velocity analysis tracks the pattern of apparent motion of objects,
surfaces, and edges in a visual scene. For instance, pixel velocity analysis tracks the
apparent motion of features in successive images caused by the relative motion between a

camera and the scene in at least two frames.

[0183] In one example, when there is relative movement between the camera and scene,
an object closer to the camera within the scene will appear to move at a different rate than
an object farther from the camera. This movement or pixel velocity is reflected in changes
in pixel values that represent the objects in the picture as the objects change their location

in the picture as the camera is moved.

[0184] For example, a background element may be represented in the array of pixels in the
images, such as a clock on a wall or a distant tree in the landscape. A foreground element
may also be represented in the array of pixels as a face or facial feature of a person being
imaged. As the relative distance between the camera and the foreground element and the
background element change, the pixels representing the foreground and the background
elements will change their position within the array of pixels. Different pixels will
represent or capture the particular elements as the camera is moved. Importantly, the

differences in distances between the camera and the foreground element and the camera
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and the background element cause the rate of change of the pixels (pixel velocity) of the

foreground element and the background element to be different.

[0185] In some instances, different features of a foreground object may be compared for
relative changes in pixel velocities. In this instance, the pixel velocities of different facial
features may be compared, such as the nose or cheek. The pixel velocities for the different
facial features of a real, three-dimensional person will be different based on their location
on the frame of images and on the relative distances from the camera. For example, the
pixels that represent the user’s nose may move very little as the camera is moved closer to
or further from the user face while pixels that represent a feature on the outside of the face

will move to a greater degree.

[0186] In some instances, as the camera is moved closer to the use, some background
elements will be obscured by the user’s face and thus certain elements will be obscured.
This would not occur if a two-dimensional image of the user was being imaged, such as in

a fraud or spoofing attempt, instead of a live three-dimensional user.

[0187] The different rates of movement can be captured and compared in frames taken at
incremental times. By detecting the different rates of movement or velocities of objects
(rate of change over time or based on camera position) in the foreground and the
background of the image, it can be determined that the image is a live, three-dimensional
image as compared to a two-dimensional picture being used in a fraudulent authorization

attempt.

[0188] For example, an item in the background (distant from the camera) may move at a
different rate (number of pixel locations in the array per unit of time or per frame) as
compared to an item in foreground (close to the camera). By detecting the differing rates
of change in the pixel array that are represented in the successive images, it can be
determined that the objects within the images are three-dimensional. In contrast, if a two-
dimensional printed picture is used in an attempt to spoof the system, all the pixels in the

images of the printed picture move at the same rate. This is because all the features shown
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on a two-dimensional printed picture are located at essentially the same distance from the

camera.

[0189] In particular, items in the foreground move at a higher rate of speed (movement in
the pixel array) as compared items in the background. If the device’s camera is imaging
the user’s face, then the foreground will be the user’s face and the background will be the
scene behind the user, such as a wall, building, trees, or other items behind the user’s face.
By detecting the rate of change of pixel locations of items in the foreground as compared
to the pixel locations in the pixel array that forms the image of items in the background, a

determination is made that the scene is a three-dimensional scene.

[0190] Further, pixel velocity analysis also includes edge detection. That, certain identified
features in a three-dimensional image may be visible in some frames, but may not be visible
in other frames. This typically happens around the edges of an object in the foreground of
an image. For example, when a user images his or her face while moving the camera from
a distance far away from his or her face to a distance closer to his or her face, objects in
the background of an image will disappear as the face of the user takes up more and more
space in the frame. Pixel velocity analysis is configured to identify objects in the
background around the edges of the face and checks that the objects move to disappear
behind the face as the face become enlarged, or that the detected face displaces or covers
the features as the face enlarges in the image as the camera moves closer. This will not

occur with a two-dimensional picture.

[0191] Further comparisons can be made by observing the rate of pixel locations within
the face itself. For example, if pixels on the foreground change at a different rate as
compared to pixels on the background, or displace background pixels, then the person can
be identified or characterized as three-dimensional. For example, if pixels showing the nose
displace pixels on the upper lip and inner cheeks, and the pixels showing cheeks displace
pixels representing the ears, and the pixels showing the chin displace pixels representing
the neck in the images as the camera is moved closer to the face, then the person being

imaged can be identified as a real three-dimensional person. Further, movement or velocity
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of the identified features themselves change based on their location in the frame and their
distance from the camera. Thus, features on the outside of the face exhibit different pixel
velocities than features toward the center of the face. Similar, features such as the eyes and
cheeks exhibit different pixel velocities as compared to the nose due to the different relative

distances from the camera.

[0192] To perform this comparison, two or more images must be captured. For example, a
first image is taken at a first distance from the user and then a second image is taken at a
second distance from the user, and so on. The comparison is made between the pixel
locations of one or more elements (items) in the first image and the second image and can

be correlated with the motion of the device as determined by the accelerometer and gyro.

[0193] The pixel velocities detected for various identified features in the images may be
mapped to form a “heat” map or other type mapping of the pixel velocities. In this example
where a face is being imaged, detected pixel velocities are mapped to each of the detected
facial features. For features with high pixel velocities, the map may show “hot” areas, such
as for features on the edge of the face such as a chin or cheekbone. For areas with low pixel
velocities, such as features at the center of the image like the nose, the map may show
“cool” areas. By analyzing this heat or rate of change map, a determination may be made
whether the image is that of a two-dimensional picture or a live human in a three-

dimensional environment.

[0194] Pixel velocity analysis may advantageously be used in the above described
authentication system when the device and camera are moved from one position to another.
For example, the system may conduct pixel velocity analysis in two or more images as the
person authenticating moves the device to fit his or her face within the small and large

ovals as shown in Figures 13A and 13B.

[0195] An example of this process is described with reference to Figure 14. When a first
image is received by the device or server, feature recognition is performed on the image to

detect predetermined objects within the image in step 1402. In this instance, facial or
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feature detection is used to confirm the presence of a user’s face and/or facial features on

the user’s face, such as the user’s nose, eyes, cheekbones, chin, etc.

[0196] Next, the system analyses the pixel placement in one or more subsequent frames to
determine whether the pixels representing the detected features correspond with features

located in the foreground or the background of the scene in step 1404.

[0197] In one embodiment, when the user moves the device to fit his or her face within the
ovals, such as those shown in FIGS. 13A and 13B, the face of the user is identified as the
foreground of the image, or the features within the ovals 1320, 1330. The area around the
face showing the room or environment of the person is identified as the background of the
image, or the features within area 1315. Additionally, the facial features can be verified to
behave with characteristics of relatively different distances and locations in the frame. For
example, the nose, mouth, and chin may be considered foreground features while the

cheeks, ears and jawline may be considered background features.

[0198] In step 1406, the various features are tracked through successive images to obtain
two-dimensional vectors characterizing the flow or movement of the features. The
movement of the features in this example is caused as the user moves the device to fit
his/her face within the oval shown in the exemplary screen displays of FIGS. 13A and 13B.
Such movement may include the nose displacing pixels on the upper lip and inner cheeks
and then the cheeks displacing pixels representing the ears and the chin displacing pixels

representing the neck.

[0199] The device (processor executing machine readable code stored in memory) then
compares image frames (formed by an array of pixels) as the device moves closer to the
face of the user. The pixels representing objects in the image are tracked to determine the
velocity characteristics of the objects represented by the pixels in the foreground and the
background. The system detects these changes in position of items based on pixel data, or
two-dimensional pixel velocity vectors, by comparing the successive images taken by the
device. When the live, three-dimensional user is authenticating, velocity characteristics of

the foreground features (face) and the background features differ significantly as compared
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to velocity characteristics of a two-dimensional spoof being imaged. That is, the velocity
characteristics of facial features are different for a live, three-dimensional person are
different as compared to a two-dimensional spoof as the user moves the device to fill

his/her face in the oval shown in FIGS. 13A and 13B.

[0200] Thus, in step 1408, the system checks if the two-dimensional vectors of foreground
features match expected values of a live, three-dimensional person. The expected values or
expected rate of change of an item in an image, defined by pixel location or values, may
be based on testing over time such as expected location, expected displacement, expected
rate of change of the item, or even expected differences in the rate to change which would
indicate three-dimensionality (as opposed to a 2D photograph or video screen of a person).
In this example, testing may set an expected value of movement or velocities of the ears,
cheekbone, nose, etc. When two-dimensional vectors match expected values, the method
proceeds to step 1410 to increase a likelihood that the images are of a live, three-
dimensional person. If the two-dimensional vectors do not match expected values, (or
match values that are expected when a two-dimensional spoof is used) then the method
decreases the likelihood that the images are of a live, three-dimensional person as shown

in step 1412.

[0201] When a live, three-dimensional person is being imaged, the two-dimensional
vectors, or displacement of pixels between successive images are different in the
foreground and background of the image. Thus, in step 1414, the system also analyzes the
two dimensional vectors of background objects to determine whether these match expected
values. The likelihood of the images being of a live, three-dimensional person is again

updated in either steps 1410 or 1412.

[0202] As explained above, some pixels representing certain background objects may
appear or disappear completely. For example, as the user moves the device from arm’s
length to closer in towards his or her face, pixels, edges, and/or features of the user’s face
will have a higher rate of movement than features in the background, such as a picture

frame on a wall, a clock, etc. Additionally, some pixels that are visible on or around the
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user’s face when the device is furthest out from the user will no longer be visible when the
user moves the device closer to his or her face. The pixels around a person’s face may be
defined as the facial halo and the items in these pixels (facial halo) will no longer be
captured by the camera in the image due to the person’s face taking up more of the image
and ‘expanding’ due to the movement of the camera closer to the person’s face. As
mentioned above, this check may be referred to as edge detection. In step 1416, the system
verifies whether background images around the edges of foreground images match
expected values. The system also ensures that pixels representing the edge of the
foreground object (such as the face) replace pixels of background objects near the edges of
the foreground object. The likelihood of the images being of a live, three-dimensional user
is adjusted in step 1410 and 1412 based on the outcome of the edge detection in step 1416.
Thus, by tracking these pixels and the displacement, the system can verify whether the
pixel velocity analysis is consistent with three dimensional objects having a foreground

and background.

[0203] In step 1418, the liveness or three-dimensionality of the user being imaged and
authenticated is validated based on the various checks described above. A determination
that the user attempting authenticate is a live person is one element that must be met as part
of the authentication. Thus, attempts at fraudulent access to an account or device using
screens or photos of the person can be more reliably prevented. This prevents attempts at
fooling the authentication system with a two-dimensional image such as a printed picture,

a digital a projection or a digital screen image of a person.

[0204] Further enhancements may also be achieved using pixel velocity analysis for
liveness or three-dimensionality. When the user brings the device (camera) closer to the
user’s face, the facial features will distort differently due to the large relative distances
between the various features and the camera and the placement of the features in the field
of view of the camera as the camera comes closer to the face. This effect may be referred
to as perspective distortion. When this distortion begins to occur, pixels in the center of the
frame that represent the features in the center of the face such as the nose will have the

least amount of distortion in the frame, whereas the pixels that represent the outer portions
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of the face such as the cheeks, the chin, and the forehead will show the most relative pixel
movement (more than pixels at the center of the frame) and the highest acceleration. Thus,
the three-dimensionality can also be shown by comparing the features on the face itself.
This is because at close proximity to the device, facial features closer to the device can be
considered foreground features, and facial features farther from the device are background
features. For example, pixels representing the nose will show less movement between
frames than pixels representing the cheekbone because of the nose’s shorter relative

distance from the camera when the device is held at eye level.

[0205] Pixel velocity analysis may also be used to track liveness characteristics that are
very difficult to recreate during a fraudulent authentication event. For example, the human
eyes are never completely still even when focusing on an object. There is always, quick
involuntary movement of the eyes as the eyes scan an object, moving around to locate
interesting parts of the object, and developing a mental, three-dimensional “map”
corresponding to the scene. These movements are called saccades and are involuntary.
Saccades last from 20ms-200ms and serve as the mechanism of eye fixation. Two-
dimensional velocity vectors, based on movement of the eyes based on pixel values, may
thus be generated by the saccadic motion of the eyes across frames. The presence of these
vectors, the hertz of the eye jitter and the acceleration of the pixel movement between
frames can be compared to measurements of verified sessions and can be used to increase
confidence that the user in front of the camera is not an inanimate spoof such as a photo, a

wax sculpture, or doll.

[0206] In another example, when a bright light is presented to the human eyes, the pupil
will constrict to mitigate the light’s path to the retina. Cameras on typical mobile devices
such as smart phones generally operate at high enough resolutions that two-dimensional
velocity vectors will track the pupils constricting when compared over a series of frames
where the amount of light entering the eyes increases, such as when the user moves the
device and screen closer to his or her face, or when a front-facing flash of a mobile device

is activated.
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[0207] Another feature that may be detected by pixel velocity analysis is reflection off the
eye of the user. The surface of the eye reflects a larger amount of the light hitting it when
the pupil contracts, providing a brighter reflection of the light emitting object. In the case
of the device with an illuminated screen being moved closer to the face of the user, the size
and brightness of the reflection of the device’s screen will increase while the size of the
pupil contracts. It is possible to observe and document these two-dimensional vectors in a
consistent motion path and then provide a liveness evaluation on video frame sessions

based on the expected two-dimensional vectors being observed or absent.

[0208] Facial recognition algorithms use landmarked points on the face to measure the
distance and angles between the facial features. This creates the unique look of individuals
and the corresponding unique biometric data. In some embodiments, pixel velocity analysis
may be used not only to verify the three-dimensionality of the person, but may also be used

as an additional or alternative facial recognition algorithm.

[0209] In this instance, the device may recognize two-dimensional vectors of the features
throughout the user’s face as the user provides enrollment images while moving the camera
in and out to fit the ovals as shown in Figures 13 A and 13B. These two-dimensional vectors
formed are caused by the distortion and movement of the facial features that occurs when
the camera is brought close to the user’s face due to the three-dimensional characteristics
of the user’s face. Tracking the two-dimensional vectors and mapping the two-dimensional
vectors to each of the features of the user’s face results in the creation of a unique “heat”
map of the user’s face using a two-dimensional camera. The “heat” map indicates “hot
spots” where larger two-dimensional vectors show increased pixel velocities of certain
facial features as opposed to “cool” areas where smaller two-dimensional vectors show

small pixel velocities of other facial features.

[0210] Such maps have been found to be unique to each user as the user moves the device
with the camera in and out to fit the ovals as shown in FIGS. 13A and 13B. Thus, the map
of the two-dimensional vectors of pixel movement corresponding to facial features

resulting from the device movement or the head movement can be used itself as biometric
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data in addition to verifying three-dimensionality of the person being imaged. That is, the
two-dimensional vectors of the various facial features may not only be compared to
expected values to determine the three-dimensionality of the user’s face, but the two-
dimensional vectors of the various facial features created as the user moves the device and
camera relative to the user’s face are themselves unique to each user based on the unique
face of the user. Thus, unique heat maps are captured based on the three-dimensional facial
features of the user registering with the authentication system, which can be associated

with the user as biometric information for authentication.

[0211] Using previously authenticated and stored heat maps of the users face, the system
may thus analyze new authentication images with pixel velocity analysis not only to
determine the liveness or three-dimensionality of the person, but also to authenticate the
identity of the person. These checks may occur simultaneously. That is, the system
compares the heat map obtained from the authentication images to determine whether it
matches the heat map obtained during enrollment based on person’s unique, three-
dimensional facial features. The two-dimensional vectors generated by the pixel velocity
analysis are also examined to ensure they correspond with a three-dimensional person as
opposed to a two-dimensional spoof. If the images captured by the device camera are
determined to not represent a live user or do not match the authentication information, then

it is contemplated that authentication will fail and access will be denied.

[0212] Pixel velocity analysis may allow for use of the authentication system with a
stationary two-dimensional camera, such as on a laptop, an ATM, a car dashboard, or a
desktop. That is, with the liveness detection provided by the pixel velocity analysis, it may
be possible to omit the movement information provided by the accelerometer,
magnetometer, and gyroscope of the device, which are lacking in such stationary devices
as an ATM machine. This may be done by the user moving his or her head in relation to a
stationary camera. The user’s movement may be from normal, observable human
movements, or may be a user action that is deliberately requested such as instructing a user
to fit his/her face into an oval changing size on a screen so that the user leans in to fill the

larger oval. Alternatively, the instruction could be a voice instruction. This provides the
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ability to verify the three-dimensionality of the user from the stationary two-dimensional
camera. The individual’s identity may be verified using facial recognition algorithms while
additional identity confirmation, liveness and three-dimensionality detection can be
provided by the pixel velocity analysis when compared to previously captured data from a

similar motion scenario.

Touch Screen Enhancements

[0213] Additional added security modifications may include information about a user’s
finger. Many mobile devices with touch screens can detect the location and approximate
size of a user’s touch on the screen. Accordingly, an approximate size of a user’s finger or
thumb may be measured by the system. In addition to the size of a finger, an orientation
angle of the finger or whether the fingers or thumbs of the right or left hand are used can

be detected.

[0214] In one embodiment, a user selects an account to open, begins enrollment imaging,
or begins authentication imaging by touching the touchscreen of the user device. The
authentication system may thus detect whether the touch by a user during authentication
corresponds with previously stored enrollment information including the size of the user’s
finger or thumb, amount of pressure applied to the screen and whether the user is right or

left handed. This adds an additional security layer for the authentication system.

[0215] Furthermore, the authentication system may require that the user initiates an
authentication by touching a fingerprint reader or the touchscreen in one or more
predetermined manners. In one embodiment, as shown in Figure 15, a touchscreen 1410
may be divided up into predetermined regions 1420. For example, there may be nine equal,
circular, square, or other shaped regions 1420 on the touchscreen 1410 of the mobile
device. During enrollment, the user selects one of the regions 1420 of the screen 1410 to
touch to initiate authentication. During authentication, if the preselected region 1420 is not
touched to begin authentication or during the entire authentication process, then
authentication is denied. This is but one possible design possibility and other design options

are contemplated.
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[0216] The regions 1420 on the touchscreen may be visually represented by a grid, or may
not be displayed at all on the touchscreen 1410. As shown in Figure 16, in addition to or in
place of the regions 1420, buttons 1520 may be displayed on a touchscreen 1510. Here, the
user may initiate the authentication by pressing one or more of the buttons 1520 in a
predetermined pattern. The user may also initiate authentication via a predetermined
swiped pattern. The position to be touched by the user may change with each authentication
attempt and may be conveyed to the user through any instructions from the authentication

server, such as a code, number, letter, color, captcha or other indicator.

Voice Parameters

[0217] It is also contemplated that the user could record their voice by speaking a phrase
while recording their images during the enrollment process when first using the system.
Then, to authenticate, the user would also have to also speak the phrase when also moving
the mobile device to capture the image of their face. Thus, one additional path parameter
may be the user’s spoken voice and use of voice recognition as another layer or element of

the authentication process.

Image Quality Assurance

[0218] The authentication system may also process the images received from the mobile
device to determine if the images are of sufficient quality. For example, the system may
check the images for blurriness caused by the images being out of focus or by the camera
lens being obscured by fingerprints, oils, etc. The system may alert that user that the quality
of the images is insufficient (or too bright or too dark) and direct the user to adjust a focus,

exposure, or other parameter, or to clean the lens of the camera.

Autofocus

[0219] The authentication system may also utilize an autofocus feature when the mobile
device camera is equipped with such. For example, when an actual, three-dimensional
person is being imaged, the system checks to ensure that the sharpness of the image changes
throughout as the camera perform auto-focusing. In another embodiment, the system may

control the autofocus so that the camera focuses on a first location or distance to check for
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sharpness (in focus) of a portion of the image containing a face. The system then controls
the camera to focus at a second location or distance where the presence of a face is not
detected and check for sharpness (in focus) of a portion of the image. If a three-dimensional
person in a real environment is being imaged, it is expected that the focus settings should
be different at the first and second locations, which suggests a real person is presently being
imaged. However, if the face appears to become large but the focus points of both locations
are the same, this indicates that a two-dimensional video screen is being imaged, indicating

a fraudulent login attempt.

[0220] The system may also control the auto-focus of the device to check for different
focus points of different particular features in the image. For example, when a person’s
face is imaged from the front, a person’s ear is expected to have a different focus point

(more distant) than the tip of a person’s nose.

Images of Login Attempt

[0221] The authentication server may also be configured to store the authentication images
for a predetermined length of time. The images may provide additional security benefits as
evidence of a person attempting to log in to a user’s account. For example, the system may
store a predetermined number of prior log in attempts, such as twenty login attempts, or
store images from login attempts for a predetermined time period, such as during the past
seven days or weeks. Any fraud or attempted fraud will result in pictures of the person

attempting the login being stored or sent to the authentication server of the account server.

[0222] The mere knowledge that photos will be taken and sent is a significant deterrent to
any potentially dishonest person because they know their picture will be taken and stored,
and it is an assurance of security to the user. Likewise, any attempted and failed attempt
can have the photo stored and indicator of who is attempting to access the account. It is
also contemplated that an email or text message along with the picture of the person
attempting the failed log in may be sent to the authorized user so they know who is
attempting to access their account. This establishes the first line of security for the account

as the user with the photo or image also being possessed by the authentication server.
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Adaptive Match Thresholds
[0223] Further, the level or percentage of correspondence between the enrollment
information and the authentication information to authenticate the user may change over

time. In other words, the system may comprise an adaptive threshold.

[0224] After a user regularly uses the authentication system described above, the user will
have logged in with the system by moving the mobile device in the predetermined path
relative to his or her head many times. Accordingly, it may be expected that as the user
will gain experience using the authentication system, and that the user will gradually settle
into a comfortable and standardized motion path. In contrast, the initial enrollment
movement of a user will likely be the most awkward and clumsy movement as the user has

little experience with the authentication system.

[0225] To make the authentication system more convenient for the user without losing
security, the adaptive threshold system allows the enrollment movement to adapt so that
the user is not locked into the awkward and clumsy initial movement as the enrollment
movement. To facilitate this, upon each successfully authorization, the successful
authorization movement is stored, and the motion path is added to a list of acceptable
motion paths. The list of acceptable motion paths may be limited to a predetermined
number of paths. When a new successfully authorization is completed and the list of
acceptable motion paths is full, the older enrollment motion path is deleted and the newest
is stored in its place. Alternatively, the motion path that is least like the other motion paths
stored on the list may be deleted. Thus, by storing the most alike or newest motion paths,
the enrollment movement may slowly adapt over time as the user because familiar with the

system and settles into a comfortable motion path for authentication.

[0226] In addition, other enrollment information may adaptively change in a similar
manner as the user information. For example, successful authentication photos or biometric
information can be stored as part of the enrollment information and old enrollment

information may be discarded over time. In this manner, the authentication system can be
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convenient for a user even over a long period of time as the user experiences aging, facial

hair growth, different styles of makeup, new glasses, or other subtle face alterations.

[0227] Determining how much variance is allowed over time in the motion path, the
biometric information, or both may be set by the entity requiring authentication to meet
that entity’s security requirements. Time or number of scans after the initial enrollment can
be used to modify the adaptive threshold. For example, during a first few days after
enrollment, the threshold may be lower while a security threat is low and the differences
in paths are likely to be higher. After several authentications or several days, the threshold
may increase. The threshold further may be set based on trending data of either the motion
path or biometric information. For example, the threshold may be more lenient in a

direction the data is trending, while having a tighter tolerance for data against the trend.

[0228] A temporal aspect may also be added along with the location information. For
example, if the user conducts and authenticates a transaction near his home, and then one
hour later another transaction is attempted in a foreign country, the transaction may be
denied. Or it may be denied if the distance between the prior authentication location and
the next authentication location cannot be traveled or is unlikely to have been traveled in
the amount of time between login or authentication attempts. For example, if the user
authenticates in Denver, but an hour later an attempt is made in New York, Russia or
Africa, then either first or second attempt is fraudulent because the user likely cannot travel

between these locations in 1 hour.

[0229] Further, if the next transaction is attempted at a more reasonable time and distance
away from the first transaction, the level of correspondence threshold may be raised to
provide added security, without automatically denying the transaction. Likewise, an
altimeter may be used such that if the altitude determined by the mobile device is different
than the altitude of the city in which the user is reported to be located, then this may indicate
a fraud attempt. Thus, altitude or barometric readings from the mobile device may be used
to verify location and can be cross referenced against GPS data, IP address or router

location data, or user identified location.
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Upgrading Facial Recognition Algorithms

[0230] Often, new facial recognition algorithms or other features of an application may
need to be updated to ensure the security of the authentication system. When new
algorithms are implemented, it is necessary to obtain new enrollment information
corresponding to the new algorithm. However, it is undesirable to require users who have
already authenticated with the system enroll again every time the application is updated.
This would inconvenience and frustrate the user if, for example, the user is logging into a
payment system to make a purchase at a store, and the application prompts the user to enter
a password and/or re-enroll rather than allowing the user to quickly complete the

transaction as planned.

[0231] Accordingly, in one embodiment the system performs a biometrics “handoff” to
update the enrollment information with a new facial recognition algorithm based on an
application or software update. For example, when the software or application is updated
with a new facial recognition algorithm, the application retains the prior facial recognition
algorithm. During the next login attempt the images captured are used to authenticate the
user along with any and all liveness checks using the older facial recognition algorithm. If
the person is authenticated, the images are then authorized to be used by the new facial
recognition algorithm to generate new enrollment information with the new biometrics
algorithm. The new enrollment biometric information is considered trustworthy because it
is based on a successful login attempt using the prior biometrics algorithm. This process
may be done a certain number of times (login with old algorithm creating enrollment
information with new algorithm) until a sufficient biometric profile on the new facial
recognition algorithm is created. Once the new profile is created, the prior biometric profile
based on the old facial recognition algorithm is deleted. In this manner, it is not necessary
for a user to re-enroll when the application is updated with new facial recognition

algorithms or other features.

Random Image Distortion
[0232] To provide an additional layer of security to the facial recognition authentication

system, the system may utilize random image distortion. For example, a user may be
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assigned a random distortion algorithm upon enrollment into the system. The distortion
algorithm may include such distortions to the image as widening or narrowing the person’s
face by a predetermined amount, adding or superimposing a predetermined shape at a
predetermined position on the user’s face. As one example of this, the distortion may be a

circle superimposed at 100 pixels above the user’s left eye.

[0233] With the uniquely assigned distortion on the images from the user, the biometric
data for that user will be unique to the account or device used by the user. That is, the
enrollment biometrics stored on the authentication server or on the mobile device will
reflect not only the facial features of the user, but also will reflect the uniquely assigned
image distortion. Thus, even if an accurate, fraudulent representation of a person were used
on a different device or via a different account, the proffered authentication biometrics
would not sufficiently correspond due to a different or an absence of the unique distortion.

Thus, the overall security may be enhanced.

Security Layers

[0234] It is noted that each of the above embodiments, modifications, and enhancements
may be combined in any combination as necessary to create multiple layers of security for
authentication. For example, the facial recognition may be combined with motion detection
or path detection, or may operate independently of these features for authentication.
Further, when more than one of the above described enhancements or modifications are
combined, the authentication system may be configured so as not to provide any feedback

or indication on which layer failed authentication.

[0235] For example, when a predetermined touch pattern to initiate authentication is
combined with the authentication movement and facial authentication, the system does not
indicate whether a touch pattern was incorrect, or the authentication movement or
authentication images failed to correspond to the enrollment information. Instead, the
system provides an identical denial of authentication no matter what failure occurs. This is

the case when any number of the security features described above are combined. In this
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manner, it is difficult for a fraudster to detect what aspect of the fraudulent credentials must

be corrected, further enhancing the security of the system.

[0236] All of the above features may be incorporated together, or only some features may
be used and others omitted. For example, when the device prompts the user to move the
device so that the user places his or her head within a first small frame (such as an oval)
then to a second large frame (such as in FIGS. 7A, 7B, 13A, and 13B), the system may be
configured such that facial recognition need not be performed on the image(s) in the first
frame (distantly captured frames). The security of the system is maintained by performing
facial recognition throughout the imaging at some point between the first and second
frames, and at the second frame. This may especially be true when also integrated with
another layer of security, such as checking eye tracking following a moving object on the
screen or reading a reflection of a QR code or random shape off the user’s eye. In another
embodiment, when two or more cameras are used creating three dimensional, stereoscopic
images, the facial recognition may not be performed at the first, far away frame, but instead
the liveness of the person may be validated at the closer in frame only after the movement
of the device. In still other embodiments, other security layers may be used, and the motion
parameters may be omitted. Such combinations may be beneficial for larger or stationary
devices, such as gaming laptop computers, personal desktop computers, a stationary kiosk,

or the like.

Example Applications

[0237] Likewise, although described herein as financial account authentication, the
authentication using path parameters and image data may be implemented in any
environment requiring verification of the user’s identity before allowing access, such as
auto access, room access, computer access, web site or data access, phone use, computer
use, package receipt, event access, ticketing, courtroom access, airport security, retail sales

transaction, IoT access, or any other type of situation.

[0238] For example, an embodiment will be described where the above authentication

system is used to securely conduct a retail sales transaction. In this embodiment, a user is
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enrolled with the authentication server or an authentication application on the mobile
device as described above and has generated enrollment information including enrollment
images and/or biometrics, and enrollment movement. In this example, the user initiates or
attempts to complete a transaction at a retail establishment with a credit card, smart card,

or using a smart phone with NFC capabilities.

[0239] The user begins the transaction by swiping a credit card, smart card, or using an
application on a smartphone with NFC capabilities to pay for goods or services. The retail
establishment would then authorize the card or account with the relevant network of the
financial institution (“Gateway”). For example, the retail establishment, through a Gateway
such as one operated by VISA or AMERICAN EXPRESS would determine whether the

account is available and has sufficient available funds.

[0240] The Gateway would then communicate with the authorization server to authorize
the transaction by verifying the identity of the user. For example, the Gateway may send
an authorization request to the authentication server, and the authentication server then
sends a notification, such as a push notification, to the user’s mobile device to request that

the user authenticate the transaction.

[0241] Upon receipt of the notification from the authentication server, such as through a
vibration, beep, or other sound on the mobile device, the user may then authenticate his or
her identify with the mobile device. The authentication server may also send information
concerning the transaction to the user for verification by the user. For example, the
authentication server may send information that causes the mobile device to display the

merchant, merchant location, and the purchase total for the transaction.

[0242] Next, as before, the user may hold the mobile device and obtain a plurality of
authentication images as the user moves the mobile device to different positions relative to
the user’s head. While moving the mobile device to obtain the authentication images, the
mobile phone further tracks the path parameters (authentication movement) of the mobile
device via the gyroscope, magnetometer, and the accelerometer to obtain the authentication

movement of the device. The mobile device may then send the device information, the
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authentication images, and the authentication movement to the authentication server. In
other embodiments, the mobile device may process the images to obtain biometric data and
send the biometric data to the server. In still other embodiments, the mobile device may
process the images, obtain the authentication information, compare the authentication
information to enrollment information stored on the mobile device, and send pass/fail

results of the comparison to the authentication server.

[0243] The authentication server may then authenticate the identity of the user and confirm
that the user wishes to authorize the transaction on his or her account if the device
information, authentication images and/or biometrics, and authentication movement
correspond with the enrollment device information, the enrollment images and/or
biometrics, and the enrollment movement. The authentication server then transmits an
authorization message to the Gateway. Once the gateway has received confirmation of the
authorization, the Gateway then communicates with the retail establishment to allow the

retail transaction.

[0244] Several advantages may be obtained when a retail transaction is authorized utilizing
the above system and method. Because the identity verification of the user and the
confirmation of the transaction is completed via the authentication system and mobile
device, there is no longer a requirement for a user to provide his or her credit card or
signature, or to enter a pin number into the retailer’s point of sale system. Further, the retail
establishment does not need to check a photo identification of the user. The above method
and system also has the advantage that it provides secure transactions that can work with
mobile and online transactions that do not have cameras, such as security cameras, on the

premises.

[0245] In the secure retail transaction described above, the user obtains the total amount
due on his or her mobile device from the retail establishment via the Gateway and
authentication server. However, in one embodiment, the mobile phone may use the camera

as a bar code, QR code, or similar scanner to identify the items and the prices of the items
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being purchased. The mobile device may then total the amount due and act as the checkout

to complete the transaction with the retail establishment.

[0246] In another embodiment, a user of the application may want to anonymously pay an
individual or a merchant. In this instance, the user would designate an amount to be paid
into an application, and the application would create a unique identifying transaction
number. This number may then be shown to the second user, so the second user can type
the identifying transaction number on an application on a separate device. The unique
identifying transaction number may also be sent from the user to the second user via NFC,
Bluetooth, a QR code, or other suitable methods. The second user may also type the amount

and request payment.

[0247] Upon receiving the payment request and unique identifying transaction number, the
authentication server may send a notification to the first user’s mobile device to
authenticate the transaction. The user would then verify his or her identity using the facial
recognition authentication system described above. The user may alternatively or
additionally verify his or her identity using other biometric data such as a fingerprint or
retina scan, path-based motion and imaging, or the user may enter a password. Upon
authentication, the user’s device would send a request to the user’s payment provider to
request and authorize payment to the second user. In this manner, the payment may be done

securely while the users in the transaction are anonymous.

[0248] According to one embodiment, as an additional measure of security, the GPS
information from the mobile device may also be sent to the authentication server to
authenticate and allow the retail transaction. For example, the GPS coordinates from the
mobile device may be compared with the coordinates of the retail establishment to confirm
that the user is actually present in the retail establishment. In this manner, a criminal that
has stolen a credit card and attempts to use the card from a distant location (as compared
to the retail location) is unable to complete a transaction because the user’s phone is not at
the location of the retail establishment. IP addresses may also be used to determine

location.
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[0249] As explained above, the level or percentage of correspondence between the
enrollment information and the authentication information to authenticate the user may
also be adjusted based on the coordinates of the GPS of the mobile device. For example, if
the retail establishment and GPS coordinates of the mobile device are near a user’s home,
then the level of correspondence may be set at a lower threshold, such as at a 99% match
rate. Alternatively, if the location is very far from the user’s home, and is in a foreign
country, for example, then the level of correspondence may be set at a higher threshold,

such as at a 99.999% match rate.

[0250] While various embodiments of the invention have been described, it will be
apparent to those of ordinary skill in the art that many more embodiments and
implementations are possible that are within the scope of this invention. In addition, the
various features, elements, and embodiments described herein may be claimed or combined

in any combination or arrangement.

CWM-W-16015 76

Page 350 of 386



10

15

20

25

PATENT
W&M Matter No.: FACETC.0082P

CLAIMS
What is claimed is:

1. A computing device for verifying three-dimensionality of a user via a user’s
camera equipped computing device, the computing device comprising:
a processor configured to execute machine executable code;
a screen configured to provide a user interface to the user;
a camera configured to capture images;
one or more memories configured to store machine readable instructions that are
stored on the memory of the authentication server which when executed by the processor,
cause the computing device to:
capturing at least one first image of the user taken with the camera of the
computing device at a first location which is a first distance from the user;
processing the at least one first image or a portion thereof to create first data;
capturing at least one second image of the user taken with the camera of the
computing device is at a second distance from the user, the second distance being
different than the first distance, the capturing at least one second image of the user
occurring after movement of the camera or the user to establish the camera at the
second distance from the user;
processing the at least one second image or a portion thereof to create
second data;
comparing the first data to the second data to determine whether expected
differences exist between the first data and the second data which indicates three-
dimensionality of the user;
verifying the images of the user exhibit three dimensional traits when the
expected differences exist between the first data and the second data as a result of
capturing the at least one first image and the at least one second image at different

distances from the user.
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2. The system according to claim 1, further comprising:

interpolating the first data and the second data to obtain estimated intermediate
data;

capturing at least one third image of the user taken with the camera of the
computing device at a third distance from the user, the third distance being between the
first distance and the second distances;

processing the at least one third image or a portion thereof to obtain third data; and

comparing the estimated intermediate data with the third data to determine whether

the third data matches the estimated intermediate data.

3. The system according to claim 1, further comprising verifying the presence
of one or more features on a side of a user’s head in the at least one first image, and
verifying the absence or reduced visibility of the one or more features on the side of the
user’s head in the at least one second image due to image capture at different distances

from the user’s head, wherein the first distance is larger than the second distance.

4. The system according to claim 1, wherein the machine readable instructions
is configured to display one or more prompts on the screen of the computing device to
guide the user to capture the at least one first image at the first distance and the at least on

second image at the second distance.

5. The system according to claim 1, further comprising comparing the first
data, second data, or both to enrollment data derived from an enrollment image, the
enrollment image captured and stored prior to an authenticating; and

only authenticating the user when the first data, the second data, or both match the

enrollment data within a predetermined threshold.

6. The system according to claim 1, wherein the computing device is a hand-
held device, and the user holds the device at the first and second distance to capture the at

least one first image and the at least one second image.
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7. The system according to claim 1, wherein the first data and the second data

comprise biometric data.

8. The system according to claim 1, wherein the first data and the second data

comprise a mapping of facial features.

9. The method according to claim 1, wherein the first image and the second
image is of the user’s face and the user’s head and facial features are held steady and

without movement during capture of the first image and the second image.

10. A method for authenticating three-dimensionality of a user with a
computing device during an authentication session, the method comprising:

capturing at least one first image of the user taken with a camera at a first location
which is a first distance from the user, the camera associated with the computing device;

processing the at least one first image or a portion thereof to create first data;

moving the camera from the first location to a second location, the second location
being a second distance from the user, or the user moving to change the distance between
the user and the camera from the first distance to the second distance;

capturing at least one second image of the user taken with the camera associated
with the computing device when the camera is the second distance from the user, the second
distance being different than the first distance;

processing the at least one second image or a portion thereof to create second data;

comparing the first data to the second data to determine whether expected
differences exist between the first data and the second data which indicated three-
dimensionality of the user;

verifying the images of the user exhibit three-dimensional traits when the first data
and the second data have expected differences resulting from the at least one first image
being captured at a different distance from the user than when the at least one second image

is captured.
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11. The method according to claim 10, further comprising:

interpolating the first data and the second data to obtain estimated intermediate
data;

capturing at least one third image of the user taken with the camera of the
computing device at a third distance from the user, the third distance being between the
first distance and the second distances;

processing the at least one third image or a portion thereof to obtain third data; and

comparing the estimated intermediate data with the third data to determine whether

the third data matches the estimated intermediate data.

12. The method according to claim 10, further comprising verifying the
presence of ears of the user in the at least one first image, and verifying the absence or
reduced visibility of the ears in the at least one second image, wherein the first distance is

larger than the second distance.

13. The method according to claim 10, wherein the computing device is
configured to display one or more prompts on a screen associated with the computing
device to guide the user to capture the at least one first image at the first distance and the

at least on second image at the second distance.

14. The method according to claim 13, wherein the one or more prompts are an
oval shape guide on the screen within which an image of a face of the user is aligned to

capture the at least one first image and the at least one second image.

15. The method according to claim 10, wherein the computing device is a hand-
held device, and the user holds the computing device at the first distance when capturing
at least one first image and at the second distances when capturing the at least one second

image.
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16. The method according to claim 10, wherein the first data and the second

data comprise biometric data.

17. The method according to claim 10, wherein the first data and the second

data comprise a mapping of facial features.

18. The method according to claim 10, further comprising illuminate a screen
of the computing device while capturing the at least one first image and/or the at least one
second image, and processing the at least one first image and/or the at least one second

image to detect a reflection of the illumination from a face of the user.

19. The method according to claim 10, wherein a face of the user is held steady
when capturing the at least one first image and the at least one second image and the camera

moves from the first location to the second location.

20. The method according to claim 10, wherein the first data and the second

data are maintained on the computing device.

21. The method of claim 10 wherein the computing device is one of a

smartphone, tablet, laptop, or desktop computer.
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ABSTRACT

Systems and methods for enrolling and authenticating a user in an authentication
system via a user’s camera of camera equipped mobile device include capturing and storing
enrollment biometric information from at least one first image of the user taken via the
camera of the mobile device, capturing authentication biometric information from at least
one second image of the user, capturing, during imaging of the at least one second image,
path parameters via at least one movement detecting sensor indicating an authentication
movement of the mobile device, comparing the authentication biometric information to the
stored enrollment biometric information, and comparing the authentication movement of
the mobile device to an expected movement of the mobile device to determine whether the

authentication movement sufficiently corresponds to the expected movement.
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Providing assignment information in this section does not substitute for compliance with any requirement of part 3 of Title
37 of CFR to have an assignment recorded by the Office.
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Approved for use through 11/30/2020. OMB 0651-0032
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Under the Paperwork Reduction Act of 1995, no persons are required to respond to a collection of information unless it contains a valid OMB control number.

. . Attorney Docket Number | FACETC.0082P
Application Data Sheet 37 CFR 1.76

Application Number

Title of Invention FACIAL RECOGNITION AUTHENTICATION SYSTEM INCLUDING PATH PARAMETERS

Assignee 1

Complete this section if assignee information, including non-applicant assignee information, is desired to be included on the patent
application publication. An assignee-applicant identified in the "Applicant Information" section will appear on the patent application

publication as an applicant. For an assignee-applicant, complete this section only if identification as an assignee is also desired on the
patent application publication.

If the Assignee or Non-Applicant Assignee is an Organization check here. ]

Prefix Given Name Middle Name Family Name Suffix

Mailing Address Information For Assignee including Non-Applicant Assignee:

Address 1

Address 2

City State/Province
Country! Postal Code

Phone Number Fax Number

Email Address

Additional Assignee or Non-Applicant Assignee Data may be generated within this form by
selecting the Add button.

Signature:

NOTE: This Application Data Sheet must be signed in accordance with 37 CFR 1.33(b). However, if this Application
Data Sheet is submitted with the INITIAL filing of the application and either box A or B is not checked in
subsection 2 of the “Authorization or Opt-Out of Authorization to Permit Access” section, then this form must
also be signed in accordance with 37 CFR 1.14(c).

This Application Data Sheet must be signed by a patent practitioner if one or more of the applicants is a juristic
entity (e.g., corporation or association). If the applicant is two or more joint inventors, this form must be signed by a
patent practitioner, all joint inventors who are the applicant, or one or more joint inventor-applicants who have been given
power of attorney (e.g., see USPTO Form PTO/AIA/81) on behalf of all joint inventor-applicants.

See 37 CFR 1.4(d) for the manner of making signatures and certifications.

Signature |/Chad W. Miller/ Date (YYYY-MM-DD)| 2021-10-22

First Name | Chad Last Name Miller

Registration Number | 44943

Additional Signature may be generated within this form by selecting the Add button.
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U.S. Patent and Trademark Office; U.S. DEPARTMENT OF COMMERCE
Under the Paperwork Reduction Act of 1995, no persons are required to respond to a collection of information unless it contains a valid OMB control number.

Attorney Docket Number

FACETC.0082P

Application Data Sheet 37 CFR 1.76 —
Application Number

Title of Invention FACIAL RECOGNITION AUTHENTICATION SYSTEM INCLUDING PATH PARAMETERS

This collection of information is required by 37 CFR 1.76. The information is required to obtain or retain a benefit by the public which
is to file (and by the USPTO to process) an application. Confidentiality is governed by 35 U.S.C. 122 and 37 CFR 1.14. This
collection is estimated to take 23 minutes to complete, including gathering, preparing, and submitting the completed application data
sheet form to the USPTO. Time will vary depending upon the individual case. Any comments on the amount of time you require to
complete this form and/or suggestions for reducing this burden, should be sent to the Chief Information Officer, U.S. Patent and
Trademark Office, U.S. Department of Commerce, P.O. Box 1450, Alexandria, VA 22313-1450. DO NOT SEND FEES OR
COMPLETED FORMS TO THIS ADDRESS. SEND TO: Commissioner for Patents, P.O. Box 1450, Alexandria, VA 22313-1450.
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Privacy Act Statement

The Privacy Act of 1974 (P.L. 93-579) requires that you be given certain information in connection with your submission of the attached form related to a patent
application or patent. Accordingly, pursuant to the requirements of the Act, please be advised that: (1) the general authority for the collection of this information
is 35 U.S.C. 2(b)(2); (2) furnishing of the information solicited is voluntary; and (3) the principal purpose for which the information is used by the U.S. Patent and
Trademark Office is to process and/or examine your submission related to a patent application or patent. If you do not furnish the requested information, the U.S.
Patent and Trademark Office may not be able to process and/or examine your submission, which may result in termination of proceedings or abandonment of
the application or expiration of the patent.

The information provided by you in this form will be subject to the following routine uses:

1 Theinformation on this form will be treated confidentially to the extent allowed under the Freedom of Information Act (5 U.S.C. 552) and the Privacy
Act (5 U.S.C. 552a). Records from this system of records may be disclosed to the Department of Justice to determine whether the Freedom of
Information Act requires disclosure of these records.

2. Arecord from this system of records may be disclosed, as a routine use, in the course of presenting evidence to a court, magistrate, or administrative
tribunal, including disclosures to opposing counsel in the course of settlement negotiations.

3 Arecord in this system of records may be disclosed, as a routine use, to a Member of Congress submitting a request involving an individual, to whom
the record pertains, when the individual has requested assistance from the Member with respect to the subject matter of the record.

4. Arecord in this system of records may be disclosed, as a routine use, to a contractor of the Agency having need for the information in order to perform
a contract. Recipients of information shall be required to comply with the requirements of the Privacy Act of 1974, as amended, pursuant to 5 U.S.C.
552a(m).

5. Arecord related to an International Application filed under the Patent Cooperation Treaty in this system of records may be disclosed, as a routine use,
to the International Bureau of the World Intellectual Property Organization, pursuant to the Patent CooperationTreaty.

6. Arecordin this system of records may be disclosed, as a routine use, to another federal agency for purposes of National Security review (35 U.S.C. 181)
and for review pursuant to the Atomic Energy Act (42 U.S.C. 218(c)).

7. Arecord from this system of records may be disclosed, as a routine use, to the Administrator, General Services, or his/her designee, during an
inspection of records conducted by GSA as part of that agency's responsibility to recommend improvements in records management practices and
programs, under authority of 44 U.S.C. 2904 and 2906. Such disclosure shall be made in accordance with the GSA regulations governing inspection of
records for this purpose, and any other relevant (i.e., GSA or Commerce) directive. Such disclosure shall not be used to make determinations about
individuals.

8.  Arecord from this system of records may be disclosed, as a routine use, to the public after either publication of the application pursuant to 35 U.S.C.
122(b) or issuance of a patent pursuant to 35 U.S.C. 151. Further, a record may be disclosed, subject to the limitations of 37 CFR 1.14, as a routine use,
to the public if the record was filed in an application which became abandoned or in which the proceedings were terminated and which application is
referenced by either a published application, an application open to public inspections or an issued patent.

9. Arecord from this system of records may be disclosed, as a routine use, to a Federal, State, or local law enforcement agency, if the USPTO becomes
aware of a violation or potential violation of law or regulation.
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DECLARATION (37 CFR 1.63) FOR UTILITY OR DESIGN APPLICATION USING AN

APPLICATION DATA SHEET (37 CFR 1.76)

Title of | FACIAL RECOGNITION AUTHENTICATION SYSTEM INCLUDING PATH
Invention | PARAMETERS

As the below named inventor, | hereby declare that:

This dectaration it
is directed to- Iil The attached application, or

D United States application or PCT international application number

filed on

The above-identified application was made or authorized to be made by me.

| believe that | am the original inventor or an original joint inventor of a claimed invention in the application.

| hereby acknowledge that any wiliful false statement made in this declaration is punishable under 18 U.5.C. 1001
by fine or imprisenment of not more than five (5) years, or both,

WARNING:

Petitioner/applicant is cautioned to avoid submitting personal information in documents filed in a patent application that may
contribute to identity theft. Personal information such as social security numbers, bank account numbers, or credit card numbers
(other than a check or credit card authorization form PTO-2038 submitted for payment purposes) is never required by the USPTO
to support a petition or an application. If this type of persanal information is inciuded in documents submitted to the USPTO,
pefitioners/applicants should consider redacting such personal information from the documents before submitting them to the
USPTO. Petitionerfapplicant is advised that the record of a patent application is available to the public after publication of the
application {unjess a non-publication request in compliance with 37 CFR 1.213(a) is made in the application) or issuance of a
patent. Furthermore, the record from an abandoned application may aiso be available to the public if the application is
referenced in a published application or an issued patent {(see 37 CFR 1.14). Checks and credit card authorization forms
PTO-2038 submitted for payment purposes are not retained in the application file and therefore are not publicly availabie.

LEGAL NAME OF INVENTOR
Inventor: KEVIN ALAN TUSSY Date (Optional) :
Signature: _W

Note: An application data sheet (PTRTSB/M4 or equivalent}, inciuding naming the entire inventive entity, must accompany this form or must have
been previously filed. Use an itional PTO/AIA/01 form for each additional inventor.

This collection of information is required by 35 U.S.C. 115 and 37 CFR 1.63. The information is required to abtain or retain a benefit by the public which is fo file (and
by the USPTO to process) an application. Conficdentiaiity is governed by 35 U.S.C. 122 and 37 CFR 1.11 and 1.14. This collection is estimated to take 1 minute fo
complete, including gathering. preparing, and submitting the completed application form to the USPTO. Time will vary depending upon the individual case. Any
comments on the amount of time you require to complete this form and/or suggestions for reducing this burden, should be sent to the Chief Information Officer, U.S,
Patent and Trademark Office, LL.S. Department of Commerce, P.O. Box 1450, Alexandria, VA 22313-1450. DO NOT SEND FEES OR COMPLETED FORMS 7O
THIS ADDRESS. SEND TO: Commissioner for Patents, P.C. Box 1450, Alexandria, VA 22313-1450.

If you need assistance in completing the form, call 1-800-FT(O-8138 and select option 2.
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