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A computing device can capture a plurality of images using a 
camera of the device, each image being captured with a dif 
ferent focus setting of the camera. In some embodiments, the 
capturing the plurality of images can be performed during an 
autofocus process of the camera. The device can determine 
depth information, such as a position of relative depth, for 
each of the plurality of images based on the state of the 
camera when each image was captured. Depth information 
for any object(s) in focus in a respective one of the plurality of 
images can be determined to correspond to the depth infor 
mation for the respective image. 
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1. 

DEPTH DETERMINATION USING CAMERA 
FOCUS 

BACKGROUND 

Users are increasingly utilizing computing devices for 
various purposes. A computing device can be used by a user 
to capture images, check email, browse the Internet, and 
obtain various types of information. For example, the user can 
utilize a camera of the computing device to view and capture 
an image of a real-world scene that is within a field of view of 
the camera. The scene can include physical objects located at 
various positions within the scene. Some objects can be 
located in the real-world scene farther away from the camera 
of the device as compared to the location of some other object. 
In one example, the field of view of the camera of the device 
can include objects such as a street sign in the background, a 
friend of the user in the foreground, and a logo of a store in 
between the foreground and the background. Although the 
street sign, the friend, and the logo are all within the field of 
view of the camera of the device, it can be difficult for the 
device to accurately determine which object belongs in the 
foreground, which object belongs in the background, and 
which object belongs in between the foreground and the 
background, in order to focus the camera on the appropriate 
image or identify the primary object of interest. 

BRIEF DESCRIPTION OF THE DRAWINGS 

Various embodiments in accordance with the present dis 
closure will be described with reference to the drawings, in 
which: 

FIG. 1 illustrates an example environment in which aspects 
of the various embodiments can be utilized; 

FIG. 2 illustrates an example scene captured by a camera of 
an example device embodiment to be utilized for depth deter 
mination using camera focus; 
FIG.3A illustrates an example image captured by a camera 

of an example device embodimentata particular focus setting 
for depth determination using camera focus; 

FIG.3B illustrates an example image captured by a camera 
of an example device embodimentata particular focus setting 
for depth determination using camera focus; 
FIG.3C illustrates an example image captured by a camera 

of an example device embodimentata particular focus setting 
for depth determination using camera focus; 

FIG. 3D illustrates an example image captured by a camera 
of an example device embodimentata particular focus setting 
for depth determination using camera focus; 

FIG. 4A illustrates a plurality of example images captured 
by a camera of an example device embodiment at various 
focus settings for depth determination using camera focus; 

FIG. 4B illustrates a plurality of example images captured 
by a camera of an example device embodiment at various 
focus settings for depth determination using camera focus; 

FIG. 5 illustrates an example camera field of view aug 
mented by elements rendered using depth determination 
using camera focus; 

FIG. 6A illustrates an example method embodiment for 
depth determination using camera focus; 

FIG. 6B illustrates an example method embodiment for 
depth determination using camera focus; 

FIG. 7 illustrates an example device that can be used to 
implement aspects of the various embodiments; 

FIG. 8 illustrates example components of a client device 
such as that illustrated in FIG. 7; and 
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2 
FIG.9 illustrates an environment in which various embodi 

ments can be implemented. 

DETAILED DESCRIPTION 

Systems and methods in accordance with various embodi 
ments of the present disclosure overcome one or more of the 
above-referenced and other deficiencies in conventional 
approaches to detecting and/or analyzing real-world content 
using a computing device. In particular, various embodiments 
of the present disclosure can determine a relative depth for an 
object with respect to other objects in a field of view of a 
camera of the computing device, the objects representing 
physical objects in reality. In some embodiments, the com 
puting device can provide an augmented reality based on the 
determined relative depths for the objects. 
At least Some embodiments enable a computing device to 

capture a plurality of images using a camera of the device, 
wherein each of the plurality of images (e.g., pictures, video 
frames, etc.) is captured with a different focus setting of the 
camera. In some embodiments, the capturing of the plurality 
of images can be associated with an autofocus process of the 
camera of the device. Autofocusing typically captures a plu 
rality of images, but discards the images when the process is 
complete. However, the present disclosure can, in some 
embodiments, utilize the plurality of images captured during 
the autofocusing process prior to discarding them. 

In one example, a computing device can capture a plurality 
of images of a scene within a field of view of the camera, 
wherein each image includes the scene but is captured with a 
different focus distance of the camera's lens. This can result 
in each image having a different object(s), subject(s), and/or 
area(s) of focus. In other words, although each image includes 
the same scene, each image can have a different object(s), 
Subject(s), and/or area(s) that is relatively sharp (i.e., in focus) 
while the other portions of the image are relatively blurry (i.e., 
not as sharp, not in focus). 

For the object(s), Subject(s), and/or area(s) of focus in a 
respective one of the plurality of images, depth information 
can be determined based on the state of the camera when the 
respective image was captured. In some embodiments, based 
on the focus setting of the camera, the magnification setting of 
the camera, and/or other camera state information when the 
respective image was captured, the computing device can 
determine a relative depth of the respective image with 
respect to the other images in the plurality of images. For 
example, the device can determine that the first image frame 
from an autofocus process is associated with being farthest 
away from the camera, whereas the fourth image frame is 
associated with being closest to the camera, whereas the 
seventh image frame is the third closest to the camera, and so 
forth. 

Accordingly, in some embodiments, whichever object(s) 
(if any) is in focus (e.g., Substantially sharp) in a respective 
image can be denoted as having a relative depth correspond 
ing to the relative depth of the respective image. Continuing 
with the previous example, an object(s) of focus in the first 
image frame can be denoted as being farthest away from the 
camera, while an object(s) of focus in the fourth image frame 
can be denoted as being closest to the camera, and while an 
object(s) of focus in the seventh image frame can be denoted 
as being third closest to the camera, and so forth. 

Various other functions and advantages are described and 
Suggested below as may be provided in accordance with the 
various embodiments 

FIG.1 illustrates an example environment in which aspects 
of the various embodiments can be utilized. In the example 
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environment 100 of FIG. 1, there can be a computing device 
102 and at least one camera 104 of the computing device 102. 
A user 106 of the computing device 102 can beat any physical 
location, such as on the Streets, in a store, in a library, at a 
restaurant, at home, etc. In the example environment of FIG. 
1, the user 106 and the computing device 102 can be on A 
Street, near the intersection of A Street (A St.) and B Street (B 
St.). At the intersection of A St. and B St., there can be one or 
more objects, establishments, points of interest, etc.. Such as 
a street sign 108 and ABCD Store 110. 
The various objects can be located at various positions of 

depth with respect to one another. For example, from a point 
of view of the camera of the computing device, the street sign 
108 can be closer in depth to the camera than the ABCD Store 
110 is. It can be advantageous to determine the positions of 
depth of at least some of the objects. 
The computing device 102 can determine the positions of 

depth for at least some of the objects utilizing the at least one 
camera104. In some embodiments, the positions of depths of 
the objects can be determined utilizing a single camera. The 
device 102 can capture images of a scene/view at various 
focus settings and can determine positions of depth for the 
objects in the images based on the images captured with 
various focus settings. 

In some embodiments, the computing device 102 can ulti 
lize the positions of depth for the objects to provide an aug 
mented reality 112, for example, by rendering/displaying an 
environment within a field of view of the camera of the 
computing device and by rendering/displaying elements in 
conjunction with the environment. For example, the environ 
ment can include one or more physical object, Such as an 
image, a product, a book, a person, text, etc. In some embodi 
ments, each element rendered in conjunction with an object 
can be rendered at a position of depth corresponding to the 
position of depth of the object. 

In FIG.1, there can be physical objects such as street names 
“A St. 114 and “B St. 116 on the street sign 108 and a logo 
118 for the ABCD Store 110 and. Utilizing object recognition 
technology (e.g., finding and/or identifying physical objects 
captured in an image(s) of computing vision using at least in 
part image processing), the computing device 102 can iden 
tify these and other objects and render/display elements in 
conjunction with these objects. 
As shown in FIG. 1, the augmented reality 112 can include 

elements that overlay the environment to provide information 
about the objects. For example, the computing device 102 can 
recognize the street names “A St. 114 and “B St. 116, 
retrieve information about A St. and B St., and render/display 
graphic elements to provide (and/or provide access to) infor 
mation about A St. and B St. A graphic element for each of A 
St. and B St. can identify the street (and street number, cross 
street, etc.), provide a link to a mapping application showing 
the location of the street, provide a search function to search 
for items near the street, enable a mark (e.g., tagging, book 
marking, etc.) of the street, etc. 

Similarly, the device 102 can recognize the ABCD Store 
logo 118. The device 102 can retrieve information about the 
ABCD Store 110 based at least in part on recognizing the logo 
118. (The device 102 can also utilize in part current geoloca 
tion information, e.g., via a GPS, to recognize the ABCD 
Store 110). The device 102 can render/display a graphical 
element in conjunction (e.g., overlaying) the environment to 
provide (and/or provide access to) information about the 
ABCD Store 110, such as providing a link to store reviews 
(e.g., from a third-party website), providing a link to the 
website for the ABCD Store 110, providing contact informa 
tion, providing business hours, providing directions, etc. 
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4 
Moreover, the device 102 can determine that the objects “A 

St. 114 and “B St. 116 have a similar position of depth, 
which is closer to the camera than the ABCD Store logo 
object 118 is. As such, in some embodiments, the elements for 
“A St. 114 and “B St. 116 can be rendered/displayed to 
appear “in front of (i.e., closer in depth to the camera than) 
and occlude, if necessary, the element for the ABCD Store 
logo object 118. 

FIG. 2 illustrates an example scene 200 captured by a 
camera of an example device embodiment to be utilized for 
depth determination using camera focus. The example scene 
200 of FIG. 2, which includes a view of a street, should be 
taken as being illustrative in nature and not limiting to the 
Scope of the disclosure. It is contemplated that a person of 
ordinary skill in the art would recognize that any scene, envi 
ronment, view, etc., can be captured by a camera in accor 
dance with the present disclosure. 
The example computing device embodiment (e.g., 102) 

can include a camera (e.g., 104). In some embodiments, the 
camera 104 can performan autofocus process (i.e., autofocus 
routine) prior to capturing an image. The autofocus process 
can use a sensor, a control system, an electronic rangefinder, 
and/or a motor to focus automatically or on a manually 
selected point or area in the field of view of the camera. 

Examples of camera focus devices include Voice coil motor 
(VCM), piezo-electric motor (PE), stepper motor, micro 
electro-mechanical systems (MEMS) and liquid crystal (LQ) 
devices. Some like PE must incorporate a position sensor, 
typically a Hall effect sensor that can provide an absolute 
readout of the lens position that can be correlated to a par 
ticular distance to the plane of focus in object space. Some 
like VCM and LQ do not include a position sensor in these 
systems the focal distance must be inferred from state of the 
focus device, i.e., the drive current or Voltage. This may 
require a calibration step at time of manufacture. In some 
embodiments, the absolute distance is not of great concern, 
rather the relative distance is desired, for example to deter 
mine Superposition. In this case indirect measurement of the 
focus distance will not require calibration. 
The sensitivity of the focal distance determination will be 

dependent at least in part on two system properties: the depth 
of field of the lens and the accuracy and/or precision with 
which the lens position can be determined. The depth of focus 
is dependent at least in part on the magnification of the lens 
and on the lens aperture. All of these properties are known 
when the system is designed and can be used to determine the 
precision to which focal distance can be determined and 
optimized if need be. 

In some embodiments, the autofocusing process can start 
by causing an autofocus processor (AFP) to make a small 
change in the focusing distance of a lens of the camera. The 
AFP can then read the autofocus (AF) sensor to assess 
whether or not (and if so, by how much) focus has improved 
in an image captured at the focusing distance. Next, using the 
information from the assessment, the AFP can set the lens of 
the camera to a new focusing distance (e.g., a new focus 
setting) and capture another image at the new focusing dis 
tance. The AFP can iteratively repeat these steps until satis 
factory focus has been achieved. 
The autofocusing process can usually finish within a short 

period of time. Such as a fraction of a second. The autofocus 
process results in determining a focus setting of the camera 
(e.g., a focus distance of the lens of the camera) that provides 
a satisfactory focus and/or sharpness for an area of interest in 
the image to be captured. Typically, the images captured 
(temporarily) at the other focus distances during the autofo 
cus process are discarded. However, in according with vari 
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ous embodiments of the present disclosure, the image cap 
tured at the other focus distances during the autofocus process 
need not be discarded, but instead can be utilized for depth 
determination. 

FIG. 3A through 3D illustrate example images of the 
example scene 200 of FIG. 2 that can be captured by a camera 
of a computing device. In some embodiments, the computing 
device can use the camera to capture a plurality of images, 
each image captured with a different setting for the camera, 
Such as during an autofocus process. The plurality of images 
and information about the different settings for the camera 
used when capturing the plurality of images can be utilized 
for depth determination. 

FIG. 3A illustrates an example image 310 captured by a 
camera of an example device embodiment at a particular 
focus setting for depth determination using camera focus. The 
example computing device embodiment can access (e.g., 
obtain, retrieve) information about a state of the camera when 
the image 310 was captured. For example, the computing 
device embodiment can obtain information about a focus 
setting of the camera (e.g., a focus distance of a lens of the 
camera), a magnification setting of the camera, a brightness 
setting associated with the camera, a contrast setting associ 
ated with the camera, and/or other information associated 
with the camera when the image 310 was being captured. The 
information about the state of the camera when the image 310 
was captured can be utilized to determine a depth associated 
with the image 310 (e.g., a depth associated with an object(s) 
of focus in the image). 
The computing device can determine an object(s), Subject 

(s), area(s), etc., in each of the example images of FIG. 3A 
through FIG. 3D at which the focus of each image is directed. 
Which object(s) (and/or subject(s), area(s), etc.) is in focus in 
an image can depend on the focus setting of the camera (e.g., 
focus distance of the camera lens) when that image is taken. 
In the example of FIG.3A, the object at which the focus of the 
image 310 is directed is the street sign for "B St. 312. 

In some embodiments, the street sign for "B St. 312 can be 
determined by the computing device to be in focus (which can 
depend on the particular focus setting of the camera when the 
image 310 was captured). The computing device can utilize 
image processing (e.g., edge detection, line detection, feature 
detection, etc.) to determine that the street sign for "B St.”312 
in the image 310 is substantially sharp. In other words, the 
computing device can utilize image processing to determine 
that the street sign for "B St. 312 in the image 310 has a 
sharpness level (e.g., an image quality factor specifying the 
amount of detail in an image) that exceeds a sharpness thresh 
old (e.g., a threshold that ensures a minimum image quality). 
For example, the computing device can compare the "B St.” 
street sign 312 with the rest of the image 310 and determine 
that the "B St. sign 312 is sharp (e.g., in focus) relative to the 
rest of the image 310, which is blurry (e.g., not in focus). In 
Some embodiments, the sharpness level can be a sharpness 
score and the sharpness threshold can be a sharpness score 
threshold. 

Continuing with the example of FIG.3A, based on the state 
of the camera such as the focus distance of the lens of the 
camera and/or the magnification setting of the camera when 
image 310 was captured, the computing device can determine 
that the object of focus in the image 310 (e.g., the "B St. sign 
312) has a depth that is substantially far away from the cam 
era; the depth can be a relative depth with respect to at least 
another image (e.g., relative to another object(s) of focus in 
another image(s)), such as that shown in FIG. 3B. 

FIG. 3B illustrates an example image 320 captured by a 
camera of an example device embodiment at a particular 
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6 
focus setting for depth determination using camera focus. The 
example image 320 of FIG. 3B can be of the scene in FIG. 2. 
The image 320 of FIG. 3B differs from the image 310 of FIG. 
3A at least in that the two images arc captured with different 
camera focus settings. 

Based on the state of the camera when the image 320 was 
being captured, the computing device can determine depth 
information associated with the image 320 (i.e., depth infor 
mation associated with an object(s) of focus in the image 
320). For example, based on the focus setting (e.g., focus 
distance of the lens) of the camera, the magnification setting 
of the camera, and/or other state information associated with 
the camera when the image 320 was being captured, the 
computing device can determine depth information associ 
ated with the image 320 (and/or the object(s) of focus in the 
image 320). 
The computing device embodiment can determine the 

object(s) of focus in the image 320, wherein the object(s) of 
focus is dependent at least in part on the focus setting of the 
camera when the image 320 was captured. For example, the 
computing device can determine that the objects of focus for 
the image 320 are the building 322 and the restaurant 'Joe's 
Burgers' 324. The computing device can utilize image pro 
cessing to determine that the building 322 and the restaurant 
“Joe's Burgers' 324 are substantially in focus (e.g., substan 
tially sharp) as compared to the rest of the image, which is out 
of focus (e.g., blurry). 

Furthermore, based on the state of the camera when image 
320 was captured, the device can determine that the building 
322 and "Joe's Burgers' restaurant 324 have a depth that is 
closer to the camera than the depth of the "B St. sign 312, but 
father away from the camera than the depth associated with 
the (object(s) of focus in the) example image 330 of FIG.3C. 

FIG. 3C illustrates an example image 330 captured by a 
camera of an example device embodiment at a particular 
focus setting for depth determination using camera focus. The 
image 330 of FIG. 3C differs from the image 310 of FIG.3A 
and the image 320 of FIG. 3B at least in that the images are 
captured with different focus settings. For example, in FIG. 
3C, the focus setting with which the image 330 was captured 
can result in the objects of focus in the image 330 being the 
“CAFE 332 and the building 334. In other words, the 
“CAFE 332 and the building 334 can be determined by the 
computing device to have a sharpness level exceeding a 
sharpness threshold, wherein the sharpness level of the 
“CAFE332 and the building 334 can be dependent at least in 
part on the focus setting of the camera with which the image 
330 was captured. 
The computing device can determine depth information 

associated with the image 330 (i.e., associated with the 
objects of focus, “CAFE332 and building 334, in the image 
330). For example, based on state information of the camera 
when the image 330 was captured, the computing device can 
determine that the “CAFE 332 and the building 334 in the 
image 330 have a depth that is closer to the camera than the 
depths for the "B St” sign 312 in image 310 and the building 
322 and restaurant 324 in image 320, but farther away than the 
depth associated with the (object(s) of focus in the) example 
image 340 of FIG. 3D. 

FIG. 3D illustrates an example image 340 captured by a 
camera of an example device embodiment at a particular 
focus setting for depth determination using camera focus. In 
Some embodiments, the computing device can determine 
depth information associated with the image 340 based on the 
state of the camera when the image 340 was captured. 

In addition, the computing device can determine an object 
(s) of focus in the image 340. In the example of FIG. 3D, the 
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object of focus can be associated with a person, such as "Jane 
Doe'342. The computing device can determine "Jane Doe' 
342 to be in focus because "Jane Doe'342 in the image 340 
is substantially sharp whereas the rest of the image 340 is 
blurry. 

Further, based on the state of the camera when image 340 
was captured, the computing device can determine depth 
information for "Jane Doe 342 in image 340. The depth 
information can indicate that "Jane Doe'342 in image 340 is 
the closest in depth to the camera relative to the other objects 
(e.g., 312,322,324, 332,334) in the other images (e.g., 310, 
320,330). 

FIG. 4A illustrates a plurality of example images captured 
by a camera of an example device embodiment at various 
focus settings for depth determination using camera focus. 
Each of the plurality of example images in FIG. 4 (e.g., 410. 
420, 430, 440) can correspond to one of the example images 
(e.g.,310,320,330,340) shown in FIG.3A through FIG. 3D, 
respectively. In FIG. 4A, the plurality of images are sorted by 
depth, with the image having the closest object in the front 
and the image having the farthest object in the back. 

In some embodiments, the objects in the plurality of the 
images (e.g., 410, 420, 430, 440) can optionally be “placed 
on (e.g., mapped to, associated with, etc.) a plurality of virtual 
depth planes (e.g., 450, 460, 470, 480, 490) (i.e., virtual 
planes) as shown in FIG. 4B. In some embodiments, the 
computing device can optionally generate a plurality of Vir 
tual depth planes (e.g., 450, 460,470,480,490) such that each 
plane representing an area at a particular distance in depth 
away from the camera. The number of virtual depth planes 
does not have to equal the number of images; there can be 
more or less virtual depth planes than images. The computing 
device can associate (e.g., "place') each of the objects in the 
plurality of images with an appropriate virtual depth plane 
depending on the depth information (e.g., depth rank, depth 
position) associated with each object. In some cases, multiple 
objects can be placed/mapped onto (associated with) a single 
virtual depth plane. In some cases, some virtual depth plane 
can include (be associated with) no objects. In some embodi 
ments, an object (i.e., or a portion thereof) can be associated 
with a virtual plane by tagging the object (or portion) with 
information that indicates that the object (or portion) is vir 
tually located at the virtual plane. 

In FIG. 4B, there can be four virtual depth planes (i.e., 
virtual planes), for example. As discussed above, the "B St. 
sign 312 is the farthest away in depth from the camera. As 
Such, the computing device can place/map the "B St. sign 
312 on the virtual depth plane that is farthest away in depth 
from the camera (e.g., 450). The next farthest away objects 
are the building 322 and "Joe's Burgers' restaurant 324. 
Perhaps, the sign 312 can be spaced sufficiently apart in depth 
from the building 322 and the restaurant 324, such that the 
next farthest Virtual depth plane (e.g., 460) is empty. Instead, 
the building 322 and the restaurant 324 can be placed onto or 
associated with the virtual depth plane 470. Next are the 
“CAFE 332 and the building 334, which can be associated 
with the virtual depth plane 480. The closest object to the 
camera (e.g., "Jane Doe' 342) can be associated with the 
closest virtual depth plane 490. 

In some embodiments, the virtual depth planes (e.g., 450, 
460, 470, 480,490) (i.e., virtual planes) can be utilized to sort 
the plurality of images and/or the objects in the plurality of 
images. In some embodiments, the sorting can occur priorly 
and the generating of the virtual depth planes can depend on 
the Sorting. In some embodiments, the virtual depth planes 
can be utilized to build a depth map for the images and/or the 
objects in the images. 
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8 
In some embodiments, the objects of focus from the plu 

rality of images can be placed together to form an image/ 
rendering (i.e., graphical representation) 495 in which all of 
these objects are in focus. For example, in some embodi 
ments, all of the objects in the image/rending 495 can be in 
focus and/or have a sharpness level above a sharpness thresh 
old. 

FIG. 5 illustrates an example camera field of view aug 
mented by elements rendered using depth determination 
using camera focus. FIG. 5 illustrates one example of how 
depth determination using camera focus can be utilized. The 
example of FIG. 5 should be taken as being illustrative in 
nature and not limiting to the scope of the disclosure. It is 
contemplated that a person of ordinary skill in the art would 
recognize many other uses for depth determination using 
camera focus. 

In FIG. 5, the computing device can recognize one or more 
objects, utilizing object recognition technology (including 
facial detection and/or recognition), within a field of view of 
the camera of the device. For the recognized objects, the 
computing device can provide information about the objects. 
In some embodiments, the computing device can render/ 
display graphical elements on a display screen in conjunction 
with the objects within the field of view of the camera. Each 
graphical element can provide information (or access to infor 
mation) about an object with which the respective element is 
associated. For example, an element associated with an object 
can provide a link to information about the object that can be 
accessed by a user interaction (e.g., tapping on the link). 

In some embodiments, the elements can be rendered in 
accordance with the depths associated with the objects. Ren 
dering multiple elements on the display screen of the device 
can lead to clutter and/or an inconvenient user interface. As 
Such, based at least in part on the depths associated with the 
objects, the rendering of the elements can be adjusted. For 
example, elements associated with objects in the front can 
occlude and be larger than elements associated with objects in 
the back, as shown in FIG. 5. 

FIG. 6A illustrates an example method embodiment 600 
for depth determination using camera focus. It should be 
understood that there can be additional, fewer, or alternative 
steps performed in similar or alternative orders, or in parallel, 
within the scope of the various embodiments unless otherwise 
stated. In some embodiments, the example method embodi 
ment 600 can start with capturing images during an autofocus 
of the camera, each image being captured with a different 
camera focus setting, at step 602. At step 604, the example 
method 600 can determine a virtual depth plane (i.e., virtual 
plane) for each image based on a focus distance of a camera 
lens when the image was captured. 

Step 606 can include determining an object in the image 
having a sharpness level exceeding a sharpness threshold. 
The method 600 can associate the object in the image with the 
virtual depth plane for the image, at step 608. Then at step 
610, the method 600 can determine a position in a sequential 
order specifying relative depth for the object in the image 
based on the virtual depth plane. Step 612 can include gen 
erating a depth map for objects in the images based on com 
paring positions in the sequential order for the objects. 

FIG. 6B illustrates an example method embodiment 650 
for depth determination using camera focus. Again, it should 
be understood that there can be additional, fewer, or alterna 
tive steps performed in similar or alternative orders, or in 
parallel, within the scope of the various embodiments unless 
otherwise stated. At step 652, the example method embodi 
ment 650 can capture a plurality of images, each image cap 
tured with a different camera focus setting. Step 654 can 
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include determining depth information for each image using 
camera state when each image was captured. Step 656 can 
include determining an object(s), in each image, that has a 
sharpness level exceeding a sharpness threshold. The 
example method embodiment 650 can determine a depth rank 
for the object(s), in each image, based on the depth informa 
tion for each image, at step 658. 

In some embodiments, the computing device can rank the 
plurality of images (i.e., rank the objects in the plurality of 
images) based on depth. For example, the computing device 
can determine that out of the plurality of images captured 
(e.g., 310,320,330, 340), the object(s) of focus in the image 
associated with the farthest depth (e.g., "B St. sign 312 in 
image 310) can have the highest depth rank, such as being first 
in a sequential order that ranks the objects in the images from 
farthest away from the camera to the closet. The object(s) of 
focus in the image associated with the next farthest depth 
(e.g., building 322 and "Joe's Burgers' restaurant 324 in 
image 320) can have the next highest depth rank (e.g., ranked 
second from farthest in depth to closest). Similarly, “CAFE” 
332 and building 334 in image 330 can have the third highest 
depth rank. Finally, in this example, it would follow that "Jane 
Doe'342 in image 340 can have the last depth rank, indicat 
ing that "Jane Doe'342 is closest to the camera. 

In some embodiments, the computing device can generate 
a depth map which indicates relative depths for the objects in 
the plurality of images. For example, the depth map can 
indicate locations of the objects in a field of view of the 
camera and indicating relative positions of depth for the 
objects. In some embodiments, the depth map can be gener 
ated based in part on comparing positions in a sequential 
order of depth (e.g., depth ranks) for the objects. In some 
embodiments, the depth map can be generated for a plurality 
of fields of view of the camera joined together. 

In some embodiments, one or more orientation sensors of 
the computing device can be utilized at least in part to deter 
mine a direction at which the camera of the device is pointed. 
The generating of the depth map can be based at least in part 
on the direction at which the camera is pointed. The one or 
more orientation sensors can include (but is not limited to) an 
accelerometer, a gyroscope, an electronic compass, or a mag 
netOmeter. 

In some embodiments, if a depth cannot be determined for 
an object, then the depth for the object can be estimated from 
the depth of a nearby object. For example, if the confidence of 
the depth determination for an object is low, then the deter 
mining of the depth for the object can include utilizing at least 
in part a determined a depth for an object within an allowable 
distance of the former object. 

In some embodiments, identifying an object(s), in each of 
the plurality of images, that has a sharpness score (i.e., sharp 
ness level) exceeding a sharpness score threshold (i.e., sharp 
ness level threshold, sharpness threshold) can be based on at 
least one of rise distance evaluation, contrast evaluation (e.g., 
increase resolution and evaluate contrast), fractal dimension 
evaluation, edge detection, line detection, shadow detection, 
feature detection, and/or other Suitable image processing 
algorithms. 

In some embodiments, information about an object can be 
retrieved via a network from a server external to the comput 
ing device. In some embodiments, at least some of the pro 
cessing performed by the computing device can be performed 
by the server instead. 

Various embodiments consistent with the present disclo 
sure can also be implemented with additional or alternative 
depth sensors. In some embodiments, at least two cameras of 
the computing device can be utilized at least in part to facili 
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10 
tate depth determination. For example, the at least two cam 
eras can be utilized for Stereoscopic imaging, which can aid in 
the depth determination. In some embodiments, the plurality 
of images can be captured using multiple cameras, wherein 
each camera has a different focus setting. In some embodi 
ments, depth sensors related to Sonar, infrared, etc., can be 
utilized to confirm and/or improve the depth determination. 

FIG. 7 illustrates an example electronic user device 700 
that can be used in accordance with various embodiments. 
Although a portable computing device (e.g., an electronic 
book reader or tablet computer) is shown, it should be under 
stood that any electronic device capable of receiving, deter 
mining, and/or processing input can be used in accordance 
with various embodiments discussed herein, where the 
devices can include, for example, desktop computers, note 
book computers, personal data assistants, Smart phones, 
Video gaming consoles, television set top boxes, and portable 
media players. In some embodiments, a computing device 
can be an analog device. Such as a device that can perform 
signal processing using operational amplifiers. In this 
example, the computing device 700 has a display screen 702 
on the front side, which under normal operation will display 
information to a user facing the display screen (e.g., on the 
same side of the computing device as the display screen). The 
computing device in this example includes at least one cam 
era 704 or other imaging element for capturing still or video 
image information over at least a field of view of the at least 
one camera. In some embodiments, the computing device 
might only contain one imaging element, and in other 
embodiments the computing device might contain several 
imaging elements. Each image capture element may be, for 
example, a camera, a charge-coupled device (CCD), a motion 
detection sensor, or an infrared sensor, among many other 
possibilities. If there are multiple image capture elements on 
the computing device, the image capture elements may be of 
different types. In some embodiments, at least one imaging 
element can include at least one wide-angle optical element, 
Such as a fish eye lens, that enables the camera to capture 
images over a wide range of angles, such as 180 degrees or 
more. Further, each image capture element can comprise a 
digital still camera, configured to capture Subsequent frames 
in rapid succession, or a video camera able to capture stream 
ing video. 
The example computing device 700 also includes at least 

one microphone 706 or other audio capture device capable of 
capturing audio data, such as words or commands spoken by 
a user of the device. In this example, a microphone 706 is 
placed on the same side of the device as the display Screen 
702, such that the microphone will typically be better able to 
capture words spoken by a user of the device. In at least some 
embodiments, a microphone can be a directional microphone 
that captures sound information from Substantially directly in 
front of the microphone, and picks up only a limited amount 
of sound from other directions. It should be understood that a 
microphone might be located on any appropriate Surface of 
any region, face, or edge of the device in different embodi 
ments, and that multiple microphones can be used for audio 
recording and filtering purposes, etc. 
The example computing device 700 also includes at least 

one orientation sensor 708, Such as a position and/or move 
ment-determining element. Such a sensor can include, for 
example, an accelerometer or gyroscope operable to detect an 
orientation and/or change in orientation of the computing 
device, as well as Small movements of the device. An orien 
tation sensor also can include an electronic or digital com 
pass, which can indicate a direction (e.g., north or South) in 
which the device is determined to be pointing (e.g., with 
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respect to a primary axis or other Such aspect). An orientation 
sensor also can include or comprise a global positioning 
system (GPS) or similar positioning element operable to 
determine relative coordinates for a position of the computing 
device, as well as information about relatively large move 
ments of the device. Various embodiments can include one or 
more Such elements in any appropriate combination. As 
should be understood, the algorithms or mechanisms used for 
determining relative position, orientation, and/or movement 
can depend at least in part upon the selection of elements 
available to the device. 

FIG. 8 illustrates a logical arrangement of a set of general 
components of an example computing device 800 such as the 
device 700 described with respect to FIG. 7. In this example, 
the device includes a processor 802 for executing instructions 
that can be stored in a memory device or element 804. As 
would be apparent to one of ordinary skill in the art, the device 
can include many types of memory, data storage, or non 
transitory computer-readable storage media, such as a first 
data storage for program instructions for execution by the 
processor 802, a separate storage for images or data, a remov 
able memory for sharing information with other devices, etc. 
The device typically will include some type of display ele 
ment 806. Such as a touch screen or liquid crystal display 
(LCD), although devices such as portable media players 
might convey information via other means, such as through 
audio speakers. As discussed, the device in many embodi 
ments will include at least one image capture element 808 
Such as a camera or infrared sensor that is able to image 
projected images or other objects in the vicinity of the device. 
Methods for capturing images or video using a camera ele 
ment with a computing device are well known in the art and 
will not be discussed herein in detail. It should be understood 
that image capture can be performed using a single image, 
multiple images, periodic imaging, continuous image captur 
ing, image streaming, etc. Further, a device can include the 
ability to start and/or stop image capture. Such as when receiv 
ing a command from a user, application, or other device. The 
example device similarly includes at least one audio capture 
component 812. Such as a mono or stereo microphone or 
microphone array, operable to capture audio information 
from at least one primary direction. A microphone can be a 
uni- or omni-directional microphone as known for Such 
devices. 

In some embodiments, the computing device 800 of FIG. 8 
can include one or more communication elements (not 
shown), such as a Wi-Fi, Bluetooth, RF, wired, or wireless 
communication system. The device in many embodiments 
can communicate with a network, Such as the Internet, and 
may be able to communicate with other such devices. In some 
embodiments the device can include at least one additional 
input device able to receive conventional input from a user. 
This conventional input can include, for example, a push 
button, touch pad, touch screen, wheel, joystick, keyboard, 
mouse, keypad, or any other Such device or element whereby 
a user can input a command to the device. In some embodi 
ments, however, Such a device might not include any buttons 
at all, and might be controlled only through a combination of 
visual and audio commands, such that a user can control the 
device without having to be in contact with the device. 
The device 800 also can include at least one orientation or 

motion sensor 810. As discussed. Sucha sensor can include an 
accelerometer or gyroscope operable to detect an orientation 
and/or change in orientation, or an electronic or digital com 
pass, which can indicate a direction in which the device is 
determined to be facing. The mechanism(s) also (or alterna 
tively) can include or comprise a global positioning system 
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(GPS) or similar positioning element operable to determine 
relative coordinates for a position of the computing device, as 
well as information about relatively large movements of the 
device. The device can include other elements as well, such as 
may enable location determinations through triangulation or 
another such approach. These mechanisms can communicate 
with the processor 802, whereby the device can perform any 
of a number of actions described or suggested herein. 
As an example, a computing device Such as that described 

with respect to FIG. 7 can capture and/or track various infor 
mation for a user over time. This information can include any 
appropriate information, such as location, actions (e.g., send 
ing a message or creating a document), user behavior (e.g., 
how often a user performs a task, the amount of time a user 
spends on a task, the ways in which a user navigates through 
an interface, etc.), user preferences (e.g., how a user likes to 
receive information), open applications, Submitted requests, 
received calls, and the like. As discussed above, the informa 
tion can be stored in Such away that the information is linked 
or otherwise associated whereby a user can access the infor 
mation using any appropriate dimension or group of dimen 
sions. 
As discussed, different approaches can be implemented in 

various environments in accordance with the described 
embodiments. For example, FIG. 9 illustrates an example of 
an environment 900 for implementing aspects in accordance 
with various embodiments. As will be appreciated, although a 
Web-based environment is used for purposes of explanation, 
different environments may be used, as appropriate, to imple 
ment various embodiments. The system includes an elec 
tronic client device 902, which can include any appropriate 
device operable to send and receive requests, messages or 
information over an appropriate network 904 and convey 
information back to a user of the device. Examples of such 
client devices include personal computers, cellphones, hand 
held messaging devices, laptop computers, set-top boxes, 
personal data assistants, electronic book readers and the like. 
The network can include any appropriate network, including 
an intranet, the Internet, a cellular network, a local area net 
work or any other such network or combination thereof. Com 
ponents used for Such a system can depend at least in part 
upon the type of network and/or environment selected. Pro 
tocols and components for communicating via Such a net 
work are well known and will not be discussed herein in 
detail. Communication over the network can be enabled via 
wired or wireless connections and combinations thereof. In 
this example, the network includes the Internet, as the envi 
ronment includes a Web server 906 for receiving requests and 
serving content in response thereto, although for other net 
works an alternative device serving a similar purpose could be 
used, as would be apparent to one of ordinary skill in the art. 
The illustrative environment includes at least one applica 

tion server 908 and a data store 910. It should be understood 
that there can be several application servers, layers or other 
elements, processes or components, which may be chained or 
otherwise configured, which can interact to perform tasks 
Such as obtaining data from an appropriate data store. As used 
herein the term “data store” refers to any device or combina 
tion of devices capable of storing, accessing and retrieving 
data, which may include any combination and number of data 
servers, databases, data storage devices and data storage 
media, in any standard, distributed or clustered environment. 
The application server can include any appropriate hardware 
and Software for integrating with the data store as needed to 
execute aspects of one or more applications for the client 
device and handling a majority of the data access and business 
logic for an application. The application server provides 
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access control services in cooperation with the data store and 
is able to generate content such as text, graphics, audio and/or 
video to be transferred to the user, which may be served to the 
user by the Web server in the form of HTML, XML or another 
appropriate structured language in this example. The han 
dling of all requests and responses, as well as the delivery of 
content between the client device 902 and the application 
server 908, can be handled by the Web server 906. It should be 
understood that the Web and application servers are not 
required and are merely example components, as structured 
code discussed herein can be executed on any appropriate 
device or host machine as discussed elsewhere herein. 
The data store 910 can include several separate data tables, 

databases or other data storage mechanisms and media for 
storing data relating to a particular aspect. For example, the 
data store illustrated includes mechanisms for storing produc 
tion data 912 and user information 916, which can be used to 
serve content for the production side. The data store also is 
shown to include a mechanism for storing log or session data 
914. It should be understood that there can be many other 
aspects that may need to be stored in the data store, such as 
page image information and access rights information, which 
can be stored in any of the above listed mechanisms as appro 
priate or in additional mechanisms in the data store 910. The 
data store 910 is operable, through logic associated therewith, 
to receive instructions from the application server 908 and 
obtain, update or otherwise process data in response thereto. 
In one example, a user might Submit a search request for a 
certain type of element. In this case, the data store might 
access the user information to verify the identity of the user 
and can access the catalog detail information to obtain infor 
mation about elements of that type. The information can then 
be returned to the user, such as in a results listing on a Web 
page that the user is able to view via a browser on the user 
device 902. Information for a particular element of interest 
can be viewed in a dedicated page or window of the browser. 

Each server typically will include an operating system that 
provides executable program instructions for the general 
administration and operation of that server and typically will 
include computer-readable medium storing instructions that, 
when executed by a processor of the server, allow the server 
to perform its intended functions. Suitable implementations 
for the operating system and general functionality of the 
servers are known or commercially available and are readily 
implemented by persons having ordinary skill in the art, par 
ticularly in light of the disclosure herein. 

The environment in one embodiment is a distributed com 
puting environment utilizing several computer systems and 
components that are interconnected via communication links, 
using one or more computer networks or direct connections. 
However, it will be appreciated by those of ordinary skill in 
the art that such a system could operate equally well in a 
system having fewer or a greater number of components than 
are illustrated in FIG.9. Thus, the depiction of the system 900 
in FIG.9 should be taken as being illustrative in nature and not 
limiting to the scope of the disclosure. 
As discussed above, the various embodiments can be 

implemented in a wide variety of operating environments, 
which in some cases can include one or more user computers, 
computing devices, or processing devices which can be used 
to operate any of a number of applications. User or client 
devices can include any of a number of general purpose 
personal computers, such as desktop or laptop computers 
running a standard operating system, as well as cellular, wire 
less, and handheld devices running mobile Software and 
capable of supporting a number of networking and messaging 
protocols. Such a system also can include a number of work 
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stations running any of a variety of commercially-available 
operating systems and other known applications for purposes 
Such as development and database management. These 
devices also can include other electronic devices, such as 
dummy terminals, thin-clients, gaming systems, and other 
devices capable of communicating via a network. 

Various aspects also can be implemented as part of at least 
one service or Web service, such as may be part of a service 
oriented architecture. Services such as Web services can com 
municate using any appropriate type of messaging, such as by 
using messages in extensible markup language (XML) for 
mat and exchanged using an appropriate protocol Such as 
SOAP (derived from the “Simple Object Access Protocol). 
Processes provided or executed by such services can be writ 
ten in any appropriate language. Such as the Web Services 
Description Language (WSDL). Using a language Such as 
WSDL allows for functionality such as the automated gen 
eration of client-side code in various SOAP frameworks. 
Most embodiments utilize at least one network that would 

be familiar to those skilled in the art for Supporting commu 
nications using any of a variety of commercially-available 
protocols, such as TCP/IP. OSI, FTP, UPnP NFS, CIFS, and 
AppleTalk. The network can be, for example, a local area 
network, a wide-area network, a virtual private network, the 
Internet, an intranet, an extranet, a public Switched telephone 
network, an infrared network, a wireless network, and any 
combination thereof. 

In embodiments utilizing a Web server, the Web server can 
run any of a variety of server or mid-tier applications, includ 
ing HTTP servers, FTP servers, CGI servers, data servers, 
Java servers, and business application servers. The server(s) 
also may be capable of executing programs or scripts in 
response requests from user devices, such as by executing one 
or more Web applications that may be implemented as one or 
more scripts or programs written in any programming lan 
guage, such as Java R., C, C# or C++, or any scripting lan 
guage, such as Pert, Python, or TCL, as well as combinations 
thereof. The server(s) may also include database servers, 
including without limitation those commercially available 
from Oracle(R, Microsoft(R), Sybase(R), and IBM(R). 
The environment can include a variety of data stores and 

other memory and storage media as discussed above. These 
can reside in a variety of locations, such as on a storage 
medium local to (and/or resident in) one or more of the 
computers or remote from any or all of the computers across 
the network. In a particular set of embodiments, the informa 
tion may reside in a storage-area network ("SAN) familiar to 
those skilled in the art. Similarly, any necessary files for 
performing the functions attributed to the computers, servers, 
or other network devices may be stored locally and/or 
remotely, as appropriate. Where a system includes comput 
erized devices, each Such device can include hardware ele 
ments that may be electrically coupled via abus, the elements 
including, for example, at least one central processing unit 
(CPU), at least one input device (e.g., a mouse, keyboard, 
controller, touch screen, or keypad), and at least one output 
device (e.g., a display device, printer, or speaker). Such a 
system may also include one or more storage devices, such as 
disk drives, optical storage devices, and solid-state storage 
devices such as random access memory (“RAM) or read 
only memory (“ROM), as well as removable media devices, 
memory cards, flash cards, etc. 

Such devices also can include a computer-readable storage 
media reader, a communications device (e.g., a modem, a 
network card (wireless or wired), an infrared communication 
device, etc.), and working memory as described above. The 
computer-readable storage media reader can be connected 



US 9,077,891 B1 
15 

with, or configured to receive, a computer-readable storage 
medium, representing remote, local, fixed, and/or removable 
storage devices as well as storage media for temporarily 
and/or more permanently containing, storing, transmitting, 
and retrieving computer-readable information. The system 
and various devices also typically will include a number of 
Software applications, modules, services, or other elements 
located within at least one working memory device, including 
an operating system and application programs, such as a 
client application or Web browser. It should be appreciated 
that alternate embodiments may have numerous variations 
from that described above. For example, customized hard 
ware might also be used and/or particular elements might be 
implemented in hardware, Software (including portable soft 
ware, such as applets), or both. Further, connection to other 
computing devices Such as network input/output devices may 
be employed. 

Storage media and computer readable media for containing 
code, or portions of code, can include any appropriate media 
known or used in the art, including storage media and com 
munication media, Such as but not limited to volatile and 
non-volatile, removable and non-removable media imple 
mented in any method or technology for storage and/or trans 
mission of information Such as computer readable instruc 
tions, data structures, program modules, or other data, 
including RAM, ROM, EEPROM, flash memory or other 
memory technology, CD-ROM, digital versatile disk (DVD) 
or other optical storage, magnetic cassettes, magnetic tape, 
magnetic disk storage or other magnetic storage devices, or 
any other medium which can be used to store the desired 
information and which can be accessed by the a system 
device. Based on the disclosure and teachings provided 
herein, a person of ordinary skill in the art will appreciate 
other ways and/or methods to implement the various embodi 
mentS. 
The specification and drawings are, accordingly, to be 

regarded in an illustrative rather than a restrictive sense. It 
will, however, be evident that various modifications and 
changes may be made thereunto without departing from the 
broader spirit and scope of the invention as set forth in the 
claims. 
What is claimed is: 
1. A computer-implemented method for depth determina 

tion, comprising: 
capturing a plurality of images using a camera of a com 

puting device during an autofocus process of the camera, 
each image in the plurality of images being captured 
with a different focus setting associated with the auto 
focus process; 

for each image in the plurality of images: 
determining one or more objects in the image that have a 

sharpness level exceeding a sharpness threshold, the 
sharpness level indicating an amount of image detail 
conveyed depending at least in part on the focus setting 
associated with the camera with which the image was 
captured; 

associating a virtual plane with the one or more objects in 
the image, the virtual plane being selected based on a 
focus distance of a lens of the camera when the image 
was captured, the virtual plane indicating a depth away 
from the camera at which the one or more objects in the 
image are located; 

determining a position in a sequential order specifying 
relative depth for the one or more objects in the image 
based on comparing the virtual plane associated with the 
one or more objects in the image against other virtual 
planes associated with other objects in other images; and 
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generating a depth map for objects in the plurality of 

images based on comparing positions in the sequential 
order for the objects in the plurality of images, the depth 
map indicating relative depths for the objects in the 
plurality of images. 

2. The computer-implemented method of claim 1, further 
comprising: 

recognizing at least one object in the plurality of images; 
calculating a position of depth for the at least one recog 

nized object based on the virtual plane associated with 
the at least one recognized object; and 

generating a graphical element to be rendered proximate to 
the at least one recognized object, the graphical element 
being rendered to appear at the calculated position of 
depth. 

3. The computer-implemented method of claim 2, wherein 
the graphical element is a user-selectable element, wherein 
the method further comprises: 

detecting a user interaction with respect to the user-select 
able element; and 

displaying information about the at least one recognized 
object in response to the detecting of the user interaction. 

4. The computer-implemented method of claim 1, further 
comprising: 

displaying a graphical representation of the depth map, 
wherein the graphical representation includes the 
objects in the plurality of images at their relative depths; 

detecting a user interaction to scroll the graphical repre 
sentation with respect to depth; and 

scrolling the graphical representation with respect to depth 
based on the user interaction. 

5. A computer-implemented method comprising: 
capturing a plurality of images using a camera of a com 

puting device, each of the plurality of images being 
captured with a different focus setting associated with 
the camera; 

determining depth information for each image based at 
least in part on the focus setting of the camera when each 
image was captured; 

identifying at least a portion of at least one object, in each 
image, that has an assigned sharpness score exceeding a 
sharpness score threshold, the sharpness score indicat 
ing an amount of image detail conveyed dependent at 
least in part on the focus setting associated with the 
camera; and 

determining a position of depth associated with at least the 
identified portion of the at least one object, in each 
image, based on the depth information for each image. 

6. The computer-implemented method of claim 5, further 
comprising: 

generating a depth map based on positions of depth asso 
ciated with a plurality of identified portions of objects in 
the plurality of images, the depth map indicating loca 
tions of the portions of objects in a field of view of the 
camera and indicating relative positions of depth for the 
portions of objects with respect to each other. 

7. The computer-implemented method of claim 6, wherein 
the generating the depth map further comprises: 

joining together a plurality of fields of view of the camera, 
at least Some of the plurality of images corresponding to 
at least some of the plurality of fields of view of the 
CaCa. 

8. The computer-implemented method of claim 6, further 
comprising: 

displaying a graphical representation of to the depth map, 
wherein the graphical representation includes the 
objects in the plurality of images at their positions of 
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depth, and wherein an object rendered in the graphical 
representation at a position of depth closer toward the 
camera is capable of occluding an object rendered in the 
graphical representation at a position of depth farther 
away from the camera. 

9. The computer-implemented method of claim 8, further 
comprising: 

detecting an user interaction to scroll the graphical repre 
sentation with respect to depth; and 

Scrolling the graphical representation with respect to depth 
based at least in part on the user interaction, the scrolling 
with respect to depth enabling occluded objects to be 
viewed. 

10. The computer-implemented method of claim8, further 
comprising: 

recognizing objects in the plurality of images; and 
displaying, in the graphical representation, a plurality of 

graphical elements in conjunction with the recognized 
objects in the plurality of images, each graphical ele 
ment being displayed proximate to a respective recog 
nized object and being displayed to appear at a position 
of depth based on the position of depth associated with 
the respective recognized object. 

11. The computer-implemented method of claim 10, fur 
ther comprising: 

displaying a graphical element, located in the graphical 
representation at a position of depth closer toward the 
camera, to at least partially occlude another graphical 
element located at a position of depth farther away from 
the camera. 

12. The computer-implemented method of claim 10, 
wherein each graphical element provides access to informa 
tion about a respective recognized object. 

13. The computer-implemented method of claim 12, 
wherein each graphical element is a user-selectable element, 
wherein the method further comprises: 

detecting a user interaction with respect to a user-selectable 
element; and 

displaying information about a respective recognized 
object based on the user interaction with respect to the 
user-selectable element. 

14. The computer-implemented method of claim 5, 
wherein the determining the depth information for each 
image is further based at least in part on at least one of a focus 
distance associated with a lens of the camera, a magnification 
setting associated with the camera, a brightness setting asso 
ciated with the camera, or a contrast setting associated with 
the camera. 

15. The computer-implemented method of claim 5, 
wherein the determining the position of depth associated with 
the at least the identified portion of the at least one object 
further comprises: 

utilizing at least in part a determined position of depth 
associated with at least a portion of an object within an 
allowable distance from the at least the identified portion 
of the at least one object. 

16. The computer-implemented method of claim 5, 
wherein the sharpness score is assigned based on at least one 
of rise distance evaluation, contrast evaluation, fractal dimen 
sion evaluation, edge detection, line detection, shadow detec 
tion, or feature detection. 

17. The computer-implemented method of claim 5, 
wherein the plurality of images is a plurality of video image 
frames associated with a video and wherein each video image 
frame in the plurality of video image frames is captured with 
a different focus setting associated with the camera. 

5 

10 

15 

25 

30 

35 

40 

45 

50 

55 

60 

65 

18 
18. The computer-implemented method of claim 5, 

wherein the capturing the plurality of images occurs during 
an autofocus process associated with the camera of the com 
puting device. 

19. A computing device comprising: 
a camera including a lens; 
a processor; and 
a memory device including instructions that, when 

executed by the processor, cause the computing device 
tO: 

capture a plurality of images using the camera, each of 
the plurality of images being captured with a different 
focus setting associated with the camera; 

determine depth information for each image based at 
least in part on the focus setting of the camera when 
each image was captured; 

identify at least a portion of at least one object, in each 
image, that has an assigned sharpness score exceeding 
a sharpness score threshold, the sharpness score indi 
cating an amount of image detail conveyed dependent 
at least in part on the focus setting associated with the 
camera; and 

determine a position of depth associated with at least the 
identified portion of the at least one object, in each 
image, based on the depth information for each 
image. 

20. The computing device of claim 19, wherein the instruc 
tions cause the computing device to further generate a depth 
map based on positions of depth associated with a plurality of 
identified portions of objects in the plurality of images, the 
depth map indicating locations of the portions of objects in a 
field of view of the camera and indicating relative positions of 
depth for the portions of objects with respect to each other. 

21. The computing device of claim 20, further comprising: 
one or more orientation sensors configured to facilitate in 

determining a direction at which the camera is pointed, 
wherein the generating the depth map is based at least in 
part on the direction at which the camera is pointed. 

22. The computing device of claim 20, further comprising: 
a display screen, wherein the instructions cause the com 

puting device to further recognize objects in the plurality 
of images and to display a plurality of graphical ele 
ments in conjunction with the recognized objects in the 
plurality of images, each graphical element being dis 
played proximate to a respective recognized object and 
being displayed to appear at a position of depth based on 
the position of depth associated with the respective rec 
ognized object. 

23. A non-transitory computer-readable storage medium 
including instructions, the instructions when executed by a 
processor of a computing device causing the computing 
device to: 

capture a plurality of images using a camera of the com 
puting device, each of the plurality of images being 
captured with a different focus setting associated with 
the camera; 

determine depth information for each image based at least 
in part on the focus setting of the camera when each 
image was captured; 

identify at least a portion of at least one object, in each 
image, that has an assigned sharpness score exceeding a 
sharpness score threshold, the sharpness score indicat 
ing an amount of image detail conveyed dependent at 
least in part on the focus setting associated with the 
camera; and 
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determine a position of depth associated with at least the 
identified portion of the at least one object, in each 
image, based on the depth information for each image. 

24. The non-transitory computer-readable storage medium 
of claim 23, wherein the instructions cause the computing 
device to further recognize objects in the plurality of images 
and to display a plurality of graphical elements in conjunction 
with the recognized objects in the plurality of images, each 
graphical element being displayed proximate to a respective 
recognized object and being displayed to appear at a position 
of depth based on the position of depth associated with the 
respective recognized object. 
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