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DISTINGUISHING LIVE FACES FROM FLAT 
SURFACES 

BACKGROUND 

0001. The privacy of individuals or corporations is often 
times maintained by allowing only select individuals to 
access various systems or locations. Automated systems for 
restricting access typically have a user identify himself or 
herself, and then the system authenticates the identification 
that the user provides. Such automated systems, however, are 
not without their problems. One such problem is that it is 
difficult for automated systems to distinguish between an 
authentic user identification and a fake or false user identifi 
cation. Incorrect authentication by Such automated systems 
can result in individuals being allowed to access systems or 
locations even though it is desired that they be restricted from 
accessing Such systems or locations. 

SUMMARY 

0002 This Summary is provided to introduce a selection 
of concepts in a simplified form that are further described 
below in the Detailed Description. This Summary is not 
intended to identify key features or essential features of the 
claimed subject matter, nor is it intended to be used to limit 
the scope of the claimed subject matter. 
0003. In accordance with one or more aspects, multiple 
images including a face presented by a user are accessed. A 
determination is made, based on the multiple images, of 
whether the face included in the multiple images is a 3-di 
mensional (3D) structure or a flat surface. If it is determined 
that the face included in the multiple images is a 3-dimen 
sional structure, then an indication is provided that the user 
can beauthenticated. However, if it is determined that the face 
included in the multiple images is a flat Surface, then an 
indication is provided that the user cannot be authenticated. 
0004. In accordance with one or more aspects, multiple 
images including a face presented by a user are accessed. A 
determination is made, based on the multiple images, of 
whether motion is present in one or more components (e.g., 
eyes, mouth, etc.) of the face. If it is determined that motion is 
present in the one or more components of the face, then an 
indication is provided that the user can be authenticated. 
However, if it is determined that motion is not present in the 
one or more components of the face, then an indication is 
provided that the user cannot be authenticated. 

BRIEF DESCRIPTION OF THE DRAWINGS 

0005. The same numbers are used throughout the draw 
ings to reference like features. 
0006 FIG. 1 illustrates an example system implementing 
the distinguishing live faces from flat surfaces in accordance 
with one or more embodiments. 
0007 FIG. 2 is a flowchart illustrating an example process 
for distinguishing live faces from flat Surfaces in accordance 
with one or more embodiments. 
0008 FIG.3 is a flowchart illustrating an example process 
for using a homography based technique to determine 
whether a face in multiple images is a 3D structure or a flat 
Surface in accordance with one or more embodiments. 
0009 FIG. 4 is a flowchart illustrating an example process 
for using a structure from motion estimation technique to 
determine whether a face in multiple images is a 3D structure 
ora flat surface inaccordance with one or more embodiments. 
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0010 FIG. 5 is a flowchart illustrating an example process 
for determining whether motion is present in one or more 
components of a face inaccordance with one or more embodi 
mentS. 

0011 FIG. 6 illustrates an example computing device that 
can be configured to implement the distinguishing live faces 
from flat Surfaces in accordance with one or more embodi 
mentS. 

DETAILED DESCRIPTION 

0012 Distinguishing live faces from flat surfaces is dis 
cussed herein. In order to authenticate a user for particular 
access (e.g., to a computer or network, to a building or other 
location, etc.), multiple images of a face presented by the user 
are captured and analyzed. The face presented by the user can 
be the user's actual face, or could be a picture of a face of the 
user that is presented by an imposter. An attempt is made to 
determine whether the images include a live face (e.g., the 
captured images are of a live human being) or a picture of a 
face. If it is determined that the images include a live face, 
then it is assumed that the face presented by the user is the face 
of the actual user that is requesting the particular access, and 
the user can be authenticated for access. However, if it is 
determined that the images include a picture, then it is 
assumed that the face presented by the user is the face of an 
imposter using a picture, and the user cannot be authenticated 
for access. 
0013 FIG. 1 illustrates an example system 100 imple 
menting the distinguishing live faces from flat surfaces in 
accordance with one or more embodiments. System 100 
includes an image capture component 102 and a live face 
detection module 104. Image capture component 102 and live 
face detection module 104 can each be implemented by one or 
more computing devices. A variety of different types of com 
puting devices can be used to implement image capture com 
ponent 102 and live face detection module 104, such as a 
desktop computer, a laptop or notebook computer, a notepad 
computer, a mobile station, an entertainment appliance, a 
set-top box communicatively coupled to a display device, a 
television, a cellular or other wireless phone, a digital camera 
or video camera, a game console, an automotive computer, 
and so forth. 
0014 Image capture component 102 and live face detec 
tion module 104 can be implemented as part of the same 
computing device or alternatively can be implemented as 
separate devices. When implemented as separate devices, the 
devices implementing image capture component 102 and live 
face detection module 104 can communicate with one 
another via any of a variety of different networks, such as the 
Internet, a local area network (LAN), a public telephone 
network, an intranet, other public and/or proprietary net 
works, combinations thereof, and so forth. Alternatively, 
when implemented as separate devices, the devices imple 
menting image capture component 102 and live face detec 
tion module 104 can communicate with one another via other 
wired and/or wireless connection mechanisms, such as a uni 
versal serial bus (USB), wireless USB, Bluetooth, radio fre 
quency, and so forth. 
0015 System 100 is part of, or in communication with, an 
access control system. Such an access control system can be 
used to restrict access to a particular system, resource, loca 
tion, and so forth. For example, system 100 can be used in an 
access control system that restricts which users can access 
(e.g., enter) a particular building, which users can access 
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(e.g., log into) a particular computing device, which users can 
access (e.g., log into) a particular network, and so forth. 
System 100 facilitates restricting such access by determining 
whether the images include a live face or a picture of a face, 
as discussed in more detail below. 
0016. Image capture component 102 captures multiple 
images 106 each including a face presented by a user 108, and 
makes images 106 available to live face detection module 
104. Image capture component 102 can capture images 106 in 
a variety of different manners, such as using various digital 
imaging technologies (e.g., charge-coupled devices (CCDs), 
complementary metal-oxide-semiconductor (CMOS) sen 
sors, and so forth). Typically, user 108 presents himself or 
herself to image capture component 102, allowing compo 
nent 102 to capture images 106 of user 108. In such situations, 
the face presented by user 108 is the face of a live human 
being, and the face included in images 106 is the face of a live 
human being. However, an imposter may attempt to fool the 
access control system by presenting to image capture com 
ponent 102 a picture of someone else's face. In Such situa 
tions, the face presented by user 108 is a picture, and the face 
included in images 106 is a picture of the face. 
0017 Live face detection module 104 analyzes images 
106 to determine whether images 106 include a live face or a 
picture of a face, and outputs an indication 110 of whether 
images 106 include a live face or a picture of a face. Indication 
110 can be, for example, a first value to indicate images 106 
include a live face (e.g., “live”, “yes”, “authenticate”, etc.) 
and a second value to indicate images 106 include a picture of 
a face (e.g., "picture”, “no”, “do not authenticate”, etc.). A 
live face refers to the face of an actual human being (i.e., 
image capture component 102 captured images of an actual 
human being), rather than a picture of the face of a human 
being. If detection module 104 determines that images 106 
include a live face, then live face indication 110 indicates that 
images 106 include a live face. In such situations, live face 
indication 110 indicates that user 108 can beauthenticated for 
access (e.g., to whatever system, resource, location, etc. that 
user 108 is requesting access) because it is assumed that the 
actual human being that is user 108 is requesting particular 
access. The authentication of user 108 can be performed by 
another component or module (not shown) in a variety of 
different manners, such as by comparing one or more of 
images 106 to previously captured images of user 108. Alter 
natively, the authentication can be performed prior to the live 
face detection performed by module 104, in which case live 
face indication 110 indicates that any previous authentication 
of user 108 is valid. 

0018. However, if it is determined that images 106 include 
a face on a flat surface, then it is assumed that user 108 is an 
imposter using a picture. In such situations, live face indica 
tion 110 indicates that user 108 cannot be authenticated for 
access (e.g., to whatever system, resource, location, etc. that 
user 108 is requesting access) because it is assumed that user 
108 is an imposter requesting particular access. If user 108 
was authenticated by another component or module (not 
shown) prior to the live face detection performed by module 
104, then live face indication 110 indicates that any previous 
authentication of user 108 is invalid. 

0.019 Live face detection module 104 can determine 
whether images 106 include a live face or a picture of a face 
in a variety of different manners. In one or more embodi 
ments, live face detection module 104 includes one or both of 
a 3-dimensional (3D) structure determination module 112 
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and a face component movement determination module 114. 
Generally, 3D structure determination module 112 deter 
mines whether images 106 include a face that is a 3D structure 
(e.g., an actual human being) or a flat Surface (e.g., a photo 
graph), and face component movement determination mod 
ule 114 determines whether motion is present in one or more 
components of the face in images 106. The manner in which 
these determinations are made by modules 112 and 114 is 
discussed in more detail below. 
0020 FIG. 2 is a flowchart illustrating an example process 
200 for distinguishing live faces from flat surfaces in accor 
dance with one or more embodiments. Process 200 is carried 
out by a live face detection module, such as live face detection 
module 104 of FIG. 1, and can be implemented in software, 
firmware, hardware, or combinations thereof. Process 200 is 
shown as a set of acts and is not limited to the order shown for 
performing the operations of the various acts. Process 200 is 
an example process for distinguishing live faces from flat 
Surfaces; additional discussions of distinguishing live faces 
from flat surfaces are included herein with reference to dif 
ferent figures. 
0021. In process 200, multiple images including a face 
presented by a user are accessed (act 202). These multiple 
images can be images including a live face or images includ 
ing a picture of a face. The multiple images are images that 
have been captured by an image capture component (e.g., 
image capture component 102 of FIG. 1). These multiple 
images can be accessed in act 202 in a variety of different 
manners, such as being received in response to a request sent 
to the image capture component for the multiple images, 
being received in response to a request sent to another com 
ponent or device where the images were stored by the image 
capture component, images that are streamed or pushed to the 
live face detection module implementing process 200 (e.g., 
from the image capture component), and so forth. 
0022 Process 200 proceeds to determine whether the face 

is a 3D structure or a flat surface (act 204) and/or determine 
whether motion is present in one or more components of the 
face (act 206). One of acts 204 and 206 can be performed, or 
alternatively both of acts 204 and 206 can be performed. If 
both acts 204 and 206 are performed, acts 204 and 206 can be 
performed concurrently, or alternatively one of acts 204 and 
206 can be performed followed by the other of acts 204 and 
206 being performed. 
(0023. Process 200 proceeds based on whether the face is 
determined to be a 3D structure and/or motion is present in 
one or more face components (act 208). If the face is deter 
mined to be a 3D structure and/or motion is present in one or 
more face components, then it is determined that images 106 
include a live face and an indication that the user can be 
authenticated is provided (act 210). However, if the face is 
determined to be a flat surface and/or motion is not present in 
one or more face components, then it is determined that 
images 106 do not include a live face and an indication that 
the user cannot be authenticated is provided (act 212). If acts 
204 and 206 are both performed, then it can be determined 
that images 106 include a live face only if both the face is 
determined to be a 3D structure in act 204 and motion is 
determined to be present in one or more face components in 
act 206. Alternatively, ifacts 204 and 206 are both performed, 
then it can be determined that images 106 include a live face 
if at least one of the face is determined to be a 3D structure in 
act 204 and motion is determined to be present in one or more 
face components in act 206. 
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0024. Returning to FIG. 1, in one or more embodiments 
3D structure determination module 112 uses a homography 
based technique for determining whether a face included in 
images 106 is a 3D structure or a flat surface. Alternatively, 
other techniques can be used. Such as a structure from motion 
estimation technique. 
0025. The homography based technique uses a 3x3 
homography matrix, also referred to herein as matrix H. The 
homography based technique leverages the fact that two 
views of a flat (planar) Surface are related based on a homog 
raphy matrix H. Accordingly, in analyzing a first image and a 
second image, the first image can be warped or transformed 
using the homography matrix H to generate a warped image. 
The warped image is then compared to the second image. If 
the first and second images are views of a flat Surface (e.g., a 
picture of a face), then the warped image will be similar to the 
second image. Thus, if the difference between the second 
image and the warped image is Small (e.g., below a threshold 
value), then the first and second images include a face that is 
a flat surface rather than alive face. However, if the difference 
between the second image and the warped image is larger 
(e.g., at least a threshold value), then the first and second 
images include a facet that is a live face rather than a flat 
Surface. 
0026 FIG.3 is a flowchart illustrating an example process 
300 for using a homography based technique to determine 
whether a face in multiple images is a 3D structure or a flat 
Surface in accordance with one or more embodiments. Pro 
cess 300 is carried out by a 3D structure determination mod 
ule, such as 3D structure determination module 112 of FIG. 1, 
and can be implemented in Software, firmware, hardware, or 
combinations thereof. Process 300 can implement, for 
example, act 204 of FIG. 2. Process 300 is shown as a set of 
acts and is not limited to the order shown for performing the 
operations of the various acts. 
0027. In process 300, one or more feature points are 
extracted from two images, referred to in process 300 as the 
first and second images (act 302). These first and second 
images each include a face of the same person, and can be, for 
example, images 106 of FIG. 1. The one or more feature 
points are feature points of the face in the first and second 
images. A variety of different feature points can be extracted, 
Such as a corner of an eye, a corner of a mouth, a tip of a nose, 
and so forth. Each feature point is a single pixel or a region of 
multiple pixels. These feature points can be extracted in a 
variety of different conventional manners. Such as using tem 
plate matching algorithms, feature matching algorithms, and 
So forth. In one or more embodiments, techniques for extract 
ing feature points are discussed in Zhang et al., “A Robust 
Technique for Matching Two Uncalibrated Images Through 
the Recovery of the Unknown Epipolar Geometry”, French 
National Institute for Research in Computer Science and 
Control (1994). 
0028. The feature points extracted in act 302 are matched 
across the first and second images (act304). This matching of 
the feature points across the first and second images refers to 
identifying the locations of the same feature points in each of 
the two images. For example, the locations of the same corner 
of the same eye in the face in the first and second images are 
identified. The matching of feature points across the first and 
second images can be performed in a variety of different 
conventional manners, such as using template matching algo 
rithms, feature matching algorithms, and so forth. After 
matching, matching feature points across the two images, and 
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the corresponding pixels in the two images within those fea 
ture matching feature points, are known. 
0029. A homography matrix H between the first and sec 
ond images is generated (act 306). The first and second 
images are related by the homography matrix Has follows: 

where x refers to a location in the first image, X" refers to a 
location in the second image, H refers to a homography 
matrix, and w refers to a non-zero Scalar value. A location in 
the first image is represented as [u,v]', where u and v are the 
coordinates of the location in the first image. A location in the 
second image is representedasu'v'I', whereu' and v' are the 
coordinates of the location in the second image. When calcu 
lating the homography matrix H, x=u, V.1 and X'u'v'.1. 
Given two locations in the two images and with Z being the 
location in the first of the two images, a homography matrix 
H is calculated by determining a homography matrix H for 
which the difference between X" as calculated by X-MHX and 
the actual location in the second image is Small. This homog 
raphy matrix can be determined in different manners, such as 
using any of a variety of conventional algorithms to determine 
that the difference between X" as calculated by X-2HX and the 
actual location in the second image is minimized, is below a 
threshold value, and so forth. In one or more embodiments, 
the homography matrix can be determined from 4 or more 
pairs of corresponding locations in the two images, as 
described below. Let {(x,x,) li=1,. . . N} be the N pairs 
(N24). Each pair gives an equation X, WHX. Eliminating 
the unknown scalar factor W, yields two scalar equations: 

is a is: Ti. i,' h--vi,' h-0 

where h, H.H.H.I. is the j-th row vector of the homog 
raphy matrix H. In matrix form: Bh=0, where h-H. H. 
His . . . , Has I is a 9-D vector consisting of the unknown 
homography elements, and 

s O 3: - v3: 
T () t 

is a 2x9 matrix. With N pairs, a 2Nx9 matrix B is formed by 
stacking all B.'s, and an equation Bh=0 is obtained. As his 
defined up to a scale factor, the solution is well known to be 
the eigenvector of the 9x9 matrix BB associated with the 
Smallest eigenvalue. This solution includes the elements of 
homography matrix H (the eigenvector of the solution) to be 
used in warping the first image as discussed below. 
0030 A warped image is then generated by warping the 

first image with the homography matrix H (act 308). This 
homography matrix H is the homography matrix H generated 
in act 306. The first image is warped based on the calculation 
y–WHX (which is the same as X-MHx, except that y refers to 
the warped image Soy is being used instead of X'). Each pixel 
in the first image has a value x that is used to calculate a value 
y usingy=HX. The value y is a vector, and the first and second 
elements of y are each divided by the third element of y to 
obtain a location of a pixel in the warped image. In other 
words, for a value y=y, y, y, the location of the pixel in 
the warped image is 
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i. 

The intensity or color of the pixel in the first image (having the 
value X) is then applied to the pixel at the location 

in the warped image. These intensities or colors of pixels can 
be represented in a variety of different manners, such as using 
conventional RGB values, conventional CMYK values, and 
so forth. 

0031. An image difference between the warped image 
(generated in act 308) and the second image is determined 
(act310). The image difference can be computed in different 
manners. In one or more embodiments, the warped image and 
the second image are Superimposed and the difference in 
color or intensity values at the same pixels (locations) in the 
two images is determined. In other words, for each location 
u,v) in the warped image, the difference between the color or 
intensity value at the location u,v in the warped image and 
the location u,v in the second image is determined. The 
differences determined for these different locations are then 
combined to generate the image difference. The differences 
can be combined in different manners, such as being averaged 
together, being added together, and so forth. 
0032. In one or more embodiments, the image difference 
in act310 is determined by obtaining the difference in color or 
intensity values between the warped and second images for 
each location in the warped and second images. In other 
embodiments, the image difference in act 310 is determined 
by obtaining the difference in color or intensity values 
between the warped and second images for selected locations 
in the warped and second images. The selected locations can 
be identified or selected in different manners. For example, 
any of a variety of conventional face detection algorithms or 
face recognition algorithms can be used to detect the face 
within each image, and the selected locations are the locations 
that are part of a face within at least one of the warped and 
second images. By way of another example, a conventional 
face detection algorithm can be used to detect various sets of 
Sub-regions within a face (Such as eyes, mouth, nose, and so 
forth), and the selected locations are the locations that are part 
of a Sub-region in at least one of the warped and second 
images. 
0033. A determination is then made as to whether the 
image difference determined in act 310 meets a threshold 
value (act 312). The image difference can meet the threshold 
value by, for example, being greater than the threshold value, 
being greater than or equal to the threshold value, and so 
forth. This threshold value can be, for example 10 in situa 
tions where the color values can be one of 256 gray levels. 
This threshold value can be a fixed value (e.g., 10 gray levels) 
or can be a relative value (e.g., 5% of the number of possible 
color or intensity values). 
0034. If the image difference meets the threshold value, 
then the face in the first and second images is determined to be 
a live face (act 314). However, if the image difference does 
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not meet the threshold value, then the face in the first and 
second images is determined to be a flat surface and thus a 
picture of a face (act 316). 
0035. In one or more embodiments, the first and second 
images in process 300 are adjacent images in a sequence of 
three or more images. For example, multiple images (such as 
30 or 60 images) can be accessed by the 3D structure deter 
mination module implementing process 300. Assume the 
multiple images are, in their order of capture, image 1, image 
2, image 3, image 4, ... image Z. The first and second images 
in process 300 can be adjacent or sequential images in the 
sequence of multiple images. Such as image 1 and image 2, 
image 4 and image 5, and so forth. Alternatively, the first and 
second images in process 300 can be non-adjacent images, 
having one or more intervening images between them in the 
sequence of images. For example, the first and second images 
in process 300 can be image 1 and image 10, image 12 and 
image 37, and so forth. 
0036 Additionally, even if the first and second images in 
process 300 are not adjacent or sequential images in the 
sequence, at least part of process 300 can be performed for 
each adjacent pair of images in the sequence. For example, 
the feature point extraction and feature point matching in acts 
302 and 304 can be generated for each adjacent pair of images 
in the sequence, which can facilitate the feature matching 
process when matching features across two images with one 
or more intervening images. 
0037. Furthermore, process 300 can be repeated for mul 
tiple pairs of images. Each time process 300 is performed, a 
determination is made as to whether the face in the pair of 
images is a live face or a picture of a face. These different 
determinations can be combined in different manners and a 
resultant indication of whether the face in multiple images is 
a live face or a picture of a face can thus be generated. For 
example, if the determination is made that the face in at least 
one pair of images is a picture of a face, then the resultant 
indication of the 3D structure determination module imple 
menting process 300 can be that the multiple images include 
a picture of a face. By way of another example, if the deter 
mination is made that the face in at least a threshold number 
of pairs of images is a live face, then the resultant indication 
of the 3D structure determination module implementing pro 
cess 300 can be that the multiple images include a live face. 
This threshold number can be a fixed number (e.g., at least 10 
pairs of images) or can be a relative number (e.g., at least 90% 
of the pairs of images for which process 300 was performed). 
0038. In one or more embodiments, process 300 also 
determines whether the first and second images include the 
same face. This determination can be performed in a variety 
of different manners. For example, during the matching of 
feature points in act304, if all (or at least a threshold number) 
of the feature points cannot be matched then it is determined 
that the first and second images are of different faces. By way 
of another example, a variety of different conventional face 
recognition techniques can be used to recognize whether the 
faces in the first and second images are the same person. If it 
is determined that the first and second images do not include 
the same face, then various remedial measures can be taken, 
Such as stopping process 300 for the first and second images 
(but optionally repeating process 300 for other images), indi 
cating that the face in the first and second images is a picture 
of a face in act 316, and so forth. 
0039 Returning to FIG.1, in other embodiments 3D struc 
ture determination module 112 uses a structure from motion 
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estimation technique for determining whether a face included 
in images 106 is a 3D structure or a flat surface. The structure 
from motion estimation technique leverages the fact that 
motion estimation can be used to relate two views of a flat 
(planar) Surface. Accordingly, in analyzing a first image and a 
second image, an estimated 3D description of the scene can 
be generated using structure from motion estimation. A plane 
can then be fitted to the estimated 3D scene. If the fitting error 
is small (e.g., below a threshold value), then the first and 
second images are of a flat Surface and not a live face. How 
ever, if the fitting error is larger (e.g., at least a threshold 
value), then the first and second images are not of a planar 
Surface and are a live face. 

0040 FIG. 4 is a flowchart illustrating an example process 
400 for using a structure from motion estimation technique to 
determine whether a face in multiple images is a 3D structure 
ora flat surface inaccordance with one or more embodiments. 
Process 400 is carried out by a 3D structure from determina 
tion module, such as 3D structure determination module 112 
of FIG. 1, and can be implemented in software, firmware, 
hardware, or combinations thereof. Process 400 can imple 
ment, for example, act 204 of FIG. 2. Process 400 is shown as 
a set of acts and is not limited to the order shown for perform 
ing the operations of the various acts. 
0041. In process 400, one or more feature points are 
extracted from two images, referred to in process 400 as the 
first and second images (act 402). These first and second 
images each include a face of the same person, and can be, for 
example, images 106 of FIG. 1. The one or more feature 
points are feature points of the face in the first and second 
images. A variety of different feature points can be extracted, 
Such as a corner of an eye, a corner of a mouth, a tip of a nose, 
and so forth. Each feature point is a single pixel or a region of 
multiple pixels. Analogous to the discussion above regarding 
act 302 of FIG. 3, these feature points can be extracted in a 
variety of different conventional manners. 
0042. The feature points extracted in act 402 are matched 
across the first and second images (act 404). This matching of 
the feature points across the first and second images refers to 
identifying the locations of the same feature points in each of 
the two images. For example, the locations of the same corner 
of the same eye in the face in the first and second images are 
identified. Analogous to the discussion above regarding act 
304 of FIG. 3, the matching of feature points across the first 
and second images can be performed in a variety of different 
conventional manners. After matching, matching feature 
points across the two images, and the corresponding pixels in 
the two images within those feature matching feature points, 
are known. 

0043. A 3D scene is reconstructed from the first and sec 
ond images using structure from motion estimation (act 406). 
This reconstructed 3D scene is a 3-dimensional description of 
the scene represented by the first and second images based on 
estimated motion between the first and second images. The 
reconstructed 3D scene can be generated in a variety of dif 
ferent conventional manners using well-known structure 
from motion estimation and stereoscopic vision technology 
techniques. Such structure from motion estimation and Ste 
reoscopic vision technology techniques are based on the 
matching feature points in act 404. 
0044) The reconstructed 3D scene is also fitted to a plane 
(act 408). This fitting can be performed in a variety of differ 
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ent conventional manners, such as by using various well 
known techniques to project the reconstructed 3D scene to a 
plane. 
0045 Characteristics of the reconstructed 3D scene fitted 
to the plane (generated in act 408) are analyzed (act 410). The 
characteristics can be analyzed in different manners, such as 
by comparing ratios of various facial components or feature 
points to one another. These various facial components or 
feature points can be, for example, eyes, corners of eyes, 
corners of mouths, noses, tips of noses, and so forth. For 
example, the characteristics can be analyzed by obtaining a 
first value that is a maximum distance from a particular fea 
ture (e.g., tip of a nose) in the reconstructed 3D scene to the 
plane, a second value that is the distance between two facial 
components on the plane (e.g., the distance between the eyes 
or between the corners of the eyes), and calculating a ratio of 
the first value to a second value. Additional sets of values can 
optionally be obtained, and the results of (e.g., the ratios 
generated from) those additional sets of values can be com 
bined together (e.g., the calculated ratios can be averaged 
together). 
0046. A determination is then made as to whether the 
analyzed characteristics inact 410 meet a threshold (act 412). 
The characteristics can meet the threshold by, for example, 
being greater than a threshold value, being greater than or 
equal to a threshold value, and so forth. This threshold can be 
a fixed value (e.g., the ratio of the first value to the second 
value from act 410 is greater than 10%) or a relative value 
(e.g., the ratio of the first value to the second value from act 
410 is greater than 5% of the second value). 
0047. If the analyzed characteristics meet the threshold 
value, then the face in the first and second images is deter 
mined to be a live face (act 414). However, if the analyzed 
characteristics do not meet the threshold value, then the face 
in the first and second images is determined to be a flat Surface 
and thus a picture of a face (act 416). 
0048. The first and second images in process 400 can be 
adjacent images in a sequence of three or more images, or can 
be further from one another in the sequence of images analo 
gous to the discussion above regarding process 300 of FIG.3. 
Additionally, analogous to the discussion above regarding 
process 300 of FIG. 3, at least part of process 400 (e.g., acts 
402 and 404) can be performed for each adjacent pair of 
images in the sequence of images even if the first and second 
images in process 400 are not adjacent or sequential images in 
the sequence. 
0049 Furthermore, process 400 can be repeated for mul 
tiple pairs of images. Each time process 400 is performed, a 
determination is made as to whether the face in the pair of 
images is a live face or a picture of a face. These different 
determinations can be combined in different manners and a 
resultant indication of whether the face in multiple images is 
a live face or a picture of a face can thus be generated. For 
example, if the determination is made that the face in at least 
one pair of images is a picture of a face, then the resultant 
indication of the 3D structure determination module imple 
menting process 400 can be that the multiple images include 
a picture of a face. By way of another example, if the deter 
mination is made that the face in at least a threshold number 
of pairs of images is a live face, then the resultant indication 
of the 3D structure determination module implementing pro 
cess 400 can be that the multiple images include a live face. 
This threshold number can be a fixed number (e.g., at least 10 
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pairs of images) or can be a relative number (e.g., at least 90% 
of the pairs of images for which process 400 was performed). 
0050. Additionally, both process 300 of FIG. 3 and pro 
cess 400 of FIG. 4 can be performed to determine whether the 
face in the multiple images is a live face or a picture of a face. 
The determinations made by process 300 and process 400 can 
be combined in different manners to generate a resultant 
indication of whether the face in the multiple images is a live 
face or a picture of a face. For example, if the determination 
is made that the face in at least one of process 300 and process 
400 is a live face, then the resultant indication of the 3D 
structure determination module implementing processes 300 
and 400 can be that the multiple images include a live face. By 
way of another example, the 3D structure determination mod 
ule implementing processes 300 and 400 may indicate that 
the multiple images include a live face only if both process 
300 and process 400 determine that the face in the multiple 
images is a live face. 
0051 Returning to FIG. 1, in one or more embodiments 
face component movement determination module 114 deter 
mines whether motion is present in one or more components 
of the face in images 106. This determination can be in place 
of, or in addition to, 3D structure determination module 112 
determining whether a face included in images 106 is a 3D 
structure or a flat surface as discussed above. In one or more 
embodiments, live face detection module 104 determines that 
images 106 include a live face only if both 3D structure 
determination module 112 determines that a face included in 
images 106 is a 3D structure and face component movement 
determination module 114 determines that motion is present 
in one or more components of the face in images 106. In other 
embodiments, live face detection module 104 determines that 
images 106 include a live face if at least one of 3D structure 
determination module 112 determines that a face included in 
images 106 is a 3D structure and face component movement 
determination module 114 determines that motion is present 
in one or more components of the face in images 106. 
0052 FIG. 5 is a flowchart illustrating an example process 
500 for determining whether motion is present in one or more 
components of a face inaccordance with one or more embodi 
ments. Process 500 is carried out by a face component move 
ment determination module. Such as face component move 
ment determination module 114 of FIG. 1, and can be 
implemented in Software, firmware, hardware, or combina 
tions thereof. Process 500 can implement, for example, act 
206 of FIG. 2. Process 500 is shown as a set of acts and is not 
limited to the order shown for performing the operations of 
the various acts. 

0053. In process 500, a face component is extracted from 
multiple images that include a face (act 502). These first and 
second images include a face, and can be, for example, 
images 106 of FIG.1. A face component can be a variety of 
different parts of a face, and typically is a part of a face that is 
expected to change over short durations of time. In one or 
more embodiments a face component is one or both eyes, 
which are typically expected to change over short durations of 
time, for example as the person blinks or looks at different 
objects. In other embodiments, a face component is a mouth, 
which is typically expected to change over short durations of 
time, for example as the person talks. Alternatively, otherface 
components can be extracted in act 502. These face compo 
nents can be extracted in a variety of different conventional 
manners, and in one or more embodiments are extracted using 
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the same or similar techniques as are used to extract feature 
points discussed above with respect to act 302 of FIG. 3. 
0054 The face component extracted in act 502 is matched 
across the multiple images (act 504). This matching of the 
face component across the multiple images refers to identi 
fying the locations of the same face component in each of the 
multiple images. For example, the locations of the same eye 
in the face in the multiple images are identified. The matching 
of a face component across the multiple images can be per 
formed in a variety of different conventional manners, and in 
one or more embodiments is performed using the same or 
similar techniques as are used to match feature points across 
images discussed above with respect to act 304 of FIG. 3. 
0055. A check is then made as to whether motion is present 
in the face component (act 506). Whether motion is present in 
the face component can be determined in a variety of different 
aS. 

0056. In one or more embodiments, a face component 
difference between the face components in two images is 
generated. The difference between the face components in 
two images can be determined by, for example, Superimpos 
ing the face components of the two images and determining 
the difference in color or intensity values at the same pixels 
(locations) of the face components, analogous to the determi 
nation of the image difference discussed above with reference 
to act 310 in FIG. 3. The differences in color or intensity 
values for the various pixels of the face components can be 
combined in different manners (e.g., averaged together or 
added together) to generate a face component difference, 
analogous to the discussion above regarding determination of 
the image difference of act 310 in FIG. 3. Motion is deter 
mined as being present in the face component if the face 
component difference between two images meets a threshold 
value. The face component difference between the two 
images can meet the threshold value by, for example, being 
greater than the threshold value, being greater than or equal to 
the threshold value, and so forth. 
0057 Alternatively, whether motion is present in the face 
component can be determined in othermanners. For example, 
a neural net, decision tree, or other learning machine can be 
trained to determine whether eyes in a face or open or closed. 
Motion can be determined as begin present in the face com 
ponent if the neural net, decision tree, or other learning 
machine determines that the face component goes from eyes 
open to eyes closed (or vice versa) in the multiple images. 
0.058 If motion is determined as being present in the face 
component, then the face in the multiple images is determined 
to be a live face (act 508). However, if motion is not deter 
mined as being present in the face component, then the face in 
the multiple images is determined to be a flat surface and thus 
a picture of a face (act 510). 
0059 Process 500 is discussed with reference to a face 
component. It should be noted that process 500 can be per 
formed for multiple different face components concurrently, 
and/or can be repeated for additional face components. 
0060. In one or more embodiments, the determination of 
whether motion is present in the face component in act 506 is 
made by analyzing (e.g., and determining a face component 
difference between face components of) two adjacent images 
in a sequence of three or more images. For example, multiple 
images (such as 30 or 60 images) can be accessed by the face 
component movement determination module implementing 
process 500. Assume the multiple images are, in their order of 
capture, image 1, image 2, image 3, image 4. ... image Z. The 
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two images that are analyzed (e.g., and for which the face 
component difference is determined) in act 506 can be adja 
cent or sequential images in the sequence of multiple images, 
Such as image 1 and image 2, image 4 and image 5, and so 
forth. Alternatively, the two images that are analyzed (e.g., 
and for which the face component difference is determined in 
act 506) can be non-adjacent images, having one or more 
intervening images between them in the sequence of images. 
For example, the two images that are analyzed in act 506 can 
be image 1 and image 9, image 18 and image 39, and so forth. 
0061 Additionally, even if the two images that are ana 
lyzed in act 506 are not adjacent or sequential images in the 
sequence, at least part of process 500 can be performed for 
each adjacent pair of images in the sequence. For example, 
the face component extraction and face component matching 
in acts 502 and 504 can be generated for each adjacent pair of 
images in the sequence, which can facilitate the face compo 
nent matching process when matching face components 
across two images with one or more intervening images. 
0062. Furthermore, process 500 can be repeated for mul 

tiple pairs of images. Each time process 500 is performed, a 
determination is made as to whether the face in the pair of 
images is a live face or a picture of a face. These different 
determinations can be combined in different manners and a 
resultant indication of whether the face in multiple images is 
a live face or a picture of a face. For example, if the determi 
nation is made that the face in at least one pair of images is a 
live face, then the resultant indication of the face component 
movement determination module implementing process 500 
can be that the face in the multiple images is a live face. By 
way of another example, if the determination is made that the 
face in at least a threshold amount of pairs of images is a live 
face, then the resultant indication of the face component 
movement determination module implementing process 500 
can be that the face in the multiple images is a live face. This 
threshold amount can be a fixed amount (e.g., at least 4 pairs 
of images) or can be a relative amount (e.g., at least 30% of the 
pairs of images for which process 500 was performed). 
0063 FIG. 6 illustrates an example computing device 600 
that can be configured to implement the distinguishing live 
faces from flat surfaces in accordance with one or more 
embodiments. Computing device 600 can implement, for 
example, image capture component 102 of FIG. 1 and/or live 
face detection module 104 of FIG. 1. 

0064 Computing device 600 includes one or more proces 
sors or processing units 602, one or more computer readable 
media 604 which can include one or more memory and/or 
storage components 606, one or more input/output (I/O) 
devices 608, and a bus 610 that allows the various compo 
nents and devices to communicate with one another. Com 
puter readable media 604 and/or one or more I/O devices 608 
can be included as part of, or alternatively may be coupled to, 
computing device 600. Bus 610 represents one or more of 
several types of bus structures, including a memory bus or 
memory controller, a peripheral bus, an accelerated graphics 
port, a processor or local bus, and so forth using a variety of 
different bus architectures. Bus 610 can include wired and/or 
wireless buses. 
0065 Memory/storage component 606 represents one or 
more computer storage media. Component 606 can include 
Volatile media (Such as random access memory (RAM)) and/ 
or nonvolatile media (such as read only memory (ROM), 
Flash memory, optical disks, magnetic disks, and so forth). 
Component 606 can include fixed media (e.g., RAM, ROM, a 
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fixed hard drive, etc.) as well as removable media (e.g., a 
Flash memory drive, a removable hard drive, an optical disk, 
and so forth). 
0066. The techniques discussed herein can be imple 
mented in Software, with instructions being executed by one 
or more processing units 602. It is to be appreciated that 
different instructions can be stored in different components of 
computing device 600. Such as in a processing unit 602, in 
various cache memories of a processing unit 602, in other 
cache memories of device 600 (not shown), on other com 
puter readable media, and so forth. Additionally, it is to be 
appreciated that the location where instructions are stored in 
computing device 600 can change over time. 
0067. One or more input/output devices 608 allow a user 
to entercommands and information to computing device 600, 
and also allows information to be presented to the user and/or 
other components or devices. Examples of input devices 
include a keyboard, a cursor control device (e.g., a mouse), a 
microphone, a scanner, and so forth. Examples of output 
devices include a display device (e.g., a monitor or projector), 
speakers, a printer, a network card, and so forth. 
0068. Various techniques may be described herein in the 
general context of Software or program modules. Generally, 
Software includes routines, programs, objects, components, 
data structures, and so forth that perform particular tasks or 
implement particular abstract data types. An implementation 
of these modules and techniques may be stored on or trans 
mitted across some form of computer readable media. Com 
puter readable media can be any available medium or media 
that can be accessed by a computing device. By way of 
example, and not limitation, computer readable media may 
comprise "computer storage media' and “communications 
media.” 
0069. “Computer storage media' include volatile and non 
volatile, removable and non-removable media implemented 
in any method or technology for storage of information Such 
as computer readable instructions, data structures, program 
modules, or other data. Computer storage media include, but 
are not limited to, RAM, ROM, EEPROM, flash memory or 
other memory technology, CD-ROM, digital versatile disks 
(DVD) or other optical storage, magnetic cassettes, magnetic 
tape, magnetic disk storage or other magnetic storage devices, 
or any other medium which can be used to store the desired 
information and which can be accessed by a computer. 
0070 "Communication media typically embody com 
puter readable instructions, data structures, program mod 
ules, or other data in a modulated data signal, such as carrier 
wave or other transport mechanism. Communication media 
also include any information delivery media. The term 
"modulated data signal” means a signal that has one or more 
of its characteristics set or changed in Such a manner as to 
encode information in the signal. By way of example, and not 
limitation, communication media include wired media Such 
as a wired network or direct-wired connection, and wireless 
media Such as acoustic, RF, infrared, and other wireless 
media. Combinations of any of the above are also included 
within the scope of computer readable media. 
0071 Generally, any of the functions or techniques 
described herein can be implemented using software, firm 
ware, hardware (e.g., fixed logic circuitry), manual process 
ing, or a combination of these implementations. The terms 
“module' and “component as used herein generally repre 
sent software, firmware, hardware, or combinations thereof. 
In the case of a Software implementation, the module or 
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component represents program code that performs specified 
tasks when executed on a processor (e.g., CPU or CPUs). The 
program code can be stored in one or more computer readable 
memory devices, further description of which may be found 
with reference to FIG. 6. The features of the distinguishing 
live faces from flat surfaces techniques described herein are 
platform-independent, meaning that the techniques can be 
implemented on a variety of commercial computing plat 
forms having a variety of processors. 
0072 Although the subject matter has been described in 
language specific to structural features and/or methodologi 
cal acts, it is to be understood that the subject matter defined 
in the appended claims is not necessarily limited to the spe 
cific features or acts described above. Rather, the specific 
features and acts described above are disclosed as example 
forms of implementing the claims. 
What is claimed is: 
1. A method comprising: 
accessing multiple images including a face presented by a 

user, 
determining, based on the multiple images, whether the 

face included in the multiple images is a 3-dimensional 
structure or a flat surface; 

indicating that the user can be authenticated if the face 
included in the multiple images is a 3-dimensional struc 
ture; and 

indicating that the user cannot be authenticated if the face 
included in the multiple images is a flat Surface. 

2. A method as recited in claim 1, wherein determining 
whether the face included in the multiple images is a 3-di 
mensional structure or a flat surface comprises: 

accessing a first image and a second image of the multiple 
images: 

generating a warped image by warping the first image 
using a homography matrix: 

determining an image difference between the warped 
image and the second image; and 

determining that the face included in the multiple images is 
a 3-dimensional structure if the difference between the 
warped image and the second image meets a threshold 
value, and otherwise determining that the face included 
in the multiple images is a flat surface. 

3. A method as recited in claim 2, further comprising: 
extracting one or more feature points from the first image 

and one or more feature points from the second image; 
matching feature points across the first image and the sec 
ond image; and 

using feature points matched across the first image and the 
second image to generate the homography matrix. 

4. A method as recited in claim 2, wherein determining the 
image difference comprises identifying a first set of Sub 
regions in the first image, a second set of Sub-regions in the 
second image, and determining a difference between color 
values of pixels in the first set of Sub-regions and the second 
set of Sub-regions. 

5. A method as recited in claim 2, further comprising: 
repeating the accessing a first image and a second image, 

generating a warped image, and determining an image 
difference for multiple pairs of images of the multiple 
images; and 

using the image differences determined for the multiple 
pairs of images in determining whether the face included 
in the multiple images is a 3-dimensional structure or a 
flat surface. 
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6. A method as recited in claim 2, wherein the multiple 
images comprises a sequence of three or more images, and 
wherein one or more intervening images in the sequence of 
three or more images are between the first image and the 
second image in the sequence of three or more images. 

7. A method as recited in claim 1, wherein determining 
whether the face included in the multiple images is a 3-di 
mensional structure or a flat surface comprises: 

accessing a first image and a second image of the multiple 
images: 

reconstructing a 3-dimensional scene based on the first 
image and the second image using structure from motion 
estimation; 

fitting the 3-dimensional scene to a plane; 
analyzing characteristics of the 3-dimensional Scene fitted 

to the plane; and 
determining that the face included in the multiple images is 

a 3-dimensional structure if the characteristics meet a 
threshold, and otherwise determining that the face 
included in the multiple images is a flat surface. 

8. A method as recited in claim 7, further comprising: 
extracting one or more feature points from the first image 

and one or more feature points from the second image; 
matching feature points across the first image and the sec 

ond image; and 
using feature points matched across the first image and the 

second image to reconstruct the 3-dimensional scene. 
9. A method as recited in claim 7, wherein the analyzing 

comprises: 
generating a first value that is a distance between a feature 

in the reconstructed 3D scene and the plane; 
generating a second value that is a distance between two 

facial components on the plane; and 
calculating a ratio of the first value to the second value. 
10. A method as recited in claim 7, further comprising: 
repeating the accessing a first and a second image, recon 

structing the 3-dimensional scene, and determining that 
the face is a 3-dimensional structure or a flat surface for 
multiple pairs of images of the multiple images; and 

using the determinations that the face is a 3-dimensional 
structure or a flat surface for the multiple pairs of images 
in determining whether the face included in the multiple 
images is a 3-dimensional structure or a flat Surface. 

11. A method as recited in claim 1, further comprising: 
determining, based on the multiple images, whether 

motion is present in one or more components of the face; 
and 

indicating that the user can beauthenticated only if both the 
face included in the multiple images is a 3-dimensional 
structure and if motion is present in the one or more 
components of the face. 

12. One or more computer storage media having stored 
thereon multiple instructions that, when executed by one or 
more processors of a computing device, cause the one or more 
processors to: 

access multiple images including a face presented by a 
user, 

determine, based on the multiple images, whether motion 
is present in one or more components of the face; 

indicate that the user can be authenticated if motion is 
present in the one or more components of the face; and 

indicate that the user cannot be authenticated if motion is 
not present in the one or more components of the face. 
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13. One or more computer storage media as recited in claim 
12, wherein one or more components include an eye of the 
face. 

14. One or more computer storage media as recited in claim 
12, wherein one or more components include a mouth of the 
face. 

15. One or more computer storage media as recited in claim 
12, wherein to determine whether motion is present in one or 
more components of the face is to: 

extract a face component from each of the multiple images; 
match face components across the multiple images; 
determine a face component difference between two of the 

multiple images; and 
determine whether motion is present in the one or more 

components based at least in part on the face component 
difference between the two of the multiple images. 

16. One or more computer storage media as recited in claim 
15, wherein to determine whether motion is present in one or 
more components of the face is to determine that motion is 
present in the one or more components if the face component 
difference between the two of the multiple images meets a 
threshold value. 

17. One or more computer storage media as recited in claim 
12, wherein the multiple instructions further cause the one or 
more processors to: 

determine, based on the multiple images, whether the face 
included in the multiple images is a 3-dimensional struc 
ture or a flat Surface; and 

indicate that the user can be authenticated only if one or 
both of the face included in the multiple images is a 
3-dimensional structure and if motion is present in the 
one or more components of the face. 

18. One or more computer storage media as recited in claim 
17, wherein to determine whether the face included in the 
multiple images is a 3-dimensional structure or a flat structure 
is to: 

access a first image and a second image of the multiple 
images: 

generate a warped image by warping the first image using 
a homography matrix: 

determine an image difference between the warped image 
and the second image; and 

determine that the face included in the multiple images is a 
3-dimensional structure if the difference between the 
warped image and the second image meets a threshold 
value, and otherwise determine that the face included in 
the multiple images is a flat Surface. 

19. One or more computer storage media as recited in claim 
17, wherein to determine whether the face included in the 
multiple images is a 3-dimensional structure or a flat structure 
is to: 
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access a first image and a second image of the multiple 
images: 

reconstruct a 3-dimensional scene based on the first image 
and the second image using structure from motion esti 
mation; 

fit the 3-dimensional scene to a plane; 
analyze characteristics of the 3-dimensional scene fitted to 

the plane; and 
determine that the face included in the multiple images is a 

3-dimensional structure if the characteristics meet a 
threshold, and otherwise determine that the face 
included in the multiple images is a flat surface. 

20. One or more computer storage media having stored 
thereon multiple instructions that, when executed by one or 
more processors of a computing device, cause the one or more 
processors to: 

access multiple images including a face presented by a 
user, 

determine, based on the multiple images, whether the face 
included in the multiple images is a 3-dimensional struc 
ture or a flat surface by: 
accessing a first image and a second image of the mul 

tiple images, 
extracting one or more feature points from the first 

image and one or more feature points from the second 
image, 

matching feature points across the first image and the 
Second image, 

using feature points matched across the first image and 
the second image to generate a homography matrix. 

generating a warped image by warping the first image 
using the homography matrix, 

determining an image difference between the warped 
image and the second image, 

identifying a first set of Sub-regions in the first image, 
identifying a second set of Sub-regions in the second 

image, and 
determining, based on a difference between color values 

of pixels in the first set of Sub-regions and the second 
set of Sub-regions, that the face included in the mul 
tiple images is a 3-dimensional structure if the differ 
ence between the color values of pixels in the first set 
of Sub-regions and the second set of Sub-regions 
meets a threshold value, and otherwise determining 
that the face included in the multiple images is a flat 
Surface; and 

indicate that the user can be authenticated if the face 
included in the multiple images is a 3-dimensional struc 
ture; and 

indicate that the user cannot be authenticated if the face 
included in the multiple images is a flat surface. 
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