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(57) ABSTRACT 

A System and method determines network configuration 
Settings that provide optimal network performance for a 
user's computer (client machine). The computer is con 
nected to a remote Server via a network connection. A 
plurality of network configuration Settings are Selected for 
the computer. One or more performance tests using the 
Selected network configuration Settings are automatically 
conducted. An algorithm is used to determine the best 
network configuration Settings and achieve the desired net 
work performance characteristics for the computer based on 
preferences Specified by the user. The network configuration 
Settings of the computer are automatically adjusted based on 
the results of the performance tests. The user's computer can 
acceSS network configuration Setting recommendations from 
the remote Server, based on network configuration Settings 
and aggregate test results associated with other computers 
that previously were in communication with the remote 
SCWC. 
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SYSTEMAND METHOD FOR DETERMINING 
NETWORK CONFIGURATION SETTINGS THAT 
PROVIDE OPTIMAL NETWORK PERFORMANCE 

CROSS-REFERENCE TO RELATED 
APPLICATION 

0001) This application claims the benefit of U.S. Provi 
sional Application No. 60/277,463, filed Mar. 21, 2001, 
entitled “SYSTEMAND METHOD FOR DETERMINING 
NETWORK CONFIGURATION SETTINGS THAT PRO 
VIDE OPTIMAL NETWORK PERFORMANCE. 

BACKGROUND OF THE INVENTION 

0002 Prior art software programs exist for adjusting and 
modifying various network configuration Settings of a user's 
computer that are used by the Internet protocol (TCP/IP) 
running under Windows operating Systems. Examples of 
Such programs include WebRocket(R), available from AScen 
tive LLC; Internet Connection Booster 2000, available from 
BEVALLY Software, Inc., and iSpeed for Windows, avail 
able from High Mountain Software. These software pro 
grams allow a user to change various default Settings, Such 
as Maximum Transmission Unit (MTU), Maximum Seg 
ment Size (MSS), Receive Window (RWIN), Time to Live 
(TTL), MTU Auto Discover, and Black Hole detection. The 
user may change the Settings manually, or the user may 
Select a group of Settings that are defined by the Software 
program. The goal of changing the Settings is to optimize the 
performance of the user's computer. Manually trying to 
identify optimal Settings is a time-consuming and difficult 
trial-and-error process. Once a particular group of Settings is 
identified, the Settings may not even be optimized for 
Subsequent Internet Sessions. Changing the default Settings 
to a predefined group of Settings may provide Some 
improvement in performance, but does not provide the 
optimal Settings for a particular user's computer during a 
particular Internet Session. 
0003. Furthermore, the user may have specific perfor 
mance preferences. For example, one user may prefer 
enhanced download Speed, while another may prefer a 
system with minimized latency. It may be difficult, if not 
impossible, for a user to manually determine the optimal 
performance Settings for a particular preference, whereas the 
automatic Settings on Such Software programs may not allow 
for user preferences to be considered. Such Software pro 
grams also do not allow a user to access the experiences of 
other users to Speed up and improve the optimization 
proceSS. 

0004. Accordingly, there is a need for a software tool to 
better assist users in determining the best network configu 
ration Settings to achieve optimal network performance 
based on Specified user preferences. The present invention 
fulfills Such a need. 

BRIEF SUMMARY OF THE INVENTION 

0005 The present invention is a method and system for 
optimizing network configuration Settings for a user's client 
machine. A network connection between the client machine 
and a remote Server is established. A plurality of network 
configuration Settings are then Selected for the client 
machine. One or more performance tests are automatically 
conducted using the Selected network configuration Settings. 
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The Selected network configuration Settings of the client 
machine are automatically adjusted based on the results of 
the performance tests. The adjusted network configuration 
Settings are Settings that optimize the performance of the 
client machine. 

0006 The adjustments of the network configuration set 
tings may be made through the use of an algorithm that 
performs Statistical analysis on past network configuration 
Setting performance test result data. Either regression or a 
polynomial curve fit may be used to perform the Statistical 
analysis. The Statistical analysis may be performed by either 
the client machine or the remote Server. 

0007. A different predefined group of network configu 
ration Settings may be Selected for each test performed. The 
user may specify, via the client machine, at least one 
network performance preference. Performance metric Scor 
ing may be executed on each of the different predefined 
groups of network configuration Settings, based on a relative 
weight assigned to the network performance preference. 

0008 Logic running on the remote server may statisti 
cally analyze the results of the performance tests and deter 
mine one or more Sets of network configuration Settings for 
use on the client machine. The logic may include an intel 
ligent optimization algorithm which uses historical perfor 
mance data to Statistically assess positive or negative Scoring 
variations when a particular network configuration Setting is 
adjusted. The adjustments of the network configuration 
Settings may be made through the use of an algorithm that 
determines future groups of network configuration settings 
to teSt. 

0009. The network configuration performance of the cli 
ent machine may be continually monitored, after the net 
work configuration Settings of the client machine are auto 
matically adjusted. The monitored network configuration 
Settings of the client machine may be automatically adjusted 
to maintain optimal network performance of the client 
machine. The user may Select a set of default network 
configuration Settings. 

0010 Network configuration settings and aggregate test 
results associated with other client machines that previously 
established a network connection with the remote Server, 
may be stored on the remote server. The user's client 
machine may receive network configuration Setting recom 
mendations from the remote Server, based on the network 
configuration Settings and the aggregate test results Stored on 
the remote Server. 

0011. The network configuration settings may include 
latency, ping time, network connection Stability, Maximum 
Transmission Unit (MTU), Maximum Segment Size (MSS), 
Receive Window (RWIN), Time To Live (TTL), Black Hole 
Detection, Auto Discovery of Path MTU, packet size, 
upload throughput Speed and download throughput Speed. 

0012 A percentage score may be assigned to each appli 
cable network configuration Setting. The relative weight of 
each network configuration Setting may be multiplied by the 
percentage Score for the network configuration Setting. The 
relative weight may be determined as a function of the user's 
network performance preferences. The resulting products of 
the relative weights and the percentage Scores may then be 
added to determine a weighted overall percentage Score. 
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BRIEF DESCRIPTION OF THE SEVERAL 
VIEWS OF THE DRAWING 

0013 The following detailed description of preferred 
embodiments of the invention, will be better understood 
when read in conjunction with the appended drawings. For 
the purpose of illustrating the invention, there are shown in 
the drawings embodiments which are presently preferred. It 
should be understood, however, that the invention is not 
limited to the precise arrangements and instrumentalities 
shown. In the drawings: 
0.014 FIG. 1 shows a system block diagram configured 
in accordance with the present invention; 
0.015 FIG. 2 shows a database table structure for storing 
network configuration Settings and performance metric test 
results in accordance with the present invention; 
0016 FIG. 3 shows a high-level flow chart illustrating a 
process of executing network performance tests in accor 
dance with the present invention; 
0017 FIG. 4 shows an example of tests performed on a 
plurality of network configuration Settings in accordance 
with the present invention; 
0.018 FIG. 5 shows an example of determining scoring 
results of a network configuration Setting in accordance with 
the present invention; and 

0.019 FIG. 6 shows an example of a user interface used 
in accordance with the present invention. 

DETAILED DESCRIPTION OF THE 
INVENTION 

0020. To implement the present invention, a computer 
(hereinafter referred to as "client machine') that requires its 
network configuration Settings to be optimized, is connected 
to a network. An application program (client Software) 
running on a processor within the client machine performs 
a set of tests to determine optimal network configuration 
Settings. In addition, the application program continuously 
monitors network performance and automatically adjusts the 
network configuration Settings of the client machine to 
achieve and maintain optimal network performance in 
accordance with the user's Specified preferences. 
0021 FIG. 1 shows a system 100 used to implement the 
present invention. The system 100 includes a remote server 
105 with a remote network-enabled intelligent optimization 
engine 110, and a client machine 115 with an application 
program 120 running on a processor (not shown) within the 
client machine. The remote network-enabled intelligent 
optimization engine 110 may be a software object. The client 
machine 115 uses a network connection 150 to remote server 
105 to test performance metrics based on various network 
configuration Settings in order to achieve desired perfor 
mance improvements. The remote network-enabled intelli 
gent optimization engine 110 uses one or more algorithms to 
determine the best configuration based on the data accumu 
lated in limited or ongoing performance tests. The applica 
tion program 120 running on the processor of the client 
machine 115 includes a network performance monitor 125, 
performance metricS 130, network configuration Settings 
135, user preferences 140 and a local intelligent optimiza 
tion engine 145. 
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0022. The network performance monitor 125 executes 
network performance tests in order to obtain performance 
metrics based on Specific network configuration Settings 
135. As the performance metrics 130 are acquired for 
various network configuration Settings 135, the network 
performance monitor 125 records the performance metrics 
on the client machine 115. The performance metrics are used 
by the local intelligent optimization engine 145 to achieve 
optimal network performance by determining the best net 
work configuration settings 135 for the client machine 115 
on a limited or ongoing basis according to one or more 
algorithms performed by the local intelligent optimization 
engine 145. Any appropriate performance metricS 130 may 
be used, including download throughput speed (measured in 
bytes received per Second), upload throughput speed (mea 
Sured in bytes transmitted per Second), latency (measured in 
milliseconds of ping time), and Stability (measured in the 
percentage of network data packets lost and/or retransmit 
ted). 
0023 The client machine 115 uses the network perfor 
mance monitor 125 to access the remote server 105. Data 
received over the network connection 150 from the remote 
server 105 is used to perform network performance tests in 
order to establish performance metrics. Additionally, the 
remote server 105 can optionally store network configura 
tion Settings and performance metrics received from one or 
more client machines using the remote network-enabled 
intelligent optimization engine 110. This data, either Solely 
Supplied by the client machine 115 or in aggregate form 
accumulated from many client machines over time, is used 
in algorithms based on the remote server 105, client machine 
115, or both, to determine the best network configuration 
Settings for the client machine 115 on a limited or ongoing 
basis. The remote server 105 may require an authentication 
protocol to grant access to the client machine 115. 
0024. The network configuration settings 135 on the 
client machine 115 determine the network configuration and 
behavior of the client machine 115. The local intelligent 
optimization engine 145 determines how the client software 
should adjust these Settings in order to achieve optimal 
network performance in accordance with the Specified user 
preferences 140 and algorithms in use by the client machine 
115 and/or remote server 105. Any appropriate network 
configuration Settings 135 which may affect the performance 
metricS 130 may be used, including, in the case of the 
Internet's TCP/IP protocol, Maximum Transmission Unit 
(MTU), Maximum Segment Size (MSS), Receive Window 
(RWIN), Time to Live (TTL), Black Hole Detection, and 
MTU Auto Discovery. 

0025 The user of the client machine 115 can set the user 
preferences 140 on the client machine 115. The local intel 
ligent optimization engine 145 uses these user preferences 
140 in order to determine the correct settings for optimal 
network performance. One optional user preference, the 
Scoring Bias, involves the relative weighting of various 
performance metrics 130 for determining ideal network 
performance characteristics in the Scoring Algorithm of the 
local intelligent optimization engine 145. In this example, 
using the performance metricS 130, one user may prefer a 
System with an enhanced download Speed, while another 
may prefer a System with minimized latency. These users 
may set the Scoring Bias in relative favor of one or more of 
their preferred performance metrics 130 to achieve the 
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desired network performance characteristics of their client 
machine. If the user does not set any user preferences 140, 
then the weightings of each of the performance metrics are 
made equal. 

0026. The local intelligent optimization engine 145 pro 
cesses the performance metrics data 130 to determine the 
best network configuration Settings 135 to achieve optimal 
network performance based on the Specified user prefer 
ences 140 using one or more algorithms. If network perfor 
mance is determined to be leSS than optimal based on the 
user preferences 140, with optional input from and/or con 
trol by the remote network-enabled intelligent optimization 
engine 110 according to the algorithm used, the local intel 
ligent optimization engine 145 automatically adjusts the 
network configuration settings 135 of client machine 115 in 
order to enhance desired performance characteristics of the 
client machine 115. 

0027. The remote network-enabled intelligent optimiza 
tion engine 110 on the remote server 105 is an optional 
component of the present invention. The remote network 
enabled intelligent optimization engine 110 Stores the net 
work configuration Settings 135 and aggregate test results 
from one or more users of one or more connected client 
machines 115. The local intelligent optimization engine 145 
on the client machine 115 can acceSS recommendations from 
the remote network-enabled intelligent optimization engine 
110 on the remote server 105 in order to determine the 
optimal network configuration for that Specific machine and 
network connection type. 

0028. The present invention stores performance metrics 
130 for particular network configuration settings 135 on the 
client machine 115. The present invention accesses network 
configuration settings 135 stored on the client machine 115. 
In addition, the present invention can optionally Store aggre 
gate data received from one or more client machines 115 on 
the remote server 105. This data contains the network 
configuration Settings 135 and network performance metric 
test results from the client machine(s) 115. Any other 
appropriately relevant data pertaining to the client machine 
115, remote server 105, and the performance testing may be 
stored as well. FIG. 2 shows an example of how the 
Specified data is Stored in a database. 

0029 FIG.3 shows a high-level functional flowchart that 
demonstrates the process of executing network performance 
tests to determine the most efficient network connectivity 
settings of the client machine. In step 305, the user selects 
network configuration Setting preferences. Alternatively, in 
Step 310, the user may elect to use default network configu 
ration Setting preferences using the Software interface of the 
present invention. The monitoring/optimizing proceSS may 
cease after a fixed number of iterations, or after maximum 
optimization benefits according to weighted Score have been 
reached. In step 315, a multitude of tests are performed to 
determine the optimal network configuration Settings for the 
client machine. In Step 320, the network configuration 
Settings are adjusted to maintain network optimization in 
accordance with the user preferences. In Step 325, it is 
determined whether the user Selected a Static mode or a 
dynamic mode. If the user Selected the Static mode, the 
proceSS for adjusting network configuration Settings is ter 
minated. If the user Selected a dynamic mode, the network 
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connectivity of the client machine is continuously monitored 
by implementing steps 330, 335, 340, and, optionally, step 
345. 

0030. In step 330, the network performance monitor tests 
Specific network configuration Settings to obtain perfor 
mance metrics. Using an appropriate algorithm, random or 
intelligent changes may be made to network configuration 
Settings in order to anticipate optimal network performance. 
In Step 335, the local intelligent optimization engine ana 
lyzes performance metricS and determines new network 
configuration Settings to approach desired network perfor 
mance. In Step 340, the network configuration Settings are 
again adjusted. Optionally, in Step 345, the client machine 
may interface with the remote network-enabled intelligent 
optimization engine 10 on the remote server 105 in order to 
determine the optimal network configuration Settings. When 
the dynamic mode is implemented, the network configura 
tion Settings are automatically adjusted on a continuous 
basis to maintain optimal network performance in accor 
dance with the user preferences. After making these adjust 
ments, network performance is continually monitored and 
adjusted on an “as needed” basis. 
0031. The intelligent optimization engine on the client 
machine or remote Server may employ any number of 
appropriate algorithm(s), individually or in conjunction with 
one another, to determine the best network configuration 
Settings and achieve the desired network performance char 
acteristics for the client machine based on Specified user 
preferences. The algorithms on the client machine and 
remote Server may communicate using an appropriate net 
work application protocol. The algorithms may be designed 
to use certain data to achieve desired performance charac 
teristics for a particular network connection type, Such as 
dial-up modem, ISDN, ADSL, cable modem, and T-1. The 
exemplary algorithms described below may use results of 
the Scoring Formula as data points for determining the 
desired network connection characteristics. 

0032. The scoring method implemented by the present 
invention evaluates the results of past tests of groups of 
network configuration Settings. If the user Specifies a Scoring 
preference (such as faster downloads or reduced ping times), 
the results for each group of network configuration Settings 
are weighted. 
0033. In accordance with the present invention, future 
groups of network configuration Settings to test are deter 
mined by either using a predetermined test Sequence Sup 
plied locally in a client program running on client machine 
115, or via the remote server 105. Alternatively, a statistical 
analysis method invention, Such as linear regression or 
polynomial curve fit, may be implemented in accordance 
with the present invention to Statistically analyze past 
results. The use of Statistical analysis can decrease the time 
it takes to find optimal groups of Settings. For example, a 
curve fit or regression may indicate that increasing packet 
Size causes a desired performance characteristic Specified by 
the user, Such as the download Speed of client machine 115, 
to increase. Based on the Statistical analysis, it would no 
longer be necessary to test Smaller packet sizes. This would 
Significantly Save time on testing and allows the optimum 
network configuration Settings to be determined more expe 
ditiously. 
0034. In order to avoid obtrusive interference in the 
end-user's network activity, the active testing of perfor 
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mance metrics by the network performance monitor may be 
delayed by the local intelligent optimization engine to times 
when network activity is idle or reduced. In cases where the 
network connection of the client machine is a limiting factor 
in performance results, the network performance monitor 
may automatically Suspend the network activity of other 
network applications on the client machine, or provide a 
warning message for the end user to Suspend network 
activity of other network applications. 

0035. The Scoring Formula merges the performance met 
rics test results for particular network configuration Settings 
with the user preferences to assist the calling algorithm in 
achieving user-desired performance characteristics. For each 
Set of network configuration Settings, each applicable per 
formance metric is assigned a percentage Score relative to 
the best performing Set of network configuration Settings for 
that particular metric. For metrics where a larger number is 
desired (Such as download throughput), the percentage score 
of a designated metric of a particular set of network con 
figuration Settings is calculated by dividing the designated 
metric by the best result of the designated metric for all 
tested Sets of network configuration Settings, and multiply 
ing by 100. For metrics where a smaller number is desired, 
the metric percentage Score of the Set is calculated by taking 
the inverse of the above example. To avoid divide-by-zero 
errors in this case, if one or more Scores of a metric are equal 
to “0”, the percentage Score for that metric is automatically 
Set to 100%, the best possible percentage Score for a metric. 

0.036 For each set of network configuration settings, a 
weighted overall percentage Score is determined. The rela 
tive weight of each performance metric, Specified as a 
percentage by the user preferences, is multiplied by the 
percentage Score for that particular metric. Each of these 
results are then added together to achieve the weighted 
overall percentage Score. The weighted overall percentage 
Scores are returned to the calling algorithm. 

0037. A Local Source version of an Active-Learning 
Algorithm of the local intelligent optimization engine is 
designed to determine a baseline for the desired network 
performance characteristics on the client machine. Using a 
Series of performance tests, performance metricS are 
obtained and stored on the client machine. The network 
performance monitor performs these tests with a Selected Set 
of network configuration Settings in order to record accurate 
performance metrics. In the Local Source version of the 
Active-Learning Algorithm, Sets of network configuration 
Settings are determined for a variety of network connection 
types at design time and hard-coded into the client Software. 
The local intelligent optimization engine instructs the net 
work performance monitor to capture performance metrics 
for each Set of network configuration Settings. After the 
initial round of tests has been completed, the local intelligent 
optimization engine passes the results Sets to the Scoring 
Formula. The Scoring Formula returns a weighted percent 
age Score for each Set of network configuration Settings. The 
local intelligent optimization engine then Selects the highest 
Scoring Set of network configuration Settings as a baseline 
for the desired network performance characteristics. 
0.038 FIG. 4 shows an example of tests being performed 
on five groups of network configuration Settings, G1 through 
G5. The lowest (best) ping time receives a score of 100%, 
and the highest (best) throughput receives a score of 100%, 
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and the other results are scored relatively. The Scoring Bias 
is neutral, So the Scores for each group are averaged to 
determine the weighted overall percentage Score. The 
Active-Learning Algorithm has determined that G1, with the 
best-weighted overall percentage Score, is the best group of 
network configuration Settings in this Scenario. The Local 
Source version of the Active-Learning Algorithm or others 
may be used to further pinpoint an optimal group of network 
configuration Settings. 

0039. In a Network Source version of the Active-Learn 
ing Algorithm, the Sets of network configuration Settings are 
provided by the remote server at run time based on the 
network connection type of the client machine. The remote 
Server makes the Selection based on the Active-Learning 
Support Algorithm in use at the time. Other than gathering 
the Sets of network configuration Settings from the remote 
server instead of the client Software, the Network Source 
version of the Active-Learning Algorithm initially proceeds 
exactly as in the Local Source version of the Active 
Learning Algorithm. After the testing round has been com 
pleted and the Scoring Formula is called to provide a 
weighted percentage Score for each Set of network configu 
ration Settings, the client machine provides the remote Server 
with the result Set. The remote Server Stores the percentage 
Score results for various network configuration Settings for 
one or more machines and may use the Stored results to 
determine the Set of network configuration Settings to pro 
vide to client machine(s) in the future. 
0040. In a Preset version of the Active-Learning Support 
Algorithm, the responsibility of the remote Server is to 
provide a Set of network configuration Settings to a client 
machine. More specifically, Sets of network configuration 
Settings appropriate to particular network connection types, 
predetermined at design time and hard-coded into the remote 
Server, are provided to the client machine. The Sets may be 
manually changed at any time, but are not altered based on 
results from client machines. 

0041. In an Intelligent version of the Active-Learning 
Support Algorithm, the weighted percentage Scores for net 
work configuration sets Supplied by client machine(s) in a 
prior Session for a particular connection type are used as 
aggregate data. The Active-Learning Support Algorithm on 
the remote Server uses the aggregate data to determine Sets 
of network configuration Settings for a particular network 
connection type on a client machine. In the Intelligent 
version of the Active-Learning Support Algorithm, the client 
machine requests the remote Server to provide Sets of 
network configuration Settings for a particular network con 
nection type. The Intelligent version of the Active-Learning 
Support Algorithm Searches the database of past results for 
that connection type to provide a representative range of 
network configuration Settings that have achieved a particu 
lar threshold weighted percentage Score by the Scoring 
Formula, Such as 90%. 

0042. Using the Local Decision version of the Intelligent 
Optimization Algorithm, the local intelligent optimization 
engine provides ongoing performance enhancement to 
achieve the desired characteristics as Specified in the user 
preferences. The Local Decision version of the Intelligent 
Optimization Algorithm uses historical performance data, 
i.e., the performance metrics, to Statistically assess the 
positive or negative Scoring variation when the local intel 
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ligent optimization engine adjusts a particular network con 
figuration Setting. The Local Decision version of the Intel 
ligent Optimization Algorithm begins with two or more 
Starting Sets of network configuration Settings, which can be 
Supplied locally or over the network as in the Active 
Learning Algorithm. A large enough Set must be Supplied to 
give Statistical significance to the resulting effect on the 
performance metrics by a particular network configuration 
Setting variable. AS in any Statistical analysis, the more 
variables, i.e., network configuration Settings, are present, 
the more test data, i.e., performance metricS based on Sets of 
network configuration Settings, must be Supplied to deter 
mine the effect of any one variable on the test results. 
0043. Once the initial data set is gathered, an appropriate 
Statistical analysis method is employed, Such as linear 
regression or polynomial curve fit, for the performance 
metric Scoring based on each network configuration Setting. 
The Statistical analysis determines a predicted maximum 
range for the Scoring results for a particular network con 
figuration Setting. 

0044 FIG. 5 shows scoring results for an exemplary 
network configuration Setting based on various values of 
Maximum Transmission Unit (MTU). In this example, a 
Statistical analysis determines the best packet size between 
1576 and 2560 octets (eight-bit bytes). The local intelligent 
optimization engine using the Local Decision version of the 
Intelligent Optimization Algorithm might Suggest Several 
Sets of network configuration Settings including packet size 
between 1576 and 2560 octets. Standard multivariable 
analysis techniques can be used in the Local Decision 
version of the Intelligent Optimization Algorithm for ana 
lyzing results Sets of tests on multiple network configuration 
Settings. The analysis would Supply Similar confidence range 
results as the above MTU example, i.e., several more sets of 
network configuration Settings on which to perform Scoring 
and analysis. An iteration of the Local Decision version of 
the Intelligent Optimization Algorithm is completed when 
one or more new sets of network configuration Settings are 
Supplied to the local intelligent optimization engine for 
further testing. Whether one or multiple network configu 
ration Settings are under analysis by the Local Decision 
version of the Intelligent Optimization Algorithm, the local 
intelligent optimization engine continuously uses this algo 
rithm to analyze the performance metrics results of Sets of 
network configuration Settings and provide new Sets of 
network configuration Settings to analyze. Multiple itera 
tions of the Local Decision version of the Intelligent Opti 
mization Algorithm, Over time, achieves the best perfor 
mance characteristics Specified by the user preferences. 

0.045. In a Network Decision version of the Intelligent 
Optimization Algorithm on the client machine, the Statistical 
analyses of performance metricS recorded by the network 
performance monitor for particular Sets of network configu 
ration Settings are performed by the remote network-enabled 
intelligent optimization engine on the remote Server. The 
remote Server may optionally use aggregate data from other 
client machines, if present, as additional data points in the 
linear regression, polynomial curve fit, or other Statistical 
analytical method in use by the remote network-enabled 
intelligent optimization engine. 

0046) An iteration of Network Decision version of the 
Intelligent Optimization Algorithm begins with the client 
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machine opening a network connection to the remote Server. 
If available, the client machine Supplies test results from the 
network performance monitor for one or more Sets of 
network configuration Settings to the remote network-en 
abled intelligent optimization engine on the remote Server. 
Optionally, the remote server stores this data. The remote 
Server, using the Intelligent Optimization Support Algo 
rithm, performs a Statistical analysis Similar to that described 
in the Local Decision version of the Intelligent Optimization 
Algorithm. However, the remote Server may optionally use 
aggregate test results data Stored from Sessions with this 
and/or other client machines using Similar network connec 
tion types to determine the impact of a particular network 
configuration Setting on the Scoring results. To complete the 
iteration of the Local Decision version of the Intelligent 
Optimization Algorithm, the remote network-enabled intel 
ligent optimization engine Supplies one or more Sets of 
network configuration Settings for further testing as 
described in the Intelligent Optimization Support Algorithm. 
The local intelligent optimization engine then directs the 
network performance monitor to test the Supplied set(s) of 
network configuration Settings and optionally repeats an 
iteration of the Local Decision version of the Intelligent 
Optimization Algorithm to refine the network performance 
characteristics. 

0047. In an Intelligent Optimization Support Algorithm, 
the remote server fulfills its obligation to the client machine 
in the Network Decision version of the Intelligent Optimi 
Zation Algorithm to Statistically analyze the test results and 
determine one or more sets of network configuration settings 
for use on the client machine. This Intelligent Optimization 
Support Algorithm functions as described in the Network 
Decision version of the Intelligent Optimization Algorithm. 
The Intelligent Optimization Support Algorithm begins by 
receiving performance metrics results for tests performed by 
the network performance monitor on the client machine, and 
a Statistical analysis is performed on those results, optionally 
combined with past results of tests on the client machine 
and/or other client machines. The Intelligent Optimization 
Support Algorithm Stores test results Supplied by the client 
machine and ends by returning Sets of network configuration 
Settings which are likely to maximize the performance Score 
according to an applicable Statistical analysis, Such as 
Single-variable or multivariable regression or curve fitting. 
0048 FIG. 6 shows a Speed Manager user interface 600 
in accordance with one embodiment of the present inven 
tion. The Speed Manager user interface 600 allows users to 
Select network configuration preferences. To access the 
features, the user Selects an Intelligent Mode menu button 
605 and information about this mode is displayed in an 
Intelligent Mode console 610 of Speed Manager 600. In this 
implementation, a Scoring Bias selector 615 may be 
adjusted to balance between quicker response (lower ping/ 
latency) and faster downloads (maximum throughput). The 
network configuration Settings of the client machine are 
optimized in the Intelligent Mode. Activation of an Intelli 
gent Mode activation button 620 executes a series of net 
work performance tests in order to obtain performance 
metrics for the client machine. 

0049. The present invention provides further functional 
ity to the user. This functionality includes a graphical 
interface displaying current network performance, a graphi 
cal interface displaying current Status of the local intelligent 
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optimization engine, an authentication protocol to access the 
remote Server for performance testing and, optionally, the 
ability to compare client machine network configuration 
Settings and performance metrics with recommendations 
provided by the remote network-enabled intelligent optimi 
Zation engine using an appropriate decision-making algo 
rithm on the client machine or remote network-enabled 
intelligent optimization engine. Additionally, a user of the 
present invention may take advantage of the collective, 
accumulated knowledge of other users who have completed 
a similar optimization process. 
0050. The present invention is capable of running on any 
hardware configuration that is used as part of today's 
technology. In order to actively monitor network perfor 
mance, the client Software must be able to connect to another 
computer (e.g., the remote server) via the Internet. 
0051. The present invention may be used with any com 
puter operating System. However, in today's modem mar 
ketplace, Microsoft Windows is the most commonly used 
computer operating System. The present invention may be 
used with Windows 95, Windows 98, Windows Me, Win 
dows NT, Windows 2000 and Windows XP. The present 
invention Supports future WindowS based operating Systems. 
0.052 When implementing the present invention using 
Windows operating Systems, the Internet connection of the 
user's client machine is tested each time that the user's client 
machine boots up, over a period of time which may be 
referred to as a “learning phase.” During each test, a 
different group of network configuration Settings are 
Selected and remain fixed during the Internet Session. A user 
must reboot his or her client machine, reconnect to the 
Internet, and then login to the remote Server Several times 
until the learning phase is complete. Ideally, the operating 
System allows all of the different groups of network con 
figuration Settings to be tested at one time So that the optimal 
Settings may be determined and Set without having to reboot 
the client machine or reconnect to the Internet. 

0053. The present invention may be implemented with 
any combination of hardware and Software. If implemented 
as a computer-implemented apparatus, the present invention 
is implemented using means for performing all of the Steps 
and functions described above. 

0.054 The present invention may be implemented with 
any combination of hardware and Software. The present 
invention can be included in an article of manufacture (e.g., 
one or more computer program products) having, for 
instance, computer uSeable media. The media has embodied 
therein, for instance, computer readable program code 
means for providing and facilitating the mechanisms of the 
present invention. The article of manufacture can be 
included as part of a computer System or Sold Separately. 
0055. It will be appreciated by those skilled in the art that 
changes could be made to the embodiments described above 
without departing from the broad inventive concept thereof. 
It is understood, therefore, that this invention is not limited 
to the particular embodiments disclosed, but it is intended to 
cover modifications within the Spirit and Scope of the present 
invention. 

What is claimed is: 
1. A method of optimizing network configuration Settings 

for a user's client machine, the method comprising: 
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(a) establishing a network connection between the client 
machine and a remote Server; 

(b) selecting a plurality of network configuration Settings 
for the client machine; 

(c) automatically conducting one or more performance 
tests using the Selected network configuration Settings, 
and 

(d) automatically adjusting the Selected network configu 
ration Settings of the client machine, based on the 
results of the performance tests, wherein the adjusted 
network configuration Settings are Settings that opti 
mize the performance of the client machine. 

2. The method of claim 1 wherein the adjustments of the 
network configuration Settings are made through the use of 
an algorithm that performs Statistical analysis on past net 
work configuration Setting performance test result data. 

3. The method of claim 2 wherein regression is used to 
perform the Statistical analysis. 

4. The method of claim 2 wherein a polynomial curve fit 
is used to perform the Statistical analysis. 

5. The method of claim 2 wherein the statistical analysis 
is performed by the client machine. 

6. The method of claim 2 wherein the statistical analysis 
is performed by the remote server. 

7. The method of claim 1 wherein a different predefined 
group of network configuration Settings is Selected for each 
test performed. 

8. The method of claim 7 further comprising: 
(e) the user specifying, via the client machine, at least one 

network performance preference, and 
(f) executing performance metric scoring on each of the 

different predefined groups of network configuration 
Settings, based on a relative weight assigned to the 
network performance preference. 

9. The method of claim 1 wherein logic running on the 
remote Server Statistically analyzes the results of the perfor 
mance tests and determines one or more Sets of network 
configuration Settings for use on the client machine. 

10. The method of claim 9 wherein the logic includes an 
intelligent optimization algorithm which uses historical per 
formance data to Statistically assess positive or negative 
Scoring variations when a particular network configuration 
Setting is adjusted. 

11. The method of claim 1 wherein the adjustments of the 
network configuration Settings are made through the use of 
an algorithm that determines future groups of network 
configuration Settings to test. 

12. The method of claim 1 further comprising: 
(e) continually monitoring the network configuration per 

formance of the client machine, after Step (d) has been 
performed; and 

(f) automatically adjusting the monitored network con 
figuration Settings of the client machine to maintain 
optimal network performance of the client machine. 

13. The method of claim 1 further comprising: 
(e) storing on the remote server, network configuration 

Settings and aggregate test results associated with other 
client machines that previously established a network 
connection with the remote Server, wherein the user's 
client machine receives network configuration Setting 
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recommendations from the remote Server, based on the 
network configuration Settings and the aggregate test 
results Stored on the remote Server. 

14. The method of claim 1 wherein one of the network 
configuration Settings is latency. 

15. The method of claim 1 wherein one of the network 
configuration Settings is ping time. 

16. The method of claim 1 wherein one of the network 
configuration Settings is network connection Stability. 

17. The method of claim 1 wherein one of the network 
configuration Settings is Maximum Transmission Unit 
(MTU). 

18. The method of claim 1 wherein one of the network 
configuration settings is Maximum Segment Size (MSS). 

19. The method of claim 1 wherein one of the network 
configuration settings is Receive Window (RWIN). 

20. The method of claim 1 wherein one of the network 
configuration settings is Time To Live (TTL). 

21. The method of claim 1 wherein one of the network 
configuration Settings is Black Hole Detection. 

22. The method of claim 1 wherein one of the network 
configuration settings is Auto Discovery of Path Maximum 
Transmission Unit (MTU). 

23. The method of claim 1 wherein one of the network 
configuration Settings is packet size. 

24. The method of claim 1 wherein one of the network 
configuration Settings is upload throughput Speed. 

25. The method of claim 1 wherein one of the network 
configuration Settings is download throughput Speed. 

26. The method of claim 1 further comprising: 
(e) assigning a percentage Score to each applicable net 
work configuration Setting, 

(f) multiplying the relative weight of each network con 
figuration Setting by the percentage Score for the net 
work configuration Setting, wherein the relative weight 
is determined as a function of the user's network 
performance preferences, and 

(g) adding the resulting products of step (f) to determine 
a weighted overall percentage Score. 

27. The method of claim 1 wherein step (b) further 
comprises: 

(b)(i) the user Selecting a set of default network configu 
ration Settings. 

28. An article of manufacture for optimizing network 
configuration Settings for a user's client machine, the article 
of manufacture comprising a computer-readable medium 
holding computer-executable instructions for performing a 
method comprising: 

(a) establishing a network connection between the client 
machine and a remote Server; 

(b) selecting a plurality of network configuration settings 
for the client machine; 

(c) automatically conducting one or more performance 
tests using the Selected network configuration Settings, 
and 

(d) automatically adjusting the Selected network configu 
ration Settings of the client machine, based on the 
results of the performance tests, wherein the adjusted 
network configuration Settings are Settings that opti 
mize the performance of the client machine. 
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29. The article of manufacture of claim 28 wherein the 
adjustments of the network configuration Settings are made 
through the use of an algorithm that performs Statistical 
analysis on past network configuration Setting performance 
test result data. 

30. The article of manufacture of claim 29 wherein 
regression is used to perform the Statistical analysis. 

31. The article of manufacture of claim 29 wherein a 
polynomial curve fit is used to perform the Statistical analy 
Sis. 

32. The article of manufacture of claim 29 wherein the 
Statistical analysis is performed by the client machine. 

33. The article of manufacture of claim 29 wherein the 
Statistical analysis is performed by the remote Server. 

34. The article of manufacture of claim 28 wherein a 
different predefined group of network configuration Settings 
is Selected for each test performed. 

35. The article of manufacture of claim 34 wherein the 
computer-executable instructions perform a method further 
comprising: 

(e) the user specifying, via the client machine, at least one 
network performance preference, and 

(f) executing performance metric scoring on each of the 
different predefined groups of network configuration 
Settings, based on a relative weight assigned to the 
network performance preference. 

36. The article of manufacture of claim 28 wherein logic 
running on the remote server Statistically analyzes the results 
of the performance tests and determines one or more Sets of 
network configuration Settings for use on the client machine. 

37. The article of manufacture of claim 36 wherein the 
logic includes an intelligent optimization algorithm which 
uses historical performance data to Statistically assess posi 
tive or negative Scoring variations when a particular network 
configuration Setting is adjusted. 

38. The article of manufacture of claim 28 wherein the 
adjustments of the network configuration Settings are made 
through the use of an algorithm that determines future 
groups of network configuration Settings to test. 

39. The article of manufacture of claim 28 wherein the 
computer-executable instructions perform a method further 
comprising: 

(e) continually monitoring the network configuration per 
formance of the client machine, after Step (d) has been 
performed; and 

(f) automatically adjusting the monitored network con 
figuration Settings of the client machine to maintain 
optimal network performance of the client machine. 

40. The article of manufacture of claim 28 wherein the 
computer-executable instructions perform a method further 
comprising: 

(e) storing on the remote server, network configuration 
Settings and aggregate test results associated with other 
client machines that previously established a network 
connection with the remote Server, wherein the user's 
client machine receives network configuration Setting 
recommendations from the remote Server, based on the 
network configuration Settings and the aggregate test 
results Stored on the remote Server. 
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41. The article of manufacture of claim 28 wherein one of 
the network configuration Settings is latency. 

42. The article of manufacture of claim 28 wherein one of 
the network configuration Settings is ping time. 

43. The article of manufacture of claim 28 wherein one of 
the network configuration Settings is network connection 
stability. 

44. The article of manufacture of claim 28 wherein one of 
the network configuration Settings is Maximum Transmis 
sion Unit (MTU). 

45. The article of manufacture of claim 28 wherein one of 
the network configuration Settings is Maximum Segment 
Size (MSS). 

46. The article of manufacture of claim 28 wherein one of 
the network configuration settings is Receive Window 
(RWIN). 

47. The article of manufacture of claim 28 wherein one of 
the network configuration settings is Time To Live (TTL). 

48. The article of manufacture of claim 28 wherein one of 
the network configuration Settings is Black Hole Detection. 

49. The article of manufacture of claim 28 wherein one of 
the network configuration Settings is Auto Discovery of Path 
Maximum Transmission Unit (MTU). 

50. The article of manufacture of claim 28 wherein one of 
the network configuration Settings is packet size. 
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51. The article of manufacture of claim 28 wherein one of 
the network configuration Settings is upload throughput 
Speed. 

52. The article of manufacture of claim 28 wherein one of 
the network configuration Settings is download throughput 
Speed. 

53. The article of manufacture of claim 28 wherein the 
computer-executable instructions perform a method further 
comprising: 

(e) assigning a percentage Score to each applicable net 
work configuration Setting, 

(f) multiplying the relative weight of each network con 
figuration Setting by the percentage Score for the net 
work configuration Setting, wherein the relative weight 
is determined as a function of the user's network 
performance preferences, and 

(g) adding the resulting products of step (f) to determine 
a weighted overall percentage Score. 

54. The article of manufacture of claim 28 wherein step 
(b) further comprises: 

(b)(i) the user Selecting a set of default network configu 
ration Settings. 
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