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PREFACE 

SILICON PROCESSING FOR THE VLSI ERA is a text designed to provide a 
comprehensive and up-to-date treatment of this important and rapidly changing field. 
The text will consist of three volumes, of which this book is the second, subtitled, 
Process Integration. Volume I, subtitled Process Technology, was published in 1986. 
Volume 3, to be subtitled Assembly, Packaging and Manufacturing Technology is 
scheduled for publication in 1993. In Volume I, the individual processes utilized in the 
fabrication of silicon VLSI circuits are covered in depth (e.g., epitaxial growth, 
chemical vapor and physical vapor deposition of amorphous and polycrystalline films, 
thermal oxidation of silicon, diffusion, ion implantation, microlithography, and etching 
processes). 

In this volume, we undertake to explain how the individual processes described in 
Volume I are combined in various ways to produce silicon integrated circuits. This 
task is referred to as process integration. The first part of the book deals with sub­
process integration; that is, the effort involved in forming circuit structures that can be 
implemented into a variety of circuit types. These structures include isolation structures 
(Chap. 2), metal-silicon contacts (Chap. 3), and device-interconnect structures 
(Chap. 4). 

The second part of the book covers the process integration tasks of full-device-type 
technologies, including NMOS (Chap. 5), CMOS (Chap. 6), bipolar and BiCMOS 
(Chap. 7), and semiconductor memories (Chap. 8). Chapter 9 describes the process 
simulation tools that are available for aiding in the process integration and development 
efforts. 

Volume 3 will cover process control, VLSI manufacturing issues and facilities, 
contamination and yield, automation, assembly, packaging, and parametric testing. 

The purpose of writing this text was to provide professionals involved in the 
microelectronics industry with a single source that offers a complete overview of the 
technology associated with the manufacture of silicon integrated circuits. Other texts on 
the subject are available only in the form of specialized books (i.e., that treat just a 
small subset of all of the processes), or in the form of edited volumes (i.e., books in 
which a group of authors each contributes a small portion of the contents). 

Such edited volumes typically suffer from a lack of unity in the presented material 
from chapter-to-chapter, as well as an unevenness in writing style and level of 
presentation. In addition, in multi-disciplinary fields, such as microelectronic 
fabrication, it is difficult for most readers to follow technical arguments in such books, 

xxix 
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XXX 

especially if the information is presented without defining each technical "buzzword" as 
it is first introduced. 

In our books such drawbacks are avoided by treating the subject of VLSI fabrication 
from a unified and more pedagogical viewpoint, and by carefully defining technical 
terms when they arc first introduced. The result is intended to be a user friendly book 
for workers who have come to the semiconductor industry after having been trained in 
but one of the many traditional technical disciplines. 

An important technical breakthrough has occurred in publishing that the author also 
felt could be exploited in creating a unique book on silicon processing. That is, 
revolutionary electronic publishing techniques have recently become available, which 
can cut the time required to produce a published book from a finished manuscript. This 
task traditionally took 15-18 months, but can be now reduced to less than 3 months. If 
traditional techniques are used to produce books in such fast-breaking fields as VLSI 
fabrication, these books automatically possess a built-in obsolescence, even upon being 
first published. 

We have taken advantage of these rapid production techniques, and have been able to 
successfully meet the reduced production-time schedule. As a result, information 
contained in technical journals and conferences which was available within three months 
of the book's publication date has been included. 

Written for the professional, the book belongs on the bookshelf of workers in several 
microelectronic disciplines. Microelectronic fabrication engineers who seek to develop a 
more complete perspective of the subject, or who arc new to the field, will find it 
invaluable. Integrated circuit designers, test engineers, and integrated circuit equipment 
designers, who must understand VLSI processing issues to effectively interface with the 
fabrication environment, will also find it a uniquely useful reference. The book should 
also be very suitable as a text for graduate-level courses on silicon processing 
techniques, offered to students of electrical engineering, applied physics, and materials 
science. It is assumed that such students already possess a basic familiarity with 
semiconductor device physics. Problems are included at the end of each chapter to assist 
readers in gauging how well they have assimilated the material in the text 

The book is an outgrowth of several intensive seminars conducted by the author 
through the Engineering Extension of the University of California, Irvine. Over one 
thousand engineers and managers from more than 75 companies and government 
agencies have enrolled in these short courses since they were first presented in 1984. 

A book of this length and diversity would not have been possible without the 
indirect and direct assistance of many other workers. To begin, virtually all of the 
information presented in this text is based on the research efforts of a countless number 
of scientists and engineers. Their contributions are recognized to a small degree by 
citing some of their articles in the references given at the end of each chapter. The direct 
help came in a variety of forms, and was generously provided by many people. The text 
is a much better work as a result of this aid, and the authors express heartfelt thanks to 
those who gave of their time, energy, and intellect. 

Each of the chapters was reviewed after the writing was completed. The engineers 
and scientists who participated in this review were numerous. The main reviewers are 
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xxxi 

listed on the page before the preface, and we would like to thank them once again at this 
point for their contributions. That is, the following professionals (each one an expert 
in the topic covered by the chapter they reviewed), read an entire chapter for technical 
correctness, and provided appropriate comments and corrections: Robert S. Blewer, John 
Y. Chen, Andrew R. Coulson, Haiping Dun, Terry Herndon, Michael Kump, Farhad K. 
Moghadam, Joseph R. Monkowski, Stan Swirhun, Al F. Tasch, Jr., and Samuel T. 
Wang. In addition, J. B. Price, of Spectrum CVD, Chris A. Mack, of the National 
Security Agency, and Sidney Marshall, Editor of Solid State Technology, provided other 
valuable technical and editorial input. Robert Shier, of VTC Corp., and Jim Cable of 
TRW also kindJy provided the author with timely and valuable technical literature. 

The copy editing of the book was undertaken by Mary Nadler, and the clarity and 
grammatical correctness of the prose owes a great deal to her professional efforts. The 
aesthetically pleasing graphics of the cover were designed by Roy Montibon of 
Visionary Art Resources, Inc., Santa Ana, CA. 

Stanley Wolf 

P.S. Additional copies of the books can be obtained from: 

Lattice Press 
P.O. Box 340-W 
Sunset Beach, CA, 90742 

An order form, for your convenience, is provided on the final leaf of the book. 
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CHAPTER 1 

PROCESS INTEGRATION 

FOR VLSI and ULSI 

Since lhe creation of the first integrated circuit in 1960, the density of devices that can 
be fabricated on semiconductor substrates has steadily increased. In the late 1970s the 
number of devices manufactured on a chip exceeded the generally accepted definition of 
very large scale integration, or VLSI (i.e., more than 100,000 devices per chip) (Fig. 
1-Ja). By 1990 this number had grown to more than 32 million devices per chip (16-
Mbit DRAMs), and it is generally acknowledged that the era of ultra-large-scale 
integration (ULSI) has begun. The increasing device count has been accompanied by a 
shrinking minimum feature size (Fig. 1-lb), which as of 1990 had decreased to 
«-0.5 µmin the most advanced commcrciallv available chips. 

"'·· ········~-··· , n✓•ao4a6 
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Fig. 1~1 (a) Increase in the number of transistors per microprocessor chip versus year of 
introduction, for a variely of 8-bit and 16-bit microprocessors, and (b) The decrease in 
minimum device feature size versus time on integrated circuits. 

J 
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2 SILICON PROCESSING FOR THE VLSI ERA VOLUME II 

Progress seems likely to continue at a rapid pace, with even further reductions in the 
unit cost per function and in the power-delay product of integrated circuits projected. 
Silicon processing has been the dominant technology of IC fabrication and is likely to 
retain this position for the foreseeable future. The entire adventure of silicon device 
manufacturing represents a remarkable application of scientific knowledge to the 
requirements of technology. Our hooks* are intended to serve as a comprehensive and 
cohesive report on the state of the art of this technoln~v. as practiced at the time of 
publication. 

Floor Plan DESIGN 
Architectural, Wafer Fabrication 

Logic, Circuit 
Completed 

Wafers 

Verification Testing 
of Above 

Design Steps 

Logic Schematic 
L-1 Test Vector Assembly and 

.. /o J L Generation Packaging 

Testing 
LayoutVerific>tion 

Circuit Schematic and 
Delay Extraction 

Layout ; 'i' ;'> [)fDF~1 1111111·· .· / .) 

Mask or Reticle •I 

gr~ti=.H Fabrication i Ii l/n1T/ 
1 I 

er:: ebi 
Masks 

Fig. 1~2 Steps required for the manufacture of very large scale integrated circuits (VLSI). 

* SILICON PROCESSING FOR THE VLSI ERA Volume I: Process Technology; Volume 2 · 
Process Integration; and Volume 3 - Assembly, Packaging, and Manufacturing Technology 
(the latter is scheduled to to be published approximalely in 1992) 
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PROCESS INTEGRATION FOR VLSI AND ULSI 3 

Figure 1-2 illustrates the sequence of tasks followed in the manufacture of an integrated 
circuit. These tasks can be grouped into three phases: design.fabrication, and testing. 
Our books are concerned primarily with the fabrication phase. We describe the IC 
manufacturing steps that occur from the point at which the circuit design has been 
completed and the necessary design information has been rendered into the form of a 
circuit layout. In this form, the layout information is ready to be used to generate a set 
of masks (or reticles) that will serve as the tools for specifying the circuit patterns on 
silicon wafers. For VLSI and ULSI circuits, the layout information is stored in a 
computer. 

The details concerning the individual fabrication processes (e.g., those associated 
with creating patterns, introducing dopants, and depositing films on silicon substrates 
to form integrated circuits) are the subjects of Volume I. In this second volume, we 

r----------

: ~ ,,z;:;;;$ MASK 
INGO INGOT I r•. ~ r--rrrn .J r1fwl;., 
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Fig. 1~3 The fabrication process sequence of integrated circuits. 
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4 SILICON PROCESSING FOR THE VLSI ERA - VOLUME II 

b) 

Fig. 1-4 (a) Example of the patterns transferred to a wafer during a seven-mask process 
sequence, and (b) Cross section of completed devices in a basic CMOS process. 

undertake a discussion of the sequences of the steps performed to produce the device 
structures of the circuits. The text describes how the various individual processes arc 
integrated together so that the end result is a completely realized integrated circuit. 

One perspective of such a process-inregration effort is illustrated in Fig. 1-4. It can 
be seen that a series of masking steps must be sequentially perfonned for the desired 
patterns to be created on the wafer surface. The other processing procedures performed 
between the masking steps serve to create the desired device structures. An example of 
the end result of a complete process sequence is shown in Fig. l-4b as an IC cross­
section. 

This book is roughly divided into two parts. The first part deals with what we refer 
to as subprocess integration (Chapters 2, 3, and 4), while the second covers comple1e 
process inlegration (Chapters 5, 6, 7, and 8). Chapter 9 covers the subject of process 
simulation, an approach applicable to both the subprocess and complete process­
integration development efforts. 

The function of subprocess integration is to produce device structures that can be 
used in a variety of integrated-circuit technologies (i.e., isolation, contact, and 
interconnect structures). The purpose of the process-integration task is to design the 
process sequences used to manufacture complete IC teehnologics (i.e., NMOS, CMOS, 
bipolar, BICMOS, and IC memory devices). 
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CHAPTER 5 

MOS DEVICES AND 

NMOS PROCESS INTEGRATION 

This chapter deals with NMOS process integration. To provide background information 
for this topic, a review of the physics of long-channel MOS devices (i.e., whose 
channel lengths are greater than 2 µm) and the basics of MOS circuit design is 
presented. Also included is a discussion of the relationship between desired ,kvice 
performance and process technology. (More rigorous treatments of MOS device physics 
are found in references I - 5.) 

TI1e history of NMOS processing is also presented, emphasizing how the obstacles 
to fabricating reliable NMOS !Cs were overcome. A detailed example of the fabrication 
sequence of a typical NMOS inverter circuit culminates this discussion. The chapter 
concludes with a description of short-channel and hot-carrier effects in MOS devices, 
together with processing techniques developed to combat the problems they cause. 

5.1 MOS DEVICE PHYSICS 

5.1.1 The Structure and Device Fundamentals 
of MOS Transistors 

A perspective view of an n-channel MOSFET is shown in Fig. 5-la, while additional 
details of its structure and its circuit symbol arc given in Figs. 5-lb and 5-lc, 
respectively. The device has a gate terminal (lo which the input signal is normally 
applied), as well as source and drain terminals (across which the output voltage is 
developed, and through which the output current flows, i.e., the drain-source currenl, 
lo). The gate terminal is connected to the gate electrode (a conductor), while the 
remaining tenninals are connected to the heavily doped source and drain regions in Ilic 
semiconductor substrate. 

A channel region in the semiconductor under the gate electrode separates the source 
and drain. The channel (of length Land width W) is lightly doped with a dopant type 
opposite to that of the source and drain. The semiconductor is also physically separated 
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Flg. 5-1 (a) Structure of an MOS device. (b) Cross sectional view. (c) Schematic symbol.7 

From D. A. Hodges and H. G. Jackson, Analysis and Design of Digital Integrated Circuits, 
Copyright, 1983 McGraw-Hill Book Co. Reprinted with permission. 

from the gate electrode by an insulating layer (typically, SiOz), so that no current flows 
between the gate electrode and the semiconductor. 

As shown in Fig. 5-lb, MOS transistors are symmetrical devices, which means that 
the source and drain are interchangable. In NMOS circuits, however, the more positive 
of these two electrodes is normally defined to be the drain, and thus the input signal is 
defined as the voltage between the gate and source terminals (Vin~ Vo). 

In simplest terms, the operation of an MOS transistor involves the application of an 
input voltage to the gate electrode, which sets up a transverse electric field in the 
channel region of the device (5-2a). By varying ·this transverse electric field, it is 
possible to modulate the longitudinal conductance of the channel region. Since an 
electric field controls current flow, such devices are tcnnedfield-effect transistors 
(FETs). They are further described as metal-oxide-semiconductor (MOS) FE1'., because 
of the thin SiO2 layer tl1at separates the gate and substrate. 

The substrate (or body) of the MOS transistor is a silicon wafer; this wafer also 
provides mechanical support for the finished circuit. In addition, an external electrical 
connection (or terminal) can be made to the body, making the MOS transistor a four­
terminal device. (In later sections we will see how the transistor behavior is impacted if 
a bias is applied between the source and body terminals of the device.) 

The top surface of the body consists of active or transistor regions as well as passive 
or (field) regions. The active regions are those in which transistor action occurs; i.e., 
the channel and the heavily doped source and drain regions. Conduction between separate 
active regions must be prevented (see chap. 2). A thick oxide layer (0.5-1.0 µm) is 
normally grown over the field regions as one of the measures to achieve this goal. 

If no gate bias is applied, the electrical path between source and drain consists of two 
back-to-back two pn junctions in series. If a drain bias is applied such that the source-
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Fig. S-2 (a) Idealized NMOS cross section with positive Vos applied showing depletion 

regions and the induced channcI.7 From D. A. Hodges and H. G. Jackson, Analysis and 
Design of Digital Integrated Circui1s, Copyright, 1983 McGraw-Hill Book Co. Reprinted 
with pennission. (b) Cross sections and output and transfer characteristics of four types of 
MOSFETs. 7 From S. M. Sze, Semiconductor Devices - Physics and Technology. 
Copyright, 1985, John Wiley & Sons. Reprinted with permission. 
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body and drain-body junctions remain reverse-biased, Io will consist of only the reverse­

bias diode leakage current and hence will be considered negligibly small. 
When positive bias is applied to an NMOS transistor gate, electrons will be attracted 

to the channel region and holes will be repelled. (Holes are the majority carriers in the 
channel of the p-type body when no gate bias exists.) Once enough electrons have been 
drawn into the channel by the positive gate vol1age to exceed the hole concentration, the 
region behaves like a n-type semiconductor. Under these circumslances, an n-type 
channel connects the source and drain regions (Fig. 5-2a). Current will flow if a 
vol1age, Vos, is applied between the source and the drain terminals. The vol1age­

induced n-type channel does not form unless the vollage applied to the gate exceeds the 
threshold voltage, Vy. 

MOS devices such as those just described, in which no conducting channel exists 
when VG= 0, are referred to as enhancement-mode (or normally OFF) transistors (sec 
Fig. 5-2b). With NMOS enhancement-mode transistors, a positive gate voltage, Va, 
greater than Vy must be applied to create the channel (or to turn them ON), while to 
turn ON PMOS enhancement-mode devices, a negative gate vollage (whose magnitude 
is >Vy) must be applied. Note that in NMOS transistors a positive vollage must also 

be applied to the drain to keep the drain-substrate reverse-biased, while in PMOS 
devices this vollllge must he negative. 

On the other hand, it is also possible to build MOS devices in which a conducting 
channel region exists when Va = 0 V (see Fig. 5-2b), and such MOS devices are 

described as being normally ON. Since a bias vollage to the gate electrode is needed to 
deplete the channel region of majority carriers (tlmt is, the channel is eradicated as long 
as the bias is applied), such devices arc also commonly called depletion-mode devices. 
NMOS depletion-mode devices require a negative gate vollage to be turned OFF, while 
corresponding PMOS devices require positive gate vollllges. 

5.1.2 The Threshold Voltage of the MOS Transistor 

If the source and body of an MOS transistor are both tied to ground (V SB = 0), the 
threshold vol1age, Vy, of the transistor can he found from the following equation (note 
that Vy = Vyo when V SB = 0): 

Vyo = (!)ms - 2q,r - Q,ot!Cox - QBo/Cox ( 5 - I ) 

where (!)ms is the workfunction difference (in V) between the gate material and the bulk 
silicon in the channel, <pf is the equilibrium electrosllltic potential in a semiconductor 
(in V), QBo is the charge stored per unit area (C/cm2) in tl1c depletion region (when the 
vollllgc between source and body is zero), Cox is the gate-oxide capaci1ancc per unit area 
(F/cm2), and Q,0 , is the total positive oxide charge per unit area present at the interface 

between the oxide and the bulk silicon (see section 5.3.3). 
Expressions have been eslllblishcd for these various quantities in terms of doping 

concentrations in the material, physical conslllnts, device structure dimensions, and 
temperature. They are: 
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Fig. 5~3 Work~function difference $ms versus doping for degenerate polysilicon and Al 
clectrodcs.80 Reprinted with permission of Solid-State Electronics. 

tpf = kT/q In ( n; INA) (p-type semiconductor) 

tpf = kT/q In ( No In;) (n-type semiconductor) 

(5-2a) 

( 5 - 2b,) 

where NA is the acceptor concentration in a p-typc semiconductor (cm-3), No is the 
donor concentration in an n-type semiconductor, and n; is the intrinsic carrier 
concentration in the semiconductor, Note that n; is a slrong function of temperature, 
For silicon at 300 K, however, n; = J.45xJOIO cm-3, Therefore, at 300 K: 

(Jlms (metal gate, with Al as gate electrode)= tpf(sub) - lpf(Al) = lpf(sub) - (+0.6 V) (5 - 3a) 

(Jlms (Si gate) = lpf(sub) - tpf(gatc) (5 - 3b) 

Figure 5-3 shows the value of (Jlms for various substrate-doping values if an aluminum 
gate electrode is used, Note also that in silicon-gate NMOS, the doping of the 
polysilicon gate material is usually n-type, with No= 1020tcm3, so that tpf(gatc) in 
this case is +0.59 V, Figure 5-4 shows the value of the threshold voltage of n+ silicon 
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gate MOS transistors (both PMOS and NMOS) versus substrate doping concentration, 
assuming either a 65-nm, a 25-nm, or a 15-nm thick gate oxide, and Qtot = 0. 

Qao is found from: 

Qao = • Y2qNAe5; l-2'Jlr I 

Qao = + Y2 q No Bsi l-2'Jlr I 

and Cox is calculated from: 

Cox = Box I lox = 3.9 Bo /lox 

NMOS 

PMOS 

( 5 • 4a) 

( 5 • 4b ) 

( 5 · 5) 

wnere Bsi = 11.8 e0 , e0 is the permittivity of vacuum, and Box and lox arc the 
permittivity and thickness of the gate oxide. 

It is easy to become confused about the signs of the various terms in the threshold 
voltage equation. Equation 5-1 gives correct results for NMOS and PMOS if the signs 
shown in Table 5.1 are used for each of the parameters. When calculating the various 
terms, the table can be used to insure that the value of each parameter is entered into the 
equation with the correct sign (e.g., 'Jlms will have a negative value for n+ Si gate 

NMOS devices). 

Table 5.1 Signs in the Threshold-Voltage Equation 
7 

Parameter 

Substrate 

'l'ms 
Metal gate 
n+ Si gate 
p+ Si gate 

(j)f 

Qso 
Qtot 

'Y 
Cox 
Source-body voltage, V SB 

NMOS PMOS 

p-type n-typc 

+ + 

+ 
+ 
+ 
+ 

+ 

+ 
+ 
+ 
+ 

EXAMPLE 5-1: Find the threshold voltage of an NMOS silicon-gale transistor that 
has substrate doping NA =J015/cm2, gate doping No= 1020 /cm3, gate-oxide thickness 
lox = 100 nm, and Q,0 , = q (1 x 1011 /cm2). Note that the values for lox and Qtot are 
typical of the values that existed in early NMOS transistors. 
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SOLUTION: 

'Pf(sub) = kT/q In [ n; (NA] = • 0.026 In [J015 /l.4x!O!O] =. 0.29 V 

'Pms = 'Pf(sub) · 'Pf(gatc) = · 0.29 · kT/q In [1020 /l.4x!010] = · 0.88 V 

€ox 3.9€0 = 3.5xJ0·13 F/cm; Cox = €ox /lxJ0·5 = 35xJ0·9 F/cm2 

Qao =. [2x l.6xJ0·19 x 1015 x 1.04 xJ0·12 x 1- 0.58 I ]112 = • l.4xJ0·8 C/cm2 

Qao /Cox= · 1.4 x 10·8 /35 xJ0·9 = • 0.4 V 

Qt0 JC0 x = l.6xJ0·19 x lxl011 / 35xl0•9 = 0.46 V 

VTo = • 0.88 · (· 0.58) • ( · 0.4) • ( 0.46) = · 0.36 V 

Note that a negative value of VTo is yielded, implying that this transistor would be ON 
at Vo= 0 V (would therefore behave as a depletion-mode device). The parameters used 
in this calculation of VT arc typical of the NMOS device parameters encountered in ti1e 
early days of MOS !Cs. Hence, at that time it was not possible to easily or reliably 
fabricate enhancement-mode NMOS transistors. We shall later show how this problem 
was overcome so that enhancement-mode NMOS devices could be manufactured. 

5.1.3 Impact of Source-Body Bias on Vr (Body Effect) 

As mentioned earlier, the MOS transistor is a four-terminal device, insofar as a contact 
can also be made to the body region. A bias, V SB, can also be applied between the 
source and body (e.g., with the source being tied to ground, as shown in Fig. 5-5) and 
such a bias will have an impact on VT. If V SB = 0, inversion will, of course, occur 
when the voltage drop across the semiconductor equals 2q>f. If Vas < 0 V, the 
semiconductor still attempts to invert when the voltage drop across it reaches 2q,r. 
However, any inversion-layer carriers that do appear at the semiconductor surface 
migrate laterally into the source because this region is at a lower potential. Thus, the 
surface potential must be lowered to 2<pf. VsB in order for inversion to occur, 
implying that the threshold voltage required to achieve inversion must be increased. 

Hence, for either enhancement-mode or depletion-mode MOSFETs, VT becomes 
more positive for n-channel transistors and more negative for p-channel transistors as 
V SB is increased. A simple, quantitative way to view this effect is to assume that 
biasing changes the inversion point in the semiconductor from 2q,r to 2q,r · V SB• The 
threshold-voltage equation (Eq. 5-1), which was applicable when V SB = 0, is in tum 

modified to 
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are shown. From S. M. Sze, Ed., VLSI Technology, 2nd. Ed., Chap. II, "VLSI Process 
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McGraw-Hill. 

( 5 · 6) 

where the parameter y (referred lo as the body-effect coefficient or body factor, with 
units of V 112) is given by 

"( = Y2 q E5j NA 

Cox 

y = .:..Y_2,c,q.:..;E3:.!si_N...,o"' 

Cox 

NMOS 

PMOS 

5.1.4 Current-Voltage Characteristics of 
MOS Transistors 

( 5 · 7a ) 

(5-7b) 

We will now present the equations that describe tl1c large-signal current-voltage (I· V) 
characteristics of long-channel MOS transistors, assuming an NMOS device wiLh its 
source grounded and with bias voltages Vos, Vos, and VBs applied as shown in Fig. 
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Fig. 5-5 NMOS device with bias voltages Vos. Vos, and VBS applicd.7 From 0. A. 
Hodges and H. G, Jackson, Analysis and Design of Digital Integrated Circuits, 
Copyright, 1983 McGraw-Hill Book Co. Reprinted with permission. 

5-5. (Any modifications that occur in the I-V characteristics due to short-channel effects 
will be described section 5.5.) 

In the simplest MOS model, if Vo is smaller than VT, no channel exists, and no 
current is assumed to flow between the source and drain. If Vo is greater than VT, a 
conducting channel is present, and Vos causes a drift current (lo) to flow from drain to 
source. For small values of Vos, the drain current lo is linearly related to Vos- In this 
so--called linear region of operation, the equation that describes lo is 

Vo ~VT (5-8) 

Vos :s; (Vo - VT) 

where k (the so-called device transconductance parameter) is dermed as 

( 5 - 9) 

and µn is the surface mobility of electrons in the channel. 
As the value of Vos is increased, the induced conducting-channel charge decreases 

near the drain. When Vos equals or exceeds Vo• VT, the channel is said to be pinched 
off. Increases above this critical voltage produce liule change in lo, and Eq. 5-8 no 
longer applies. The value of lo in this region is then given by the following 

(5-10) 

This is the so-called saturation region of operation. 
A plot of Io versus Vos (with Vo as a parameter) for a long-channel NMOS 

transistor as described by Eqs. 5-8 and 5-10, is shown in Figure 5-6. If the value of Vo 
is smaller than VT, the device is said lo be in cutoff. In the model given here, lo is 
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assumed to be zero in cutoff (i.e., no subthreshold current, lost, flows). We shall see 
in a later section that this assumption is not completely correct (even in long-channel 
devices), and that in short-channel devices such currents can cause severe problems. 

5.1.5 The Capacitances of MOS Transistors 

It can be shown that the switching speed of MOS digital circuits is not limited by the 
channel transit time (i.e., the time required for a charge to be transported charge across 
the channel), but by the time required to charge and discharge the capacitances that exist 
between device electrodes and between the interconnecting lines and the substrate. 
Figure 5-7 shows the significant capacitances between the electrodes of an MOS 
transistor. The capacitance from gate to other electrodes [Co] is, to a first 
approximation, the sum of Coa, Cos, and Gao. Furthermore, since Cos and Coo are 
small in silicon-gate technology (as tl1e gate and source/drain regions are self-aligned), 
we can treat Co as a constant, essentially determined by 

Co = W L Cox = W L Eox I lox (5-11) 

The capacitance per unit area of the source/body and drain/body junctions (CsB and 
CoB, respectively) are calculated using the parallel-plate capacitance formula with a 
plate spacing of W.1 The larger the doping of the substrate, the larger the value of 
these capacitances. As an example, in the case of zero bias and a doping concentration 
of J01 6/cm3, the junction capacitance is approximately 10 nF/cm2. 

5.2 MAXIMIZING DEVICE PERFORMANCE THROUGH 
DEVICE DESIGN AND PROCESSING TECHNOLOGY 

Having identified the parameters that determine VT and the 1-V characteristics of 
MOSFETs, we next discuss how to link device design and fabrication procedures in 

i'n ,;, Ve:; 

I 4 

Lmcar 1 

region 
Saturation 

Vr! 

0 
Fig. 5~6 NMOS device with Io ~ Vos characteristics. 
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order to achieve optimum device and circuit performance. 
The desired device properties of MOSFETs include the following: high-output 

current drive (large value of Io), high and slable transconductance (gm), prcdiclable and 
slablc threshold vollage (VT), fast switching speed, very small subthreshold current 
(Io5,), high gate-oxide breakdown voltage, high drain/body breakdown voltage, low 
source/drain-to-body capacitances, high field-region threshold voltage and punchthrough 
voltage values, and high reliability of device operation. Note that the models used to 
select the process conditions that provide such optimum device behaviors arc Eqs. 5-1, 
5-8, and 5-10. In practice, these equations accurately describe the de circuit behavior of 
long-channel MOS devices. (In section 5.5 we'll sec how this behavior is modified in 
short-channel devices, as well as what device design and processing constraints result.) 

5.2.1 Output Current (lo) and Transconductance (gm) 

Equations 5-8 and 5-10 predict how lo in MOSFETs can be impacted by various device 
parameters. Since increasing the gate width linearly increases Io, one option when 
large drive-currents are needed, is to increase the dimension of the gate width. However, 
when minimum-sized devices must be used (e.g., for maximum packing density), this 
option cannot be implemented, and the other parameters that can influence lo in Eqs. 

5-8 and 5-10 must be considered. 
From the dependence of lo on k' =µCox, botl1 the mobility of the carriers in the 

channel and the gate oxide capacilancc should be as high as possible. Since electron 
mobility is greater than hole mobility, circuits using NMOS devices will exhibit 
higher performance than those built with PMOS devices. In fact, NMOS transistors of 
the same width as PMOS transistors will indeed provide roughly 2.5x the current drive. 
In addition, the mobility of carriers decreases as the doping concentration of the channel 
increases. Hence, lightly doped channel regions are also favored. 

Because the value of Cox is inversely proportional to lox, as thin a gate oxide as 

possible (commensurate with oxide breakdown and reliability considerations} is 
normally used. Io is also inversely proportional to channel length, and minimum 

channel lengths arc therefore desirable. On the other hand, if the channel lengths 
become too short, they adversely impact device operation in other ways, as described in 
section 5.5. 

Although the equations indicate that (Va • VT) should be as large as possible, Va is 

usually fixed by system specifications and material limitations, and cannot be changed 
by the device or circuit designer. Similarly, VT is selected primarily by other circuit 

considerations (such as adequate noise margin in digital circuits). 
The transconductance in saturation, gmsat = dlo/dV G, can be expressed simply by 

way of the following equation 

gmsat = 2 µ,., Cox /.W/L) [Va· VT] ( 5 - 12) 

Hence, we can maximize gm,at by varying the process and device parameters in the 
same manner as discussed for lo. 
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5.2.2 Controlling the Threshold Voltage through 
Process and Circuit Design Techniques 

In many MOS IC applications, it is critical to be able to establish and maintain a 
unifonn and stable value of Vy (i.e., the value of Vy should not vary with time or with 
device-operating conditions). An example of the importance of being able to control 
this parameter involves semiconductor memory devices. In these circuits, charge flows 
from the memory cells to the sense amplifier. The sense amplifier is a delicately 
balanced flip-flop whose voltage-sensing capability is directly related to the threshold­
voltage variation between the transistors (see chap. 8). Hence, such circuits would not 
function reliably without the presence of a highly uniform and stable threshold voltage 
in the circuit devices. 

• The factors that impact threshold voltage (when VsB = 0) arc given in Eq. 5-1. 
Examining each term of this equation will enable us to determine which device 
parameters can be adjusted to provide practical control of Vy. 

The <!'ms tenn depends on the work-function difference between the gate, (!lf(gate), and 
the semiconductor, <!'f(sub)· For metal and heavily doped silicon gates, (!lf(gatc) is 
constant while the parameter <!'f(sub) depends on the substrate doping, but only in a 
logarithmic manner. Hence, each factor-of- 10 increase in substrate doping will change 
the 'Pms term by only 2.3 kT, or ~0.06 V (kT/q = 0.026 V at 300 K). Thus, changes in 
the substrate-doping concentration produce changes in Vy through the 'Pms term which 
arc too small to provide the required degree of threshold-voltage control. The next term 
(2q,r) also changes only slightly as a result of changes in the substrate doping 
concentration (for the same reason given for the <!'ms term); thus, the 2cpr term is also 
not of much use in controlling Vy. 

Since every attempt is made to keep Qtot as low as possible through various 
processing procedures, the QtoJCox term is very small in modern MOS devices. 
Hence, it must also be ruled out as a candidate for controlling Vy. 

While is true that Cox can be varied (primarily by changing the gale oxide 
thickness), this parameter is not a practical vehicle for controlling Vy in active devices, 
since the gate oxide is normally made as thin as possible to achieve maximum lo. In 
the field regions, however, large Vy values arc needed to prevent inversion under the 
field oxide. A thick field oxide makes Cox small, allowing Vy to be increased Thus, 
tl1c Cox i!i. one of the parameters normally used to control Vy in the field regions of the 

circuits. 
This leaves the QBo term as the remaining candidate for controlling Vy in active 

devices. Equation 5-4 indicates that the doping concentration can indeed provide a large 
change in Vy. The signs of Eq. 5-1 indicate that incrca,ing the substrate doping (i.c,, 
NA inn-channel devices, and No in p-channel devices) will increase Vy. Thus, to 
increase Vy in Example 5-1 in this manner, it would be necessary to increase the 
substrate doping concentration above NA= 1015 cm·3. Figure 5-7 shows how Vy can 
be controlled by changing the substrate doping concentration for various gate-oxide 
thicknesses (assuming that Qtot is kept small enough tl1at it is not a significant 
contribution to Vy). 
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Fig. 5-7 MOS transistor capacitances. Co = Cos + CoB + Coo,7 From D. A. Hodges and 

H. G. Jackson, Analysis and Design of Digital Integrated Circuits, Copyright, 1983 
McGraw-Hill Book Co. Reprinted with permission. 

Significant increases in substrate-doping concentration give rise to lower junction­
breakdown voltages, larger junction capacitances, and lower carrier mobilities, making 
such subslrate doping concentration increases undesirable. Y el, prior lo the development 
of ion implantation in the early 1970s, adjustment of substrate doping was the only 
practical processing approach for significantly controlling VT in active devices. 

A circuit approach known based on applying a bias between the source and body (and 
hence known as body biasing) can also conlrol VT, When body biasing is used VT is 
given by Eq. 5-6. Figure 5-8 gives an example of how the application of V SB can 
change the VTo value in an NMOS dcvicc.14 The intercept of the channel conductance 
and the Vo axis when VsB: 0 corresponds to VTo, which in this example is +0.99 V. 

~\;s. V 

Fig. 5-8 Threshold voltage adjustment using substrate bias. 
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As VsB is increased from O V lo -5 V, Vy increases up to +2.3 V. However, body 
bi<l~ing is an added complication, and it is now avoided as a technique for adjusting Vy 
whenever possible in favor of the newer ion implontotion Vy-adjust method. 

We nevertheless include a discussion of body biasing because it pre-dated ion 
implantation as a method of controlling Vy. C. T. Sah points out that the availability 
of the technique allowed IBM to implement MOS memory devices instead of core 
memory for the first time in the IBM-370/158 mainframe computer in 1973.60 The 
access time of NMOS RAMs at that time was competitive with magnetic core memory 
(-1 µs), whereas PMOS RAMs were slower. Body biasing allowed the higher­
performance NMOS devices to function as enhancement-mode devices, even though 
their threshold voltages without body biasing would have caused them to behave like 
depletion-mode devices. 

, Another important reason for describing body biasing is that the body effect impacts 
devices in MOS IC logic circuits even when no deliberate attempt is made to apply an 
external bias. For example, when a logic gate containing a transistor as the load device 
has a logic 1 output (sec for example Fig. 5-13), tl1e voltage at the source of this device 
is different from that of the body. Hence, the device is subject to a non-zero VsB, and 
Vy no longer equals Vro value. The degree to which the change occurs depends on the 
body factor, y. Since the smallest change in Vy is generally desired, small values of y 
are preferred. Equation 5-7 indicates that y depends on substrate doping, and that lower 
doping concentrations provide smaller values of y, providing further impetus for lightly 
doped substrates in MOS !Cs. 

The value of y also decreases with channel lenglh below 1 µm. For example, yin 
NMOS devices decreases by about 50% as Leff is decreased from 1 µm to 0.6 µm, 
while for PMOS the decrease is about 30%.8 

5.2.3 Subthreshold Currents (lost when VG< IVrl) 

The basic MOS device model neglects all free charges in the channel until the 
magnitude of the gate voltage exceeds Vy. This is a valid approximation for most 
subtlireshold bias conditions because the free-charge densities in the channel change 
exponentially with the channel voltage. When this approximation is used, it implies 
!hat no current flows between the drain and source if VG < lvT I. As Vo approaches 
the value of Vy, (corresponding to a condition of weak inversion), however, the 
magnitude of lo is not well defined by this simple approach. In fact, it is observed that 
lo"' 0 if Vo is close to (but still less than) the value of Vy. The current which is 
observed in such cases is lhercfore referred to as subthreshold current, lDst· 

The values of lost can be well predicted in long-channel MOSFETs by modifying 
the basic MOS model to take into account the fact that the minority carrier 
concentration at the Si surface is greater than the value at equilibrium, but still less 
than the bulk doping concentration.19 The results of this modified model indicate that 
the magnitude of lost is essentially independent of Vos but is exponentially 
proportional to Va. 
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Fig. 5~9 Example of subthrcshold MOSFET Io. Vas curves for various channel lcngths.19 

(Reprinted with pcnnission of Solid State Electronics). 

Since lost can be accurately modeled in long-channel MOSFETs (Fig. 5-9), circuit 
designers can readily calculate the gate bias required to ensure a given allowable 
subthrcshold leakage current. Typically, to ensure that lDst will be negligibly small, 
the bias applied to the gate should be 0.5 V below Vy. 

Since lost is exponemially proportional to VG, if log lost is plotted versus Vo the 
result on a semilogarithmic plot will be a straight line for values of Vo below Vr. 
The slope of the lost versus Vo line, when plotted in this manner, is characterized by 
the subthreshold swing, S.S., where 

S.S. = LW G / !;log lost ( 5 · 13) 

Hence, S.S. is the change in Vo !hat produces a decade increase in lost• A small value 
of S.S. is desirable, since it indicates maximum control of the gate over the channel 
current. Typical values of subthreshold swing in long-channel MOSFETs are around 
90 mV/decade. Such values can be achieved by building devices that have a low value 
of substrate doping concentration (which gives a larger depletion width) and a thin gate 
oxide. (A more detailed trcauncnt of the derivation of the lost dependence on Vo can be 
found in references I and 3.) 

ONSEMI EXHIBIT 1008B, Page 46



MOS DEVICES AND NMOS PROCESS INTEGRATION 313 

Note that when the channel length gets small, the values of lDst are larger than than 
those predicted by the modified long-channel MOSFET model. This is due to so-called 
short-channel effects (discussed in section 5.5). However, measurements of the 
subthreshold swing can be used to detect the onset of these short-channel effects 
(punchthrough and drain-induced barrier lowering). Since the measurable lDst is the 
sum of both the normal subthreshold and the short-channel subthrcshold current 
components, an increase in the value of S.S. will signal the onset of these effects. 

5.2.4 Switching Speed 

The switching speed of the logic gates in an MOS IC is limited only by the time 
required to charge and discharge the capacitances between device electrodes and between 
thu interconnecting linus and ground (or other lines). At the circuit level the propagation 
delay is frequently limited by the interconnection-line capacitances. At the device level, 
however, the gate delay is determined primarily by the channel transconductance, the 
MOS gate capacitance (Co) and the other two MOS parasitic capacitances, CoB and 
CsB (as defined in the previous section). If these capacitance values can be reduced, the 
device switching speed will be increased. 

The gate capacitance is decreased by decreasing the gate area (although decreasing the 
gate oxide thicknuss increases its value). The dominant parasitic capacitance on the 
device level, however, is that due to CsB and CoB (i.e., junction capacitances). An 
analytical study has shown that these junction capacitances account for up to 50% of 
the total capacitance in logic gates.9 Therefore, reductions in thuse capacitancus should 
produce corresponding decreases in the gate delay. In general, the lower the doping 
concentration in the body, the lower the junction capacitances. 

5.2.5 Junction Breakdown Voltage (Drain-to-Substrate) 

The source and drain regions arc very heavily doped to minimize their resistivitics. 
Thus, the breakdown voltage of the drain-to-substrate junction will be determined by the 
lighter doping concentration of the body. As seen in Fig. 5-!0a (which shows 
breakdown voltage of a one-sided pn junction as a function of the lighter doping 
concentration), the breakdown voltage decreases as the doping increases. Thus, lightly 
doped substrates also yield high junction breakdown voltages. 

Junction curvature enhances the electric field in the curved part of the depletion 
region (Fig. 5· !Ob), and this effect reduces the breakdown voltage below that predicted 
by one-dimensional junction theory. A rectangular source or drain region (formed either 
by diffusion or ion implantation) has regions with both cylindrical and spherical 
curvaturc. 1 O, 11 Figure 5-lOa also shows the effect of junction curvature on the 
breakdown voltage of a one-sided step junction in silicon. It can be seen that as the 
junction depths get shallower (making the radius of curvature, fj, of the spherical and 
cylindrical structures smaller), the breakdown voltage is significantly reduced, especially 
for low substrate impurity concentrations. 
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Fig. 5~10 (a) Abrupt pn junction breakdown voltage versus impurity concentration on the 
lightly doped side of the junction for both cylindrical and spherical structures. rj is the radius 
of curvature.JO(© 1957 IEEE). (b) Formation of cylindrical and spherical regions by 
diffusion through a rectangular window. From S. M. Sze, Semiconductor Devices - Physics 
and Technalagy, Copyrigh~ 1985, John Wiley & Sons. Reprinted with permission. 

5.2.6 Gate-Oxide Breakdown Voltage 

High-quality SiO2 films will typically break down at electric fields of 5-10 MV/cm (the 
exact value is a function of oxidation and anneal conditions. oxide charges, surface 
crystallographic orientation, surface preparation and a number of other factors). This 
corresponds to 50-100 V across a 100-nm-thick oxide. Present day 5 V processes use 
gate-oxide thicknesses of 15-100 nm. Below around 5 nm (at less than 3 V), there is a 
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finite probability that electrons will pass through the gate by means of a quantum­
mechanical tunneling effect. For proper device operation, the tunneling current must he 
small. This effect therefore sets a fundamental lower limit of about 5 nm for the 
thickness of the gate oxide. A search for alternative gate dielectric materials to mitigate 
this limitation is heing conducted; this issue will he discussed in the CMOS chapter. 

Oxide breakdown may also occur at electric-field values smaller than those given 
above, as a result of process-induced flaws in the gate oxide. Such defects include: 
metal precipitates on the silicon surface prior to oxide growth (see Vol. 1, chap. 2); 
high defect density in the silicon lattice at the substrate surface (e.g., stacking faults and 
dislocations, see Vol. 1, chap. 2); pinholes and weak spots created in the gate oxide by 
particulates; thinning of the oxide during growth caused by the Kooi effect (see chap. 
2); and oxide wcarout due to failure mechanisms related to hot-electron injection (this 
topic will he covered in Vol. 3). 

5.2.7 High Field-Region Threshold-Voltage Value 

A high value of threshold voltage in the field region is needed to keep the parasitic field 
channels hetwecn adjacent active devices from heing turned on. This topic is described 
in great detail in chapter 2. 

5.3 THE EVOLUTION OF MOS TECHNOLOGY 
(PMOS AND NMOS) 

Following the introduction of MOS integrated circuits in the I 960s, MOS technology 
evolved through several stages. At first, PMOS was the dominant technology, but it 
was supplanted by NMOS in the early 1970s. NMOS in tum was largely replaced by 
CMOS in the mid-1980s. (The evolution of CMOS will he descrihed in chap. 6.) In 
addition, the drive to shrink feature dimensions led to smaller device sizes in all JC 
technologies. In MOS technology, the main dimension that summarized the shrinkage 
in each new generation was the minimum gate length of the transistors. NMOS 
overtook PMOS roughly when gate lengths reached ~6 µm, while CMOS became the 
dominant technology at gate lengths of~ 1.5-2 µm. 

Although the physical gate length, L, of the MOS device is commonly used to 
identify each generation of technology, this practice can he misleading in that it may 
convey the impression that this dimension is also the minimum dimension of all other 
device features fabricated in the technology. In fact, the physical gate length docs not 
necessarily reflect the dimensions of the other design rules (many, if not most, of which 
are larger than the physical gate length dimension). 

In addition, the physical gate length does not accurately represent the electrical or 
effective channel length (Leff), which in fact is given by 

( 5 - 14 ) 
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Fig. 5~11 Reduction in the area of the MOSFET as the gate length (minimum feature 
length) is reduccd.1 2 Reprinted with permission of Solid State Technology. 

where Xj! is the lateral distance that the source or drain junction extends under the gate. 
For example, in a 1.2 µm MOS technology, the source and drain junctions both extend 
-0.125 µm under the gate region, so Leff in this technology is actually 0.95 µm. 
Furthermore, in CMOS technologies, the minimum physical length of PMOS devices 
is generally longer than that of NMOS devices, for reasons that will be discussed later. 
Figure 5-11 shows the reduction in MOS area as the gate length is reducect.12 A longer 
and more detailed history of the evolution of the MOS transistor has been published by 
C. T. Sah, who describes both the evolution of the field-effect devices themselves and 
the technology that has been developed to fabricate these devices. 60 

5.3.1 Aluminum-Gate PMOS 

The first MOS !Cs built in the mid-1960s were implemented with p-channcl enhance­
ment-mode devices whose threshold voltages were approximately -4 V. (An example of 
an early PMOS IC was the Intel 256-bil SRAM, introduced in the latc-60s witl1 devices 
having gate lengths of 12 µm.) Such early MOS integrated circuits were built on 
silicon wafers of <111> orientation and used Al as the gate electrode material. These 
choices grew out of the experience gained in manufacturing bipolar !Cs prior to the 
development of MOS !Cs. When MOS JC technology was first being implemented, 
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semiconductor manufacturers 1ransferred tl1eir bipolar fabrication know-how lo the newer 
technology. 

Since precise control of dopant diffusion in < 111> Si was a mature bipolar process, 
<111> wafers were also the logical choice for building MOS !Cs. Similarly, since 
aluminum metallization was already being implemented, it was natural to adapt Al as 
the MOS gate electrode material. Unknowingly, these choices worsened the problems 
which prevented NMOS devices from being used to produce early MOS !Cs, and 
instead, forced the use of PMOS devices in these circuits. 

The earliest MOS circuits exhibited two serious limitations, partly as a result of 
being implemented withp-channel devices. First, the PMOS devices had a VT of 4 V, 
which required a power-supply voltage of -12 V for the drain supply (a value that was 
incompatible with the +5 V power-supply voltage used in bipolar digital [TTL] !Cs). 
Second, the circuits were very slow (e.g., a PMOS flip-tlop could operate at 500 kHz to 
1 MHz, while a bipolar flip-tlop could operate at 5-10 MHz). It was known that the 
latter problem was due to the low surface mobility of holes in the channel and that 
electron mobility in silicon is nearly three times as large. Therefore, NMOS circuits 
would have been able to provide significantly improved performance. Nevertheless, the 
decision to manufacture !Cs with PMOS devices was dictated primarily by the existence 
of large (and quite variable) oxide-charge densities in the early MOS technologies. 

These oxide charges were generally positive, and positive voltages on the gate tend 
to accumulate n-type surfaces (but will deplete or invert p-type surfaces). The oxide 
charges present in early MOS devices were often large enough to cause inversion in 
NMOS devices fabricated with reasonably thin gate oxides, even when VG = 0. A 
thicker gate oxide could have been used to increase VT, but this would also have 
degraded 8m to such a degree that circuits built with such devices would have been even 
slower than those built with PMOS devices. Thus, only deple1ion-modc high 
performance NMOS devices could be reliably manufactured. Since enhancemenl-mode 
devices arc needed for most applications, this presented a major difficulty. 

In addition, because the oxide charges were also capable of inverting p-dopcd 
substrate regions under field oxides, it was difficult to reliably isolate n-channcl devices. 
This problem was made worse by the depiction of boron during thermal oxidation, 
because it reduced the boron concentration at the p-lype surface. In summary, at the 
outset of the MOS era, il was not possible to reliably manufacture integrated circuits 
with n-channel enhancement-mode MOSFETs. 

On the other hand, since positive oxide charges tend to accumulate an n-type surface, 
they merely increase the negative voltage that is required to tum on a p-channel device. 
Hence, the manufacture of enhancement-mode PMOS devices was possible despite 
the presence of the oxide charges. Nevertheless, it was clear that processing 
innovations were needed if the potential benefits of MOS (i.e., increased packing 
density, lower power consumption, TTL power-supply voltage compatibility, and 
process simplicity) were to be fully realized. 
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5.3.2 Silicon-Gate MOS Technology 

One of the key process innovations for MOS !Cs was the use of heavily doped 
polysilicon as the gate electrode in place of Al (see Vol. 1, chap. 6 for more 
information on polysilicon thin films). The development of this silicon gate 
technology improved the fabrication of MOS !Cs in tbe following ways: 

• Since aluminum must be deposited following completion of all high­
temperature process steps (including drive-in of tbe source and drain regions), 
tbe gate electrode must be separately aligned to tbe source and drain. This 
alignment procedure adversely affects botb packing density and parasitic overlap 
capacitances between tbe gate and source/drain regions. Since polysilicon has 
tbe same high melting point as tbe silicon substrate, it can be deposited prior 
to source and drain formation. Furthermore, the gate itself can serve as a mask 
during formation of tbe source and drain regions (by either diffusion or ion 
implantation). The gate thereby becomes nearly perfectly aligned over tbe 
channel, with tbe only overlap of tbe source and drain being tbat due to lateral 
diffusion of the dopant atoms. This self-alignment feature simplifies the 
fabrication sequence, increases packing density, and reduces the gate-source and 
gate-drain parasitic overlap capacitances. 

• The threshold voltage of PMOS devices is reduced by tbe use of a 
polysilicon gate, since the <Jlms is less negative (see Eqs. 5-2). For PMOS 
devices on <111>- Si, tbe threshold voltage is reduced from roughly -4 V to 
-2 V. This smaller threshold voltage value enabled PMOS !Cs to become 
compatible with TTL (bipolar) !Cs, allowing MOS to be designed into many 
digital systems tbat operated at TTL-defined power supply voltage levels 
(i.e., 0 V to 5 V). 

• The ability of polysilicon to withstand high temperatures also permits it to 
be completely encapsulated by an SiO2 layer. This allows tbe polysilicon film · 
to function as an interconnect patb, in addition to serving as tbe gate electrode. 
By Ulking advantage of this new interconnection structure (witbout having to 
use a second layer of metal, as was necessary with bipolar !Cs), it was possible 
to give MOS !Cs an additional level of interconnection tbat could be crossed by 
the usual metal layer, or even by another polysilicon layer. This eased the 
problem of routing the electrical paths among tbe devices of an IC, tbcreby 
facilitating the layout of compact digital integrated circuits. (Techniques for 
establishing contact between tbe polysilicon layer and substrate are described in 
chap. 3, section 3.11.1). The ability of polysilicon to withstand high 
temperatures was also exploited to allow tbe dielectric (e.g. phosphorus-doped 
SiO2) that covers it to be flowed, thereby making a significantly smoother 
surface topography for metallization layers. 

The greatest disadvantage of polysilicon as a gate material compared to Al is its 
significantly higher resistivity. Even when doped at the highest practical 
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concentrations, a 0.5-µrn-thick polysilicon film has a sheet resistance of about 20 Q/sq 
(compared to -0.05 Q/sq for a 0.5-µm-thick Al film). The resulting high values of 
interconnect line resistance can lead to relatively long RC time constants (i.e., long 
propagation delays) and severe de voltage variations within a VLSI circuit. 
Consequently, the formation of refractory metal silicide layers on top of polysilicon 
layers (which results in so-called polycide films) was developed to reduce the severity of 
this drawback. Such polycide films can provide sheet resistances of 1 Q/sq, at the 
expense of more complex processing (see Vol. 1, chap. 11 for more infonnation on 
polycides). Despite of the above limitation, the development of silicon-gate technology 
proved to be the most important contribution to MOS technology during the reign of 
PMOS. 

5.3.3 Reduction of Oxide-Charge Densities 

Another set of important advances allowed the magnitude of the positive oxide-charge 
densities to be reduced. These oxide charge reduction techniques can be summariwd as 
those involving cleanliness, ge//ering, annealing, and replacing <111> wafers with 
<100> wafers. 

Cleanliness and gcttering techniques reduced the densities of mobile ionic charge, 
which arc due to the incorporation of ionized alkali metal atoms (Na+, K+) in the gate 
oxide. Na contamination can be controlled through clean gate oxidation processing. 
Gettering is used to prevent any Na+ that enters the gate oxide from significantly 
degrading the VT (sec Vol. 1, chap. 7). Although tests for Na contamination of MOS 
devices must be routinely perfonned to ensure that accidental contamination docs not 
occur, it is possible to establish fabrication procedures in which the instability of VT 
due to mobile ionic charge is less than 0.1 V. 

Another source of positive oxide charge is the interface trap charge. Again, as 
described in Volume l, chapter 7, two annealing techniques were discovered that reduced 
this charge to acceptably low levels (i.e., to the low 1010 cm·2 ev·1 range). At these 
levels the contribution to the threshold voltage of the device is acceptably small for 
modem MOS devices. 

The final source of positive oxide charge is the so-called fixed oxide charge which is 
located in the transition region between the silicon and the Si02 (sec Vol. l, chap. 7). 
It was learned that this charge can be reduced by the use of proper annealing techniques 
and that the lowest fixed oxide charge densities (-1010 cm·2) are obtained on <100> 
wafers. As a result, the production of MOS !Cs was shifted from <111> to <!00> 
starting material. 

In summary, the threshold voltage is negatively shifted by an amount proportional 
to the sum of these three oxide charge densities, Qtot· When Q,ot was quite high this 
had an extremely important inlluence on MOS production. Through an enormous effort 
by the semiconductor community (industry and universities), each of the positive oxide 
charge density values was reduced. As a result, Qtot can now be kept to less than 5 x 
1010 charges /cm2, and in currently used MOS devices, the oxide charge contribution to 
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threshold voltage is minimal. As an example, the change in threshold voltage (Li Vy) 
due to a Qtot of q (5x!010 cm·2) in an MOS device with a 20-nm-thick oxide is: 

= (1.6x10·19 C) (5xJOIO cm·2) (2xJ0·6 cm) /(3.5x10•13 F/cm) ~ 0.05 V. 

The primary reason that thermal SiOz is used as the gate insulator in almost all 
MOSFETs is that it exhibits the best interface with silicon (where "best" means that 
the interface has a very low concentration of interface fixed charges and traps). In fact, 
if a phenomenon such as the tying up of the dangling silicon bonds at the silicon 
surface by SiO2 did not exist, and if an annealing process was not discovered for 
reducing the remaining bonds and traps to an acceptable level, MOS devices would have 
remained merely a laboratory curiosity.61 Experimentation, however, is still being 
conducted to determine the suitability of other materials as gate insulators; this is 
discussed in chapter 6 which deals with CMOS. 

EXAMPLE 5-2: Recalculate the threshold voltage of the NMOS transistor 
considered in Example 5-1 of section 5.1.2 when the oxide thickness, lox, is reduced to 
15 nm, and the total oxide-charge density is reduced to 5xJOIO cm·2. 

SOLUTION: 'l'f(sub) = -0.29 V; '!'ms= -0.88 V; 

Eox = 3.9Co = 3.5x10·13 F/cm; Cox = £0 x /15x!0·6 = 2.3xJ0·7 F/cm2 

QBo = • [2 x J.6x10·19 x 1015 x 1.04 x10·12 x l-0.58 I ]112 = -l.4xJ0·8 C/cm2 

QBo /Cox= - l.4x10·8 /2.3xJ0·7 = -0.06 V 

QtoJCox = l.6xJ0·19 x 5xJ010/2.3xJ0·7 = 0.46 V 

VTO = -0.88 · (-0.58) · ( -0.06) · ( 0.03 ) = -0.27 V 

Note that the threshold voltage is still negative, and that this device would still be ON 
if the applied gate bias was Vo = 0 V. 

EXAMPLE 5-3: Repeat the threshold-voltage calculation in Example 5-2 for an 
NMOS transistor whose oxide thickness (lox) is increased to 500 nm. This oxide 
thickness is typical of the field-oxide thickness between MOS devices on an IC. Hence, 
it allows us to calculate Vy for the parasitic NMOS field-region device. 

SOLUTION: 'l'f(sub) = -0.29 V; <Pms = -0.88 V; 

£0 x = 3.9E0 = 3.5xJ0· 13 F/cm; Cox = Eox /5xJ0·5 = 7xJ0·9 F/cm2 

ONSEMI EXHIBIT 1008B, Page 54



MOS DEVICES AND NMOS PROCESS INTEGRATION 321 

Qiio = - [2 x l.6x10-19 x 1015 x l.04xI0-12 x 1- 0.58 1 Jl/2 = -1.4xI0-8 C/cm2 

Qiio /Cox= -l.4xl0-8/7x10-9 = -2 V 

Qt0 JCox = l.6xI0-19 x 5xl010/7xl0-9 = 1.14 V 

VTO = -0.88 - (-0.58) - ( -2) - ( 1.14) = 0.66 V 

This shows that an increase in the oxide thickness in the field wi!! increase the VT of 
the NMOS device in Example 5-2 so that it is now an enhancement-mode device. 
lJnfortunately, if Vo= 5 V, this device would still tum on, and thus the parasitic field 
device would conducL 

5.3.4 Ion Implantation for Adjusting Threshold Voltage 

The development of ion implantation for VT adjustment removed the last obstacle to 
reliable production of n-channel devices for MOS !Cs, because this procedure made it 
possible to select the substrate-doping value without having to consider its impact on 
VT, Substrate doping could now be selected strictly on the basis of optimum device 
performance, since VT became separately adjustable by means of ion implantation. In 
addition, since dopants could be selectively implanted into the field regions, high­
performance NMOS circuits could also be reliably fabricated on lightly doped substrates 
(i.e., without the possibility of inadvertent inversion of the surrounding field regions). 

This technique of adjusting VT involves implantation of boron, phosphorus, or 
arsenic ions into the regions under the oxide of a MOSFET. The implantation of boron 
causes a positive shift in the threshold voltage, while phosphorus or arsenic 
implantation causes a negative shift. For sha!!ow implants, the procedure has 
essentia!!y the same effect as placing an additional "fixed" charge at the oxide­
semiconductor interface. To first order, the threshold-voltage change (A VT) is thereby 
estimated from l 

( 5 - 15) 

where Ni is the dose of the implanted ions (atoms/cm2) introduced into the silicon near 
its surface. For example, Eq. 5-15 predicts that when Ni= SxJOl 1 ions/cm2 and tox = 
25 nm, a shift in VT of 0.58 V will be produced. Exact modeling can be performed to 
calculate the actual threshold voltage shift more accurately. Figure 5-12 graphica!!y 
shows the results of such modeling calculations. 16,?5 

The VT-adjust implant is usually done through the gate oxide layer. When the 
correct implant energy for the gate-oxide thickness being used is selected, the peak of 
the implant will occur at the oxide-silicon interface. After the implant-activating anneal, 
the implanted distribution is broader than the as-implanted profile. Calculating the 
effect of the implant on VT is greatly simplified by approximating the actual distribu-
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Fig. 5-12 Doping profile of implanted region beneath the gate oxide. The original 
implant is broadened by thermal annealing. The step doping is used to estimate the threshold 
voltage shift achieved using ion implantation.75 Reprinted with pcnnission of IBM J. of 
Research and Development. 

tion via a "box" distribution (in which the implanted dopant is assumed to have a 
constant density from the surface to a depth of Xj.) Figure 5-12 shows that VT docs not 
change greatly as Xi is varied. Thus, the first-order approximation of the threshold­
voltage change, ,:\ VT (which ignored the depth of tl1e implant as a parameter), will 
therefore give reasonably good estimates of,:\ VT. This calculation is often accepted in 
practice. 

Ion implantation can also be used to fabricate depletion-mode MOSFETs. 
Depletion-mode NMOS devices (i.e. in which VT< 0 V) are commonly used in NMOS 
logic circuits (see the following section). In order for the required negative threshold 
voltage for a depletion-mode NMOS device to be produced, n-type impurities arc 
implanted to fonn a built-in channel between the source and drain. The dose required to 
shift the threshold voltage by the desired value may also be estimated using Eqs. 5-1 
and 5-15. 

EXAMPLE 5-4: If the NMOS transistor of Example 5-2 is to be used in an 
application that requires a VT = 1.0 V, calculate the boron dose needed to adjust VT to 
this value. 

SOLUTION: The threshold voltage of the device in Example 5-2 is -0.27 V. We 
wish to have a VT of 1.0 V. Thus VT must be shifted (,:\ VT) by 1.27 V. Using 
Eq. 5-15, we see that the boron dose needed to cause this,:\ VT is 

N1 = ,:\ VT C0 x/q = [ 1.27 V x 2.3xI0·7 F/cm2 )/l.6xJ0•19 C 

= l.8x!012 boron atoms /cm2. 
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5.3.5 Isolation Technology for MOS 

Although MOS transistors are inherently self-isolating devices it is still necessary to 
prevent the formation of spurious channels between MOS devices (see chap. 2). This 
can be accomplished with the combination of a thick field oxide between the devices and 
a high surface concentration under the field oxide. 

Prior to about 1970 the process for obtaining thick oxide regions in the field 
involved growing an oxide to the desired thickness on the wafer surface and then etching 
windows into it. This approach caused severe steps in the wafer topography, which 
were difficult to cover with subsequent mellll layers. The introduction of LOCOS 
isolation in 1970 subslllntially overcame this problem (sec chap. 2). The smoothly 
tllpered step from the edge of the active region to the top of the field oxide in LOCOS 
permits overlying conductors to be easily deposited on such steps without the 
occurrence of significant thinning. In addition, with the development of the threshold­
voltllge adjustment process via ion implantlltion, high surface concentrations of boron 
could also be selectively placed under the field oxide regions. These two advances made 
it feasible to reliably isolate devices in NMOS circuits. 

EXAMPLE 5-5: If the parasitic field NMOS transistor of Example 5-3 is implanted 
with the boron implant dose calculated in Example 5-4 before the field oxide is grown, 
determine VT of this device (assume that no boron is lost because of segregation effects 
during the oxide growth). 

SOLUTION: The threshold voltllge of the device in Example 5-3 is 0.66V. Using 
Eq. 5-15, we sec that a boron dose of 1.8 x 1012 atoms /cm2 would cause a 6 VT of 

; 41 V 

Thus, the VT of the parasitic field device would be (0,66 V + 41 V), or almost 42 V. 
This example shows that a combination of a thicker field oxide and a channel-stop 
implant dose can increase the threshold voltllgc of the parasitic field device lo 
sufficiently large values. 

5.3.6 Short-Channel Devices 

As MOS channel lengths got smaller than about 3 µm, so-called short-channel effects 
began to become increasingly significant. As a result, device design and, consequently, 
process technology had to be modified to take these effects into account so that 
optimum device performance could continue to be obtllined. Short-channel effects and 
their impact on processing in will be discussed in section 5.5. 
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5.4 PROCESS SEQUENCE FOR FABRICATING NMOS 
INVERTERS WITH NMOS DEPLETION-MODE LOADS 

This section will describe the process sequence used to fabricate silicon-gate NMOS 
digital integrated circuits. A simple inverter circuit with enhancement-mode pull-down 
and depletion-mode pull-up NMOS transistors is used in the example. Many other 
logic circuits can also be implemented with this enhancement-depletion (E-D) NMOS 
process sequence. 

A brief outline of how the inverter functions from a circuit point of view is given at 
the outset to help define some of the characteristics of MOS IC circuits. The process 
flow described in this section represents a relatively simple NMOS technology. In fact, 
many techniques have been developed to improve the performance and packing density 
of MOS circuits beyond those that can be produced by this process sequence. These 
include alternatives to LOCOS isolation structures; thin gate oxides (and alternative 
gate oxide materials); shallow source/drain junctions; spacers (for forming lightly-doped 
drain structures and salicides); punchthrough prevention implants; double polysilicon; 
2-level (or more) metallization; and self-aligned contact structures. While most of these 
techniques are discussed in this chapter; others are discussed elsewhere in the book (e.g., 
isolation technology in chap. 2, salicides and self-aligned contact strnctures in chap. 3, 
and multilevel metallization technology in chap. 4). 

5.4.1 Operation of an NMOS Inverter 
with a Depletion-Mode Load 

The most common applications of MOS transistors are in integrated circuit digital logic 
gates and memory arrays. Several types of circuits have been developed to implement 
logic gates in MOS !Cs, with each circuit type characterized by the type of load device 
it utilizes. The class of logic-gate circuits that has become standard in most NMOS 
digital !Cs is based on enhancement-depletion (E-D) NMOS technology, and such E-D 
logic gates are the basis for most NMOS microprocessors, microprocessor peripheral 
devices, and static NMOS memories. 

The inverter is the fundamental logic gate. E-D NMOS inverters are composed of 
two transistors; an enhancement mode MOSFET called the driver, which is switched 
ON and OFF by the input signal; and a depiction-mode MOSFET, called the load. The 
circuit diagram of this inverter is shown in Fig. 5-13a, and an example of a layout (as it 
would appear on the completed wafer) is shown in Fig. 5-13b. The cross-sectional 
view of this strneture is shown in Fig. 5-13c. 

The load connects the power supply voltage Voo and the output of the inverter. 
The gate of the load transistor is electrically connected to its source region, so that Va 
in the load transistor always equals zero. Since depletion-mode devices are always ON 
when Va= 0, tying together the gate and drain ensures that the device is always ON. 
The driver transistor has its source connected to ground, while its drain region is 
electrically connected lO the source region of the load transistor and the output. The 
threshold voltage of the driver transistor, VTE, is selected to be between O and Voo, 
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while the threshold voltage of the load transistor (since this is a depletion-mode device), 
VTD, is selected to have a negative voltage value. 

The input signal to the inverter (a voltage, Vinl is fed to the gate of the driver 
transistor, and the output signal is the voltage level at the output node, V 0. When 
there is a logic 0 input signal (low voltage at V1nl, Vo at the driver transistor is <VTB· 
In this case, there is no conducting channel between source and drain, so the impedance 
between the output and ground is very high. Since the depletion transistor is ON, 
however, the output is electrically connected to Voo, and V0 rises (or is pulled up) to 
logic 1 (close to Voo). 

When the input voltage to the inverter is logic 1 (close to Voo), the gate voltage 
applied to the driver is greater than VTE, thus turning the driver transistor ON. A low­
impedance path then exists between the output node and ground. Hence, the driver 
transistor can conduct a large current with a small voltage drop across it, allowing the 
output to go to logic 0. This demonstrates how the logic level at the input is inverted 
at the output of the circuit. 

The desire-d characteristics of digital logic gates as IC elements are the following: fast 
switching speed (i.e., small propagation-delay time); low power dissipation; small size 
(i.e., minimum silicon area); and high noise margin. We'll now sec how the NMOS 
inverter just described is designed to meet these requirements. (Note: the circuit design 
considerations used to arrive at the configuration presented here can be found in texts 
dealing with IC design.7,17,!8 Since our interest here is in how these design choices 
impact the processing of the device, readers interested in their justification arc advised to 
consult the references mentioned.) 

In order to obtain maximum packing density (i.e., most logic gates per area of 
substrate) with minimum power consumption• an E-D NMOS inverter would be 
designed in the following manner: 17 The driver transistor would have a gate area whose 
dimensions would be the minimum that could be fabricated in that generation of 
technology. The depletion load transistor would have an effective channel length 
(LcrID) that would be four times tlie effective channel length of the driver device <Lerra) 
and a minimum gate width. 

As a simple example, let us assume an inverter is to be fabricated with E-D NMOS 
technology, and that the minimum manufacturable feature dimension is 5 µm. Let us 
also assume that a 1-µm lateral diffusion occurs under each side of the gate. In this 
case, LcffE is 3 µm and thus LeffD should be 12 tirn, This means that the drawn gate 
lengths of the driver and load devices would be 5 µm and 14 µm respectively. The 
drawn gate widths of hoth devices would be 5 µm (since these are the dimensions 
between the walls of the field oxide). 

If a 5 V power supply is assumed, the threshold voltages of the driver and depletion 
load transistor (VTB, and VTo) would be selected to be approximately 1.0 V and -3.0 V, 
respectively. (These two VT values are chosen in order to give a high noise margin 
without severely impacting switching speed.) To conserve space, buried contacts 
between the polysilicon gate and the silicon substrate would be employed. (The 
procedure used for fabricating such contacts is presented in chap. 3.) 
* But as a result, with less than maximum switching speed, 
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While the E-D NMOS technology has some important advantages over other IC 
technologies (particularly high packing density), it does have some drawbacks that 
become extremely serious as the number of devices on the chip gets very large. The 
most important of these is the high total power that is consumed. The origin of this 
power consumption arises from the operation of the NMOS inverter. When the inverter 
(and similarly other logic gates) has a low output state, both driver and load are ON, 
allowing current to flow from Yoo to ground. The power consumed by each inverter in 
a low-output state is the product of this current and Voo. Thus, if a series of inverters 
are connected together, 50% of them will be drawing power at all times. When the 
devices get small enough, the power density on the chip becomes so large that it 
becomes necessary to replace NMOS with CMOS, since this technology consumes 
much less power per logic gate. 

5.4.2 
Basic 

Process Sequence of a 
E·D NMOS IC Technology 

Figure 5-14 is a flow-chart representation of the sequence of steps that were used to 
fabricate typical E-D NMOS digital integrated circuits for gate lengths down to about 
3 µm. 76 Figures 5-15a through 5-15j show what occurs on the wafer a5 this sequence 
of process steps is followed. The process being illustrated is a seven mask process 
(including the passivation pad mask, even though this final pad mask is not shown). 
The E-D NMOS inverter described in the previous section is used here as a vehicle for 
showing how device features on the wafer surface are created during the course of the 
process flow. 

5.4.1.1 Starting Material. The starting material is a lightly doped (~5x1014-
J015 atoms/cm2) p-type <100> silicon wafer (substrate). As described earlier, the 
lightly doped substrate is chosen to provide low source/drain-to-substrate capacitance, 
high source/drain-to-substrate breakdown voltage, high carrier mobility, and low 
sensitivity lo source-substrate bias effects. A backside gettering process, such as 
implanting with Ar, to create crystalline-damaged regions that will trap mobile 
impurities during subsequent heat steps during the process may be used prior to the next 
step (sec Vol. I, chap 2). 

5.4.1.2 Active Region and Field Region Definitions. The first task 
in this processing sequence is to define the active device and field regions on the wafer 
surface. This is done by selectively oxidizing the field regions so that they are covered 
with a thick field oxide, using the LOCOS process. The steps involved in this task arc 
those of boxes 3-9 in Fig. 5-14, and are illustrated in Figs. 5-15a and 5-15b. 

A thin pad oxide (20-60 nm thick) is first thermally grown or CVD-dcposited on the 
wafer surface as a stress-relief layer. This is followed by the deposition of a CVD nitride 
layer (100-200 nm thick). Mask Ill is then used to expose a resist film that was spun 
on after the nitride deposition (Fig. 5-15a2). After exposure and development, the resist 
layer remains behind only in the regions that will be the active device regions 
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(Fig. 5-15bl). Next the nitride and pad oxide are anisotropically dry-etched away in the 
regions not covered by the resist (field regions). Thus, after the removal of the resist, 
the active areas arc covered with the nitride/pad-oxide layer (Fig. 5-15b3). 

In the next step, a boron implant (1012.1013 atoms/cm2, 40-80 keV) is performed 
to create channel stops in the field regions. The nitride/pad oxide layer now acts as a 
mask (Fig. 5-15c 1) to prevent the boron from penetrating the silicon in the active areas. 
(Note that in some processes the resist is not removed until after the channel-stop 
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Fig. 5-15 NMOS E-D inverter fabrication sequence. (a) Patterning of the active region. (b) 
Patterning the silicon nitrid<>pad oxide layers. From W. Maly, Atlas of IC Technologies, 
Copyright 1987 by the Benjamin/Cummings Publishing Company. Reprinted with 
permission. 
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Fig. 5-15 (c) Active region fonnation and channel-stop implant. (d) Implantation of the 
channel of the depletion-mode transistor. From Maly, Atlas of IC J'echrwlogies. 

implant, as the nitride/pad oxide layer may be too thin to act as an effective implant 
mask. In fact, with the patterned resist still in place, the channel stop may be 
implanted through the nitride/pad oxide layer, which in this case would not be etched 
until the implant is performed.) 
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A thennal-oxidation step is then perfonncd to grow a thick (0.5-1.0 µm) field oxide 
over the regions where the nitride has been etched away. In this process, the field oxide 
is self-aligned to the channel stops. During the oxide growth, some lateral oxidation 
also occurs under the nitride edges, fonning the bird's beak structure (see chap. 2 for 
more details concerning this effect, as well as other problems that arise in connection 
with the field-oxide growth step). After the field oxide has been grown, the remaining 
nitride and pad oxide are stripped, leaving the active areas with exposed silicon surfaces 
for further processing (Fig. 5-15c3). 

5.4.1.3 Gate-Oxide Growth and Threshold-Voltage Adjust Implant 
In the next major step the gate oxide is grown, and the threshold voltages of the 
enhancement-mode and depiction-mode transistors of the inverter arc adjusted through 
ion implantation. The growth of the gate oxide is a critical step, as a defect-free, very 
thin (15-100-nm), high-quality oxide without contamination is essential for proper 
device operation. The gate oxide is grown only in the exposed active region (the field­
oxide thickness is actually increased slightly as a result of this oxide-growth step). As 
noted earlier, the drain current in an MOS transistor is inversely proportional to the 
gate-oxide thickness (for a given set of terminal voltages). As a result, the gate oxide is 
normally made as thin as possible, commensurate with oxide breakdown and reliability 
considerations. 

In order for a high-quality gate oxide to be obtained, the surface of tl1e active area is 
wet-etched to remove any residual oxide. A sacrificial oxide is often deliberately grown 
on the exposed active areas after field oxidation to remove any dry-etch induced damage 
or unwanted nitride (due to the Kooi effect, see chap. 2).65 After such oxides have been 
stripped, the gate oxide is grown slowly and carefully, usually through dry oxidation in 
a chlorine ambient (see Vol. I, chap. 7). 

The threshold-voltage adjust implant of the enhancement-mode devices is perfonncd 
next. In this step, boron is implanted though the gate oxide (1012-1013 atoms/cm2, 
50-100 keV), but the ions are not given enough energy to penetrate the field oxide. No 
mask is used in this step. (Note that in many processes, anotl1er pre-gate oxide oxide is 
grown, through which this implant is performed. It is again stripped off following the 
implant, and the gate oxide is then grown.) 

Next, the depletion-mode devices of the circuit are given their threshold-voltage 
implant dose (Fig. 5-1 Sd). The areas of the depletion-mode transistor channels are 
implanted with phosphorus or arsenic ions (~101 2 atoms/cm2, 100 keV) to give a 
threshold voltage of about -3.0 V. The implant dose is adjusted so that it over­
compensates for the previous boron threshold-voltage-adjust implant, thus making the 
surfaces n-typc. A negative threshold voltage is thus yielded, as required to establish a 
depletion-mode device. Photorcsist (patterned by the use of Mask #2) is used to 
selectively allow the depiction-mode transistor channels to be implanted. The ions 
cannot penetrate the resist to reach active areas below. Likewise, the ions cannot 
penetrate any field oxide that is exposed by the resist opening. Hence, the location of 
the depletion transistor channel is defined by the intersection of the Mask #2 window 
and the active region. 
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Buried contacts are then opened in the gate oxide using Mask #3 (Fig. 5-15e). This 
opening in the gate oxide must be provided wherever it is desired to have polysilicon 
elcctrieally contact the active silicon area (details of buried-contact formation are 
described in chap. 3). Since the polysilicon is deposited on the gate oxide, it will 
remain isolated from the substrate below unless a special opening is cut in the gate 
oxide. With Mask #3, resist covers the entire wafer except in those areas where the 
buried contact is desired. The gate oxide can then be etched from these regions, 
uncovering the silicon below. 

5.4.1.4 Polyslllcon Deposition and Patterning. A layer of polysilicon 
(typically 0.4-0.5 µm thick) is next deposited by CVD over the whole wafer 
(see Vol. I, chap. 6 for more information on the properties of polysilicon and its 
deposition process). Either ion implantation or diffusion with phosphorus is then used 
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Fig. 5-15 (c) Buried contact etching. (f) Patterning of the polysilicon layer followed by 
gate oxide etching. (g) Deposition of tJ1e CVD Si02 layer followed by the diffusion of the 
drain and source regions. From Maly, Atlas of IC Technologies, 

ONSEMI EXHIBIT 1008B, Page 66



MOS DEVICES AND NMOS PROCESS INTEGRATION 333 

to dope the polysilicon to a sheet resistance of 20-30 Q/sq. This resistance is adequate 
for MOS circuits with gate lengths c:3 µm. For smaller devices, polycide layers (i.e., 
composite layers of refractory metal silicides and polysilicon) can be used to reduce the 
sheet resistance to -1 Q/sq (see Vol. l, chap. 11). Using a polycide gives us the 
benefits of both silicon-gate and metal-gate technologies. 

The gate structure and polysilicon interconnect structures are then patterned using 
Mask #4 (Fig. 5-15f). Following exposure and development of the resist, the 
polysilicon film is etched (in current technology this is done by means of a dry-etch 
process). This is a critical etch step for several reasons. First, the channel length of 
the device depends on the gate length, because of the self-aligned nature of the silicon 
gate technology. Hence, the gate-length dimension must be precisely maintained across 
the entire wafer, and from wafer to wafer. Second, the profile of the etched poly gate 
slr)lcture should be vertical; this will prevent variation of channel lengths by the 
penetration of the ions of the thinner regions of the gate sidewalls during formation of 
the source/drain regions by ion implantation. Third, to achieve the above goals, an 
anisotropic polysilicon etch process must be employed. This type of process, however, 
requires overctching to remove the locally thicker regions of polysilicon that exist 
wherever it crosses steps on the wafer surface. During the overetch time, areas of the 
thin gate oxide are exposed to the etchants. Thus, it is necessary to use a polysilicon 
etch process that is highly selective with respect to SiOz. 

5.4.1.5 Formation of the Source and Drain Regions. Once the gate 
has hccn fabricated, the source and drain regions can be formed. This is normally done 
by ion implantation without the use of a lithography step (Fig. 5-15g). The gate and 
the field oxide act as masks to prevent the ion implantation from penetrating to the 
silicon substrate below. Therefore, only the active regions covered by the gate oxide 
(and no gate polysilicon), are implanted. Ann+ implant is used, with an energy that is 
insufficient to penetrate the gate-poly or field-oxide layers (arsenic is typically used, 
with a dose of -1016 atoms/cm2 and an energy of 30-50 keV). As noted earlier, the 
source and drain are thereby self-aligned to the gate, and the dimension of the 
polysilicon gate thus plays a major role in the defining of the MOS gate length. 

Following the source/drain implant, an anneal (or drive-in) step is performed to 
activate the implanted atoms and to position the source/drain junctions as desired. 
During this step, some of the phosphorus doping of the polysilicon outdiffuses into the 
silicon substrate wherever a buried contact opening the gate oxide has hccn cut. This 
diffusion (which occurs both vertically and laterally into the silicon below) forms a 
heavily doped n+ region under the polysilicon in the buried-contact exposed region. The 
lateral diffusion of the implanted source/drain dopant thereby hccomes electrically 
connected to then+ region under the polysilicon buried-layer region. In this manner, an 
electrical connection between the polysilicon and the silicon is established at the buried 
contact locations. In some processes, the junction formed by the buried-contact dopant 
outdiffusion from the polysilicon is deeper than the source/drain junctions, while in 
others it is not as deep. 
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Fig. 5-15 (h) Contact cuts of the E-D inverter. Metallization of the E-D inverter. (i) 
Completed NMOS E-D inverter structure, Figures 15a tl1rough 151 from W, Maly, Atlas of IC 
Technologies, Copyright 1987 by the Benjamin/Cummings Publishing Company. 

Reprinted with permission. 

The source/drain drive-in step also plays a part in determining the effective channel 
length {Leff), That is, if the lateral junction depth is XjJ (which is primarily determined 
by the the lateral diffusion during the drive-in step, because the lateral straggle of 
arsenic at 30 keV is only ~5 nm, sec Vol. 1, chap. 9), Leff Will be decreased by 2XjJ 
from the gate length at the mask level. Note that the channel width is also reduced by 
the bird's beak encroachment into the active area (see chap. 2), Thus, the actual width, 
Ww, of an MOS device is Ww = W - 6W, where Wis the width at the mask level and 
11 W is the channel-width shrinkage during processing. 

The depth of the source and drain is thus a critical dimension, but the doping 
concentration is not as important. (A discussion of shallow source/drain junction 
fonnation techniques is presented in chap. 3, section 3.10,) To a first approximation, 
the device characteristics will not depend on the doping concentration value, provided it 
is sufficiently heavy. 

A diffusion step may be used to dope the source/drain regions, In some of these cases 
the dopant source of the diffusion is the CVD oxide layer that is deposited after the gate 
has been defined (see next section), 

5.4.1.6 Contact Formation. After the source/drain regions have been fanned, 
a CVD process is used to deposit a layer of doped Si02 (glass), about I µm thick, onto 
the wafers (see Vol. I, chap. 6). 111e dopant in the Si02 is either phosphorus (in which 
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case the material is referred to as phosphosi/icate glass), or both phosphorus and boron 
(making it a layer of borophosphosilicate glass). In some processes a thin thermal 
oxide is grown on the polysilicon prior to deposition of the glass layer. Nevertheless, a 
thick layer of SiO2 cannot be thermally grown because of the excessive redistribution 
of the impurities that would take place during such growth. Hence, a lower-temperature 
CVD process must be used to get a sufficiently thick oxide. 

The doped CVD glass layer plays several roles in the fabrication and operating 
aspects of the circuit. First, it acts as an insulating layer between the polysilicon and 
the melal to be deposited. Second, it reduces the parasitic capacitance of the interconnect 
melallization layer. Third, the addition of the phosphorus to the glass makes the layer 
an excellent getter of Na ions (recall that contamination by Na can cause instabilities in 
the VT of the MOS devices). The phosphorus-doped glass immobilizes the otherwise 
mobile Na atoms within the CVD layer, preventing them from reaching the gate oxide 
and altering the threshold voltage. Finally, the dopants in the glass make it viscous at 
elevated temperatures (1000-1100°C for PSG, and 800-950°C for BPSG, see Vol. 1, 
chap. 6), allowing the layer of doped glass to be flowed after it is deposited. Through 
this procedure, a rounding of the contours of the glass and a smoothing out of any sharp 
steps is achieved. This produces better step coverage of the melal (which is deposited 
next) over the otherwise severe wafer topography. The high-temperature glass-flowing 
step also serves to activate the source/drain implanted junctions and drive them to their 
desired positions. 

Contact openings are next created by a lithography-and-etch step (Fig. 5-15h). 
Mask #5 is used to define contact opening patterns in a photoresist film, and a dry-etch 
process is then used to open the contact windows through the CVD SiO2 to the 
underlying polysilicon and then+ regions in the silicon. 

The contact-opening step can be critical, as the contact size and alignment limit the 
minimum size of the device. The source and drain regions must be large enough for U1e 
contact to fit, with allowance for alignment tolerance. If the contact opening exposes a 
part of the substrate, the drain or source will be shorted to the substrate. Likewise, any 
overlap of the source/drain contact opening and the gate will cause the gate to be shorted 
to the source or drain. 

To keep the transistor as small as possible, the contact window is usually made at 
the minimum size achievable with the given process. In some processes, the exposed 
silicon in the contact is redoped to prevent shorting between the source/drain areas and 
the substrate (see chap. 2). Also note that the gate contact (i.e., Al to polysilicon) is 
often made outside the active device area to avoid possible damage to the thin gate 
oxide. 

After the contact etch is completed and the resist is stripped, the doped CVD glass is 
again subjected to another flowing step. This procedure rounds the comers of the top of 
the oxide windows so that metal step coverage into the contact windows is improved. 
The process is called ref/ow of the contact windows (sec chap. 3 and Vol. 1, chap. 6). 

5.4.1.7 Metallization Deposition and Patterning. After the contacts 
have been opened, the melallization layer is deposited ( ~ 1 µm thick). Because the melal 
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layer is highly conductive, it is used whenever possible to interconnect circuit elements 
and to carry large amounts of supply current. The metal interconnect lines that are 
fabricated must have sufficient thickness, width, and step coverage to keep the current 
density in each line below the value that could produce electromigration failure (see 
chap. 4). In addition, the spacing between adjacent metal lines must be kept large 
enough that the lines will never touch, even under worst-case process variations. 

Although evaporation was the method employed to deposit Al in the early days of 
MOS, it has generally been replaced by sputtering. To a great extent, the change was 
made because Al alloys with tightly controlled compositions became the materials of 
choice for the metal layer. Sputtering allows alloys to be deposited with much better 
compositional fidelity (see Vol. 1, chap. 10). 

The metal alloy that was eventually chosen for NMOS is Al: 1 wt% Si. The silicon 
is added to the aluminum film to prevent spiking of the contacts during subsequent 
annealing steps (see chap. 3). In CMOS, such Al:Si alloys are being phased out as the 
metallization material for reasons that are discussed in the CMOS chapter and in 
chapters 3 and 4. Either wet-chemical etching or dry etching is used to pattern the Al 
film, using Mask #6 (Fig. 5-15i and 5-15j). 

Following the patterning of the metal, the Al-silicon contacts are alloyed. This step 
brings the Al and then+ silicon into intimate contact, since it allows the thin native 
Si02 layer that is likely to exist at the Al-Si interface to be reduced by the Al (see 
chap. 3). Such intimate contact between Al and n+Si establishes a low-resistance ohmic 
contact. The anneal process exposes the wafer to a 375-500°C temperature in an Hz or 
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Fig. 5-15 (j) E-D inverter. 1) Composite drawing of the layout. 2) Cross section of 
complete structure. 3) Electrical diagram. 4) The enhancement transistor. 5) The depletion 
transistor. From Maly, Arias of IC Technologies, 
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N2 + H2 (5%) ambient for about 30 minutes. As a result, this step may also be used as 
the annealing process for reducing the interface trap density in the gate oxide that was 
introduced by earlier processing steps (see Vol. I, chap. 7). 

5.4.1.8 Passivation Layer and Pad Mask. Finally, a passivation (or 
overcoat) layer, such as CVD PSG or plasma-enhanced CVD silicon nitride, is put 
down onto the wafer surface. This layer seals the device structures on the wafer from 
contaminants and moisture, and also serves as a scratch protection layer. 

Openings are etched into this layer so that a set of special metallization patterns 
under the passivation layer is exposed. These metal patterns are normally located in the 
periphery of the circuit and are called bonding pads (Fig. 5-16). Bonding pads are 
typically about 100 x 100 µm in size and are separated by a space of 50 to 100 µm. 
Wires are connected (handed) to the metal of the bonding pads and are then bonded to the 
chip package. In this way connections are established from the chip to the package 
leads. 

The bonding-pad openings arc created by patterning the passivation larer with Mask 
#7. If a PSG layer is used, the phosphorus (2-6 wt%) in the glass not only causes the 
PSG to act as a getter for Na but also prevents the glass film from cracking. Care must 
be taken to ensure that not more than 6% phosphorus is incorpernted into the PSG, as 
this can cause corrosion of the underlying metal if moisture enters the circuit package 
(see Vol. l, chap. 10). When silicon nitride is used, care must be taken to ensure that 
the deposited nitride film exhibits low stress (either tensile or compressive), so that it 
will not crack, since cracking would compromise the sealing capability of the film. 
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Fig, 5-16 Passivation layer and bonding pad openings. (Note, cross-section not to scale.) 
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5.5 SHORT-CHANNEL EFFECTS AND HOW THEY 
IMPACT MOS PROCESSING 

The device characteristics of MOSFETs (such as threshold voltage, subthreshold 
currents, and I-V characteristics beyond threshold) arc well predicted by Eqs. 5-1 through 
5-10, if the channel lengths of the transistors are "long" (i.e., if they exceed 2 µm in 
length). A guide to the design of such long-channel MOSFETs is given in reference 70. 

For shorter channel devices, however, a series of effects arise that result in 
significant deviations from the values predicted by the long-channel models. Such 
short-channel effects become a dominant part of MOS device behavior when channel 
lengths decrease below 2 µm. The effects are briefly described here to provide readers 
with a basis for understanding the processing steps that have been developed to mitigate 
their adverse impact on device performance. So-called hot-carrier effects will be 
described separately in the following section, even though these have only been 
observed in short-channel devices. More details on short-channel effects in p-channcl 
CMOS devices arc also given in chapter 6. A guide to the design of submicron channel 
MOSFETs (those with channel lengths,;; I µm), is presented in reference 62. 

Short-channel effects can be divided into the following categories: (a) those that 
impact VT; (b) those that impact subthreshold currents; and (c) those that impact 1-V 

behavior beyond threshold. 

5.5.1 Effect of Gate Dimensions on Threshold Voltage 

5.5.1.1 Short Channel Threshold Voltage Effect. VT becomes less 
well predicted by Eq. 5-6 as the dimensions of the gate are reduced, and the error 
becomes significant when the dimensions arc reduced to less than 2 µm. To get good 
agreement with measured data, a term ~ VT I must be subtracted from the VT value 
obtained from Eq. 5-6. Thus, as the device length is reduced, the measured value of VT 
of n-channcl enhancement-mode devices becomes less positive than that given by Eq. 
5-6, while for n-channcl depletion-mode devices, VT becomes more negative. For 
p-channel (enhancement-mode) devices, VT becomes less negative. 

The discrepancy arises because the equations for VT given earlier in the chapter arc 
based on one-dimensional theory.20 It is assumed that the space charge under the gate 
is a function of only the vertical electric field, Ex (and is thereby influenced only by the 
charge on the gate). If the channel length is long, this is a reasonable assumption, as 
the influence of the drain and source junctions on the quantity of charge in the channel 
can be neglected. However, as the channel length approaches the dimensions of the 
widths of the depiction regions of the source and drain junctions, these depletion regions 
become a greater part of the channel-depletion region (Fig. 5-17a). Thus, some of the 
channel-depletion region charge is actually linked to the charge in the depiction region 
within the source and drain structures, rather than being linked to the gate charge. 
Hence, some of the channel region is partially depleted without any influence of the 
gate voltage. (In the extreme, if the two built-in depletion regions spanned the entire 
channel length when no voltage existed between source and drain, they could deplete all 
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Fig. 5-17 (a) Yau's model of charge sharing.73 (b) Theoretical threshold voltage as a 
function of channel length for various substrate doping concentrations.73 Reprinted with 
permission of Solid~State Electronics. 

of the channel region at the Si-Si02 interface.) Since some of the channel is depleted 
without the need to apply a gate bias, less gate charge is required to invert the channel 
in short-channel devices than in a long-channel device with comparable substrate 
doping. 

A relatively simple equation that predicts the threshold lowering (L\VT) in terms of 
the device parameters is 

I+ 2 Wmax} 
Xj 

Cox L 
( 5 • 16) 

where W max is the maximum depth of the depletion region in the channel, and Xj is the 
junction depth of the source drain regions.74 

This effect is important because in order to be able to establish slightly positive VT 
values (e.g.,<+ 1 V) in long-channel NMOS transistors with lightly doped channels, it 
is necessary to increase the doping concentration at lhe surface of the channel. 
Consequently, in order to allow short-channel enhancement-mode NMOS devices to be 
fabricated with the same VT value, the substrale doping concentration must be further 
increased. Since the magnitude of this effect increases as the device length is reduced (as 
is predicted by Eq. 5-16 and illustrated in Fig. 5-17b), il will be necessary to 
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progressively increase the substrate doping concentrations as devices arc made smaller, 
in order to maintain suitably positive values of VT. 

Application of a drain voltage causes the drain depiction region to extend into the 
channel region, where it acts as an additional substrate bias, and reduces VT.21 

5.5.1.2 Narrow Gate-Width Effect on Threshold Voltage. In contrast 
to the short-channel-length effect, devices with narrow channel-widths require that such 
a positive-value correction term be added to Eq. 5-6 to give good agreement with the 
calculated values.22 This effect is primarily due to the encroachment of the channel­
stop dopants under the edges of the sides of the gate (sec chap. 2). This has the effect of 
doping the channel at these edges more heavily than at the center (Fig. 5-18a). Thus, it 
requires more charge on the gale to invert the channel than if such encroachment did not 
occur, and this causes a shift in VT from its predicted value (Fig. 5-18b).23 On the 
other hand, if the voltage on the gate is held constant, the edges of the channel will 
have a higher VT than the center of the channel. Because (VG - VT) is smaller, narrow­
channel devices will thus conduct less drain current. Several schemes are also described 
in chapter 2 for reducing the channel-stop encroachment and thus reducing the narrow­
width effect. 

Narrow-width effects are still observed even if there are no channel-stop implants. 
These arise because the relatively thinner depletion region under the field-oxide device 
distorts the depiction region under the gate oxide and prevents the formation of an 
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Fig. 5-18 (a) Schcmalic depiction of the narrow-channel effect. (b) Threshold voltage 
shift ll VT caused by the narrow-channel effect for a MOSFET with NA= 1015 cm·3, and lox= 
50 nm.22 

ONSEMI EXHIBIT 1008B, Page 74



MOS DEVICES AND NMOS PROCESS INTEGRATION 341 

inversion layer at the two edges. Although this leads to a slightly higher VT, the effect 
is much less severe than that observed in devices with heavy channel-stop implants. 

5.5.2 Short-Channel Effects on Subthreshold Currents 
(Punchthrough and Drain-Induced Barrier Lowering) 

In section 5.2.3 we described the nature of subthreshold current flow (IDst) in 
MOSFETs, noting that a specific value of the subthresho/d-swing parameter (S.S.) can 
be attributed to such "normal" lost currents in long-channel devices. In short-channel 
MOSFETs, however, larger lDst values are observed at lower voltages than predicted by 
long-channel device models: one manifestation is an increase in the value of S.S. Note 
that even relatively small values of lost can limit the transistor's ability to isolate nodes 
in a dynamic circuit or can allow excess current in static inverters. Hence, care must be 
taken to minimize IDst· Two of the primary causes of increased lost are punchthrough 
and drain-induced barrier lowering (DIBL). 

Punchthrough is normally observed when the gate voltage is well below VT. It 
occurs as a result of the widening of the drain depletion region when the reverse-bias 
voltage on the drain is increased. The electric field of the drain may eventually penetrate 
into the source region and thereby reduce the potential energy barrier of the source-to­
body junction (Fig. 5-19).23 When this occurs, more majority carriers in the source 
region have enough energy to overcome the barrier, and an increased current then flows 
from source to body. Some of this current is collected by the drain, thereby increasing 
lDst• In general, punchthrough current begins to dominate IDst when the drain and 
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Fig. 5-19 Surface potential in the channel for devices with different channel lengths.23 

(© I 979 IEEE). 
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Fig. 5-20 (a) 2-D potential profile of an n-channcl MOSFET witi1 a drain bias of: I) 3 V; 
2) 7 V; 3) 9 V. Channel length = I µm. (b) Simulation of the potential profile of an n­
channcl MOSFET with a gate and drain bias of 0 and 9 V respectively. The surface D!BL and 
bulk punchthrough paths arc indicated. From K. M. Cham, et al., Computer Aided Design and 
VLS{ Device Developmen1. Copyright 1986 Kluwer Academic Publishers. Reprinted with 
permission. 

source depiction regions meet, and it can be suppressed by keeping the total width of 
the two depletion regions smaller than the channel length.24 

Calculations of tl1e potential in the bulk channel region in devices that use ion 
implantation to adjust VT indicate that the barrier is lowest away from the Si-SiO2 
interface (usually at almost the same depth as the source/drain junction depths). That is, 
the VT-adjust implant increases the doping concentration near the surface of the channel, 
causing the drain depletion region to be wider in the bulk than it is near the Si-SiO2 
interface. As a result, punchthrough current flows below the surface (Fig. 5-20). 
Consequently, the gate voltage has less control over the subthreshold current (i.e., even 
with sufficient gate voltage to tum off the channel, lost can still f1ow in such devices). 
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An enhancement-mode device which is not turned off when Vo= 0 loses its ability to 

function as a switch. 
Similarly, the application of a drain voltage in short-channel devices can also cause 

drain-induced barrier lowering (DIBL). That is, the drain voltage can cause the surface 
potential to be lowered (Fig, 5-21),23, 71 As a resul~ the potential energy barrier at the 
surface will be lowered, and the subthreshold current in the channel region at the Si­
SiOz interface can be increased (5-21b). This implies that lost at the surface due to 
DIBL is expected to become larger as the gate voltage approaches VT, 

These two effects illustrate the complexity involved in modeling the overall 
subthreshold J. V behavior of short-channel MOSFETs. That is, both punchthrough 
current (in the bulk), as well as DIEL-induced current (at the surface), may 
simultaneously contribute to lost· 

Jo prevent punchthrough current in short-channel devices, the substrate doping can 
be increased to decrease the depletion-layer widths. These widths can be estimated using 
the formula for the width of a one-sided step junction: 

(5-17) 

where the built-in voltage, Vb;, given by 

Vbi = 0.56 + (kT/q) In (Ns/n;) ( 5 · 18) 

and where VA is the total applied voltage and NB is the doping concentration of the 
body, Figure 5-22 gives the depletion-layer width of pn junctions as a function of 
doping and applied voltage, 

However, increasing the substrate doping also increases the source-to-body and drain-

SOURCE 
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Fig. 5-21 (a) DIBL versus drain bias for short-channel MOSFET. (b) Experimental low­
current characteristics for a MOSFET with L ~ 2.1 µm, VsB ~ o.81 (© 1974 IEEE), 
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Fig. 5-22 Dcpletion~Jaycr width of a onc~sidcd step function as a function of doping and 
applied voltngc calculated from Eqs. 5-17 and 5-18. 

to-body junction capacitances, as well as the body factor. In addition, it reduces the 
breakdown voltages of the source/drain junctions. To avoid these drawbacks, an 
additional boron implant ( whose peak concemration is located at a depth near the 
bottom of the source-drain regions) can be performed. This additional doping reduces 
the lateral widening of the drain-depiction region below the surface without increasing 
the doping under the junction regions. With such implants, the component of the 
punchthrough current can be suppressed to well below the normal lost current of the 
device. 

For example, in Fig. 5-23, a 1.2-µm device with a body doping of l.9xJ015 cm·3 
without such a punchthrough-slopping implant shows a large value of lost even when 
VG = 0 V (curve A). This indicates that the device is already exhibiting punch­
through.26 Implants of boron with a dose of 8xI011 atoms/cm2 and different energies 
are then performed in an attempt to reduce lost to the values exhibited by a long­
channel device (curve B). If the implant is too shallow, the extra implant has the effect 
of shifting the VT of the device to well beyond the desired value. When the energy is 
increased so that the implant is sufficiently deep, the value of lost drops to that 
exhibited by the long•channel device. At the same time, the surface concentration 
remains essentially unchanged, so that VT is not appreciably shifted. 

In another example, the S.S. of a device without a punchthrough-prevention implant 
is measured as iLs length is varied (Fig. 5-24a). Al an Lerr of -0.85 µm the S.S. staris 
lo increase, indicating that punchthrough current begins to dominate lost· By adding an 
implant step that places boron atoms in the dashed subsurface region shown in Fig. 
5-24b, the punchthrough component of lost is suppressed so that it is not observed 
until Leff becomes nearly as small as 0.5 µm. 
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Fig. Sw23 Drain current versus gate voltage for n~clrnnncl devices with a substrate doping 
of 1.9x1015 atoms/cm3. source/drain junctions 0.47*µm deep, 575 A gate oxide, drain 
voltage of 5 V, and Vas of O V. Devices A and B have no channel implant, and devices C 

and E have a boron channel implant of 8x!Oll atoms/cm2 at various energies.26 (© 1978 
IEEE). 

5.5.3 Short-Channel Effects on l•V Characteristics 

The 1-V characteristics of short-channel devices arc significantly altered in three ways. 
First, the combined effects of reduced gate lengtl1 and gale width produce a change in 
VT, Second, the channel lenglh is modulated by the drain voltage when the device is in 
saturation (i.e., Vos> [VG - VT]), causing an increase in device gain over !hat predicted 
in an ideal long-channel device (channel-modulation effecl). Third, the mobility of 01e 
carriers in the channel is reduced by two effects, which also reduces lo. (The two effects 

arc the mobility-degradation factor, due to the gate field, and the velocity-saturation 
factor). 

Figure 5-25 shows the l-V characteristics of an MOS devicc.28 The curves in Fig. 
5-25a arc those of an ideal long-channel MOS device, while those in Fig. 5-25b show 
the effect of adding the channel modulation factor. Figure 5-25c shows the combined 
effect of adding the mobility degradation factor to those of Fig. 5-25b. The velocity 
saturation factor also has the effect of making the both lo and g01 independent of 
channel length in silicon MOS transistors for Leff$ 1.25 µm. More details on these 
effects arc provided in suitable device physics texts.1,3,28 
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A general guide to the design of short-channel MOSFETs is given in references 62 
and 69. In addition, a simple engineering model for short-channel devices has also been 
developect.68 Its purpose is to provide a simple picture of the essential electrical 
behaviors of the short-channel MOSFETs from the perspective of a circuit designer. 
That is, this engineering model relates the tenninal voltages to the drain current, much 
as Eqs. 5-8 and 5-10 yield the I-V characteristics for long-channel MOS devices. 
Consequently, device designers who need to relate device and process parameters to 
circuit parameters should also find this model useful. 

5.5.4 Summary of Short-Channel Effects on the 
Fabrication of MOS ICs 

In the first section of this chapter, we showed that the use of lightly doped substrates 
generally produced optimum device behavior in long-channel MOS transistors. In this 

I:~) I 
i -I ~ . /bl ' 

f 120-l /fC) \ . ' I I I 100 Gate Voltage (Vg) 

80 

Al 

0.5 0.7 0.9 11 13 
Elec11ica1 ch11t1ne, length (µrn) 

Source v G Vo R I Drain 

---=--11~1~~;; :···.·.-··.-c·, _j~: ~~~;; 
- - - ~ ~ Depletion region 
Punchthrou(h" ; , · / 

Bl Region 
11

- __ _j!f __ _ 
Implant p-we 

Fig. 5-24 (A) Subthrcshold slope versus electrical channel length for NMOS devices (VTn = 
= 0.7 V), having a common threshold adjustment implant and punchthrough implant doses of: 
of: (a) zero; (b) 2x1011 cm•2; and (c) 3x101 I cm·2.27 Reprinted with permission of 
Semiconductor International. (B) NMOS cross~section with implant placed into 
punchthrough region. 

ONSEMI EXHIBIT 1008B, Page 80



MOS DEVICES AND NMOS PROCESS INTEGRATION 347 

~ - DE~ 0 , = 0 
r = o Ci = 1 

l•I 

Vd, 

~ - OE= 0 , > 0 
At "" 0 " = 1 

\bl 

Vd, . 
..J> OE~ 0 , > 0 

r > o a' > 1 

tel 

Fig. 5-25 The I-V curves of an MOS device showing the the effects of progressively 
increasing short~channcl behavior. (a) Long-channel behavior. (b) With channel-length 
modulation. (c) Addition of velocity saturation.28 (© 1986 IEEE). 

section we noted that higher substrate doping is needed to overcome some of the 
detrimental impacts of short-channel effects. Thus, trade offs need to be made in 
selecting the proper substrate doping-concentr'ation values to achieve optimum short• 
channel MOS device performance. Some of these trade offs are discussed by 
Kakumu,29 who points out that a higher substrate doping concentration produces 
decreased ring-oscillator gate delay in submicron CMOS because of increased junction 
capacitances and decreased carrier mobility (due to increased impurity scattering). 
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5.6 HOT-CARRIER EFFECTS IN MOSFETs 

If device dimensions are reduced and the supply voltage remains constant (e.g., 5 V), the 
lateral electric field generated in MOS devices increases. If the electric field becomes 
strong enough, it can give rise to so-called hot-carrier effects in MOS devices. This has 
indeed become a significant problem in NMOS devices with channel lengths smaller 
than 1.5 µm (and in PMOS devices with submicron channel lengths).30 Hot-electron 
effects arc more severe than hot-hole effects because of the higher electron mobility. 
Therefore, we begin our discussion by considering hot-electron effects in n-channel 
devices. At the end of this section we will also discuss the impact of hot-carrier effects 
on p-channel devices. 

The maximum electric field, EM, in a MOSFET occurs near the drain during 
saturated operation. A rigorous calculation of the field near the drain is a complex 
procedure, requiring a computer-aided solution of the two-dimensional Poisson equation, 
with the results of one such ana1sis being shown in Fig. 5-26. Nevertheless, the 
value of EM can be estimated from 2 

where 
EM = (Vos - Vosat) / m 

m = 0.22 l,,x 1/3 / xj'l/2 

( 5 • 19) 

(5-19a) 

and l,,x is the gate oxide thickness and xj' approximately corresponds to the source/drain 
junction depth. Although Vosat depends on Leff, the dependence is weaker than a linear 
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Fig. 5*26 Magnitude of the electric field at the Si-Si02 interface as a function of distance: 

L = 1.2 µm, Vos= 8.5 v. Vos= VT-38 (© 1980 IEEE). 
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relationship (especially if Leff> l µm). Thus, we can see that EM increases as device 
dimensions shrink, but this is due to thinner gale oxides and shallower junctions, as 
well as to the reduction in Leff• 

Regardless of the factors that increase their magnitude, such high electric fields cause 
the electrons in tire channel lo gain kinetic energy and become "hot" (i.e., their energy 
distribution is shifted to a much higher value than that of electrons which arc in thermal 
equilibrium with the lattice). Such hot electrons (which become hot near the drain edge 
of the channel, since that is where EM exists) can cause several effcclS in the device. 
First, those electrons that acquire 2':1.5 eV of energy can lose it via impact ionization, 
which generates electron-hole pairs. The total number of electron-hole pairs generated 
by impact ionization is exponentially dependent on the reciprocal of the electric field, -
1/EM. In the extreme, this electron-hole pair gcnerntion can lead to a form of avalanche 
breakdown (Process 1, shown in Fig. 5-27). Second, the hot holes and electrons can 
overcome the potential energy barrier between the silicon and the Si02 (-3.1 eV), 
thereby causing hot carriers to become injected into the gate oxide. Each of these 
events brings about ilS own set of repercussions. 

5.6.1 Substrate Currents Due to Hot Carriers 

When electron-hole pairs arc created by impact ionization, the electrons are normally 
attracted to the drain, and they add to the drain current. The holes, on the other hand, 
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enter the substrate and constitute a pan of the parasitic substrate current (Process 3 in 
Fig. 5-27). This substrate curren~ lsub, can itself produce several problems: 

• If a substrate bias-generator circuit is included on-chip, !he output of !he bias 
generator will be less negative wilh increasing substrate current. 

• If some of lhese holes are collected by !he source (instead of by !he body 
contact), and this collected hole current causes a voltage drop in the substrate 
material on !he order of 0.6 V, !he substrate-source pn junction will conduct 
significantly. Electrons will !hen be injected from the source to the substrate, 
just like electrons injected from emitter to base of an npn transistor (the forward 
injection shown in Fig. 5-27). These electrons can, in tum, gain sufficient 
energy as they travel toward !he drain to cause additional impact ionization and 
create new elec1ron-hole pairs. A positive-feedback mechanism thus exists, one 
that can sustain itself if the drain voltage exceeds a certain value. This is 
observed extemalJy as a form of breakdown, referred to as a snapback breakdown. 
A particularly clear explanation of this effect, including the reason for the 
negative-resistance, or "snapback," portion of the curves, is given in reference 3. 

• As some of the holes are accelerated through the drain-substrate depiction 
region, they may acquire enough energy to cause secondary impact ionization. 
This will create electrons far from the drain region. Some these electrons, 
instead of being collected by the drain, may escape the drain field and instead 
travel (sometimes hundreds of microns) to other nodes on the chip. This may 
lead to a reduction of the storage time of dynamic circuit nodes in DRAMs (i.e., 
manifested as a degradation of the refresh time).33 This excess electron current is 
reported to be around 10-4 times smaller lhan the substrate ionization impact 
current itself. 

• lsub may induce latchup in CMOS circuits. 

The magnitude of the subSlrate current depends exponentially on !he value of EM. An 
example of how lsub depends on decreasing channel length is seen in Fig. 5-28.34 

This shows !he maximum lsub generated at a voltage of 5 V versus the effective 
channel length for MOS transistors processed with the same technology. The 
magnitude of !sub would increase even more rapidly with shrinking Leff if !he oxide 
lhickncss and junction deplh were scaled together with !he channel length. 

5.6.2 Hot-Carrier Injection into the Gate Oxide 

The hot holes and electrons that are injected into the gate oxide cause another set of 
problems. First, some of these carriers pass to the gate electrode (mostly hot holes) 
and thus constitute a gate current, lo, typically in the fA (10·15 A) range. For higher, 
but still nondestructive, biases, the gate current can grow rapidly to become several pA 
(10•12 A). 
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However, some fraction of the hot carriers injected into the gate oxide do not reach 
the gate electrode. This is because the gate oxide contains empty electron states (also 
known as traps), which can be filled by the injected hot carriers. Such occupied traps 
generally become electron traps, even if they are initially filled with holes. As a result, 
there is a negative charge density caused by the trapping of the hot carriers in the oxide. 
This trapped charge acts like a contribution to the fixed oxide charge term in the 
expression for the device threshold voltage. Furthermore, the trapped charge accumulates 
with time. Due to the polarity of the trapped charge, the resulting shift in the n­
channel device threshold voltage is positive (i.e., VT increases in NMOS devices). If lo 
becomes of the order of pA, the trapping of a fraction of the electrons injected into the 
oxide can become a significant effect (the fraction that gets trapped is ~ I in 106 injected 
electrons). As a result, this increase in negative stored charge can lead to a permanent 
change in VT in the MOSFET. (The means by which charge in the oxide impacts VT 

was described earlier.) 

EXAMPLE 5-6: VT Shift due to Hot-Electron Effects. Given a short­
channel NMOS device with lox = 20 nm, a gate width of 5 µm, and a gate current of I 
nA that is momentarily caused by hot carrier injection. The current flows through a 
region of the gate oxide near the drain end which is 5 µm wide, and 0.2 µm Jong. 
Assume that 1 in 106 electrons of the gate current becomes trapped at an average 
distance of 0.1 lox from the Si-Si02 interface. How long does the gate current have to 
flow to change VT by 0.1 V in the region where the injection is occurring? 
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Fig. 5~28 The maximum substrate current due to impact ionization produced at a drain 
voltage of 5 V vs effective channel length for 250A gate oxide transistors.34 ((!;) 1986 IEEE). 
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SOLUTION: The gale current of 1 nA produces a current density across the injection 
area of 

10-9 nA /lxl0•8 cm·2 = 0.1 A cm·2 

Since 1 in 106 electrons become trapped, lhe rate of charge trapping, J0 ,, in lhc gate 
oxide is 0.1 x 10-6 = 1 xI0-7 C sec-1 cm·2. The shifl in VT due to the trapped charge 
in lhe oxide can be found from 

LI VT = ( I/Cox) (0.9 l,,x/lox ) L!Qtot 

or, solving for L!Qtot, 

L!Qtot= Cox LIVT/0.9 = [l.7xt0·7 x 0.1)/0.9 

= 1.89 x 10·8 C/cm2 

The time, l, necessary to trap this quantity of charge is 

t = L!Q10JJ0 , = 1.89xJ0·8/lxl0-7 = 0.19 sec 

5.6.3 Device-Performance Degradation Due to 
Hot-Carrier Effects 

The increase that occurs in VT leads to other changes in the MOS characteristics. First, 
the saturation current decreases because (Vo. VT) becomes smaller (Fig. 5-29a).77 

Second, as the substrate current increases, the transconductance decreases. Finally, since 
lhe trapped charge accumulates wilh time, the device performance will become 
unacceptable for a given application after a certain time of device operation. 

A device lifetime, t, can therefore be defined by selecting the maximum percentage 
of allowed degradation in lhe critical device parameter. It has been found, however, lhat 
lhis lifetime (regardless of whether VT or gm is monitored) can be related to lsub by a 
power-law relationship (i.e., ~ is observed to be inversely proportional to lsub when 
plotted on a log-log plot). Figures 5-29b and c show t as a function of Isub for: (a) t is 
defined as a 10-mV shift in VT; and (b) tis defined as a 10% degradation in 8m-

This has led lo accelerated testing techniques that stress lhe devices with higher drain 
voltages lhan would be used in normal operating conditions.35 A larger lsub is thereby 
produced, leading to shorter times to device failure (i.e., possibly defined by a 10-mV 
shift in VT or a 10% degradation in gm)- The time to failure under normal operating 
drain voltages (~) is then extrapolated from lhcsc data using curves as shown in Figs. 
5-29b and 5-29c.36,37 Device design can lhen be modified to yield a desired lifetime 
(typically, lO years) under nonnal operating conditions. 
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Fig. 5-29 (a) Degradation of IDSsat after strcssing.77 (© 1984 IEEE). Degradation of 
other device~performance parameters as a function of substrate current (!sub): (b) Lifetime 
defined as a 10-mV shift in Vy; (c) Lifetime defined as a JO-percent degradation in 8m• 
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5.6.4 Techniques for Reducing 
Hot-Carrier Degradation 

Device perfonnance degradation from hot electron effects can be reduced by a number of 
techniques. These include the following: 

• The voltages applied to the device can be decreased (e.g., by lowering the 
power-supply voltage from 5 V to 3.3 V). The decision to implement this 
reduction, however, is not in the hands of the device designer or fabricator. The 
issue of reduced supply voltages for submicron MOS technologies is covered in 
chapter 6, section 6.7 .2. 

• The time the device is under the voltage stress can be shortened (e.g., by 
using a lower duty cycle and clocked logic). 

• Appropriate drain engineering design techniques, which results in special drain 
slructurcs that reduce hot electron effects in MOS devices (i.e., double-diffused 
drains and lightly-doped drains), can be implemented. 

• The density of trapping sires in the gale oxide can be reduced through the use 
of special processing techniques. 

• Thin, lightly doped epitaxial-layers on low-resistance substrates can be employed 
to shunt away substrate current and help eliminate the problem of impact-ioni1,a­
tion-induced la!Chup. 

We will next discuss the details of the latter three approaches since their implement­
ation is the task of device and process engineers. 

5.6.5 lightly Doped Drains (LDD) 

It has beer! determined that hot-carrier effects will cause unacceptable performance 
degradation in NMOS devices built with conventional drain structures if their channel 
lengths arc less than 2 µm. To overcome this problem, such alremative drain slructurcs 
as double-diffused drains and lightly doped drains (LDDs) must be used. The purpose of 
both types of slructurcs is the same - namely, to absorb some of the potential into the 
drain and thus reduce EM. Double-diffused drains, however, are less effective for short­
channel devices (i.e., ;s;1.25 µm) because they cause deeper junctions and more overlap 
capacitance. We will thus restrict our discussion to LDDs. Table 5-2 shows the 
evolution in AT&T's Twin-Tub CMOS technology, with respect to such drain 
slructures.30 

In the LDD slructure, the drain is fonned by two implants (Fig. 5-30). One of these 
is self-aligned lo the gate electrode, and the other is self-aligned to the gate electrode on 
which two oxide sidewall spacers have been fonned. (An exrensive report on the details 
of sidewall spacer technology for both MOS and bipolar devices can be found in ref. 
66.) The purpose of the lighter first dose is to fonn a lightly doped section of the 
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Table 5.2 Evolution of Device Structures In AT&T's Twin-Tub CMOS 
Technology Development30 (Twin-Tub VI announced in 1989)83 

Twin-Tub! Twin-Tub II Twin-Tublll Twin-Tub IV Twin-TubV Twin-Tub VJ 

Design Rule 3.5µm 2.5µm 1.75 µm 1.25 µm 0.9µm 0.6µm 
Lorr 2 µm 1.5 µm 1.3 µm 1.0µm 0.75 µm 0.4µm 

to, 600A 35oA zsoA 200A 1soA 12sA 

Device Conventional Conventional DDD LDD N&PLDD N&PLDD 
Structure 

drain at the edge near the channel. In NMOS devices, this dose is normally l-2xl013 
atorns/cm2 of phosphorus. 

The value of EM is reduced by this structure because the voltage drop is shared by 
the drain and the channel (in contrast to a conventional drain structure, in which almost p "';~;:.,o, 9 
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Fig. 5-30 (a) Process sequence used lo form lightly doped drain (LDD) strncturcs. (b) 
Doping profile in an LDD structure taken through section A - A. (c) Doping profile in a 
conventional drain structure taken through section B - B. 
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the entire voltage drop occurs across the lightly doped channel region), Figure 5-25 
shows the electric-field profile at the drain of a MOSFET, both with and without an 
LDD slructure,38 We see that the electric field can be reduced by about 30-40%, Since 
the hot-electron-induced gale currents are exponentially dependent on EM, this is 
sufficient to reduce currents by many orders of magnitude. As a result, the stability of 
the device is greatly increased. To ensure a high quality interface under the sidewall• 
spacer oxide, it is important that the thermally grown gate oxide remain in place after 
the polysilicon gate etch. This requires a polysilicon etch process with high selectivity 
to oxide, since the gate oxide is typically less than 20 nm. 

The heavier, second dose forms a low resistivity region of the drain region, which is 
also merged with the lightly doped region. (In NMOS devices this implant is typically 
arsenic at a dose of about 1x1015 atoms/cm2.) Since it is further away from the 
channel than would be the case in a conventional drain slruclure, the depth of the 
heavily-doped region of the drain can be made somewhat greater without adversely 
impacting the device operation (e.g., 0.3 µm deep versus 0. 18 µm deep), The increased 
junction depth lowers both the sheet resistance and the contact resistance of the drain 
(see chap. 3). Deeper junctions also provide better protection against junction spiking, 

The disadvantages of LDD s1ructures are their increased fabrication complexity 
compared to conventional drain structures and the increased parasitic resistance of the 
source and drain regions caused by the lightly doped regions of the drain. This increase 
in parasitic channel resistance results in devices that dissipate more power for a constant 
applied voltage. 

The effect on the lo• Vos curves of the MOSFET due to the additional voltage drop 
across the two ligh,ly doped regions is that lo does not saturate until a higher value of 
Vos is applied. Due to the extra series resistance, the total channel conductance is 
appreciably lower in the linear region, but only slightly lower in the saturation region. 
This is because the channel region in saturation already has a high channel resistance, 
while in the linear region the resistance is much lower. The additional series resistance 
of the LDD therefore does not significantly increase the total resistance of the MOSFET 
in saturation, and Io remains less affected, Consequently, the drain current is reduced 
more significantly in the linear region than in the saturation region,) 

The J. V curves for LDD devices arc consequently recognizable by their 
characteristically round shape, as shown in Fig. 5-31, curve 6. These curves also 
illustrate progressively the other short-channel effects described in section 5,5, 
beginning with the l-V curve of an ideal long-channel MOS device (Curve 1). Thus, 
curve 6 shows the 1-V curve of a short-channel MOSFET with an LDD. 

5.6.5.1 Drain Engineering for Optimum LOO Structures. A proper 
LDD design should provide adequate hot-carrier protection while not introducing 
excessive source/drain resistance, which would degrade the device performance, The 
design and fabrication effort undertaken to achieve such an optimum LDD structure is 
referred to as drain engineering; this as we shall see, is a relatively complex task. A 
thorough approach to designing adequate hot-electron protection would entail addressing 
all of the following objectives: 
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Fig. 5~31 Progressive influence of short~channel effects and LDD on the characteristics of 
an ideal, long channel MOSFET (Curve J). Curve 6 shows the I-V curve of a short channel 
MOSFET that is also fabricated with an LDD, while Curve 5 shows the characteristic of the 
same device without an LDD.28 (© 1986 IEEE). 

1. Reducing the maximum electric field in the silicon as much as possible. 
2. Ensuring that the injection position (i.e., the EM point) is located under the 

gate edge. 
3. Ensuring that the impact ionization region is pushed far below silicon surface 

to reduce the possibility of hot carriers reaching the Si-Si02 interface. 
4. Separating the point where the electric field in the silicon is a maximum from 

the point of maximum current flow in the channel. 
5. Minimizing the increase in the parasitic resistance due to the LDD structure. 

The degree by which EM is reduced (Objective #1) depends primarily on the doping 
value of the lightly doped extension of the drain, as well as on its length. If the doping 
level is too high, the value of EM is not sufficiently reduced, and hot-electron 
protection is not provided. If the level is too low, the drive-current capability of the 
device is severely reduced, and the surface will easily be depleted by the hot carriers that 
do get trapped in the gate oxide above it (i.e., the device will again be vulnerable to hot­
electron degradation). A model which calculates the electric field in LDD structures has 
been published.72 It concludes that the lightly doped region should be long enough to 
attenuate the electric field to a value that is below the critical ionization field, but 
should still be short enough to keep the series resistance from becoming excessive. In 
early LDD structures in NMOS this meant that the primary parameters selected were the 
n· length and its doping conceniration.39 
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A process for fanning LDD structures in either or both PMOS and NMOS structures 
in CMOS with only two photomasks was reported by Parrillo, ct al.40 An extension of 
this process also uses removable TiN gate sidewall spacers and incorporates self­
alignment of the lightly doped regions to their respective gates without 
overcompensation (Fig. 5-32). Another example LDD structure in 0.8-µm CMOS is 
given in reference 4 I. 

To keep the location of the EM point under the gate (Objective #2) and yet maintain 
high drivability requires the proper combination of gate-drain (g/d) overlap length and 
spacer length. The g/d overlap length should be long enough to let the EM point lie 
under the gate, and the spacer length should be short enough to let then+ region reach 
under the gate. In general, for process controllability, if a 0.3-µm-thick polysilicon 
film is used for the gate, a 0.2-µm-widc spacer is selected. 

To attain Objective 113, a metal-coated LDD structure has been developc-0.42 It uses 
a deeper n· phosphorus profile than the n• source-drain (arsenic), in order to steer the 
maximum current path away from EM (Fig. 5-33b). 

A buried LDD structure has also been proposed to reach Objectives 113 and #4. This 
structure uses a retrograde LDD profile, with the peak concentration below the Si 
surface (Fig. 5-33c). Besides a reduction in substrate current similar to the metal-coated 
LDD, this profile also suppresses hot-carrier injection by driving the current away from 
the surface and shifting the avalanche region further into the bulk silicon. 

The buried LDD approach together with an additional shallow arsenic implant (Fig. 
5-34d), may allow NMOS transistors of 0.6 µm to be built with adequate hot-electron 
protection and with minimal the increase in parasitic resistance due to the LDD 
structure (Objective 115).30,43,44 The idea is to fonn an abrupt profile at the silicon 
surface underneath the spacer to reduce the series rcsistnnce. The buried LDD profile is 
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Fig. 5-32 Process sequence showing the TiN removable spacer process. (© 1989 IEEE). 
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Fig. 5.33 Conventional LDD drain engineering and some of its variations - all designed 

to reduce hot-carrier effects - are shown.30 (© 1986 IEEE). 

used to force the main current path and the impact-ionization region deep into the 
silicon. There are two peaks in the lateral electric-field distribution, and the maximum 
current path is through the saddle point of these two high field regions. Thus, this 
device structure improves both the current drive and the hot-carrier resistance. A further 
modification of the buried LDD is the sloped-junction LDD (SJLDD), shown in 
Fig. 5-33e.45 In this structure a 165-keV phosphorus implant is used to form the 
lightly doped drain region; this provides improved device lifetime under high field 
stress. The main reason for the improvement is that hot-carrier generation is driven 
further away from the Si-Si02 interface by the junction of the SJLDD. 

5.6.5.2 Asymmetrical Characteristics of LDD MOSFETs. Formation 
of the lightly doped regions of LDDs is accomplished by means of ion implantation, 
with the polysilicon gate used as the implant mask. This can cause asymmetric doping 
of the source and drain regions,46,64 with such asymmetry occurring as a result of 
implanting off-axis (typically, at an angle of 7°) to avoid channeling (see Vol. l, chap. 
9). This produces lateral shadowing (S in Fig. 5-34) of the substrate on one side of the 
poly gate, and penetration of dopants through the leading corner of the poly on the other 
side. The problem is compounded by etch processes that produce a re-entrant angle in 
the poly gate sidewall (Fig. 5.34 • poly etch process A.) The impact of this effect on 
the device characteristics can be examined by considering the implants to the lightly 
doped and the heavily doped regions separately. 
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Fig. 5~34 Percent asymmetry in saturated drain currents (Vos :::t:. Vas = 5 V) versus 

source/drain implant angle for LDD NMOS devices having reentrant~ and vertical-wall 
polysilicon gates. Insert schematically shows source-non-overlap (SNO} and drain-overlap 

(ONO) 1-V behavior.40 (© 1986 IEEE). 

If the implant that fonns the lightly doped region of the drain (usually phosphorus in 
NMOS devices) is done off-axis, the as-implanted region in the shadow of the gate will 
have its edge displaced from the gate edge. As a result, there will be no overlap of the 
implanted region and the gate edge. Even after a drive-in step, the overlap of this edge 
with the gate will be less than the overlap of the nonshadowed implant region edge and 
the gate. If the less-overlapped side is used as the source, the extra resistance introduced 
will reduce the drain current Oosno in Fig. 5-34), thus degrading circuit speed. 
However, if the drain side has less overlap, the extra resistance will not affect lo (curve 
lodno in Fig. 5-34). The asymmetry in drive current when the same device is connected 
in these two ways can be as much as 40%; this can be catastrophic in circuits that 
require closely matched device characteristics. 

The problems arising from such n- implant-shadowing can be alleviated by one of 
the following measures: 

• Insuring that the poly-etch process produces vertical sidewalls in the poly 
gates. 

• Avoiding excessive reoxidation of the polysilicon after its definition (note 
that this also prevents a gap from being established between the drain region 
edge and the edge of the gap). A dry-oxidation step is often employed to reduce 
the accelerated oxidation rate on n+ polysilicon. 

• Implanting with a vertical implant through a screen oxide27 (which reduces 
!he channeling that would otherwise occur when a vertical implant is perfonned). 
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• Using a poly-etch process that produces a slight positive bevel to the poly 
sidewall profile, and combining this etch with a smaller angle (3° vs 7°) off­
axis implanL 46 

Let us next examine how the implantation of the heavily doped region impacts the 
structure of the LDD. If an off-axis implant is again used with the heavily doped 
implant, asymmetric implant effects can again alter the LDD structure. That is, on the 
side of the gate that is not shadowed, the arsenic atoms penetrate the leading comer of 
the spacer and thereby enter the substrate under the spacer to some extent lf the spacer 
is too narrow, this can wipe out the lightly doped drain-extension region. When this 
happens, the device can lose the hot-carrier protection that was to be provided by the 
LDD structure, and it will become vulnerable to degradation by hot-carrier effects. To 
avoid this, the spacer must be sufficiently wide. Some guidelines for choosing the 
proper spacer width to deal with this problem are given in reference 47. 

The general problem involving the gate-to-drain overlap with respect to its impact 
on the MOSFET characteristics was reviewed by Ko, et at.48 It was observed that the 
critical dimensions in drain structures having weak overlap (WO) to the gate were only 
tens of nm in devices in which Leff= 1 µm. In general, the drain current decreases as 
the overlap is weakened, a double hump appears in the substrate current of asymmetrical 
WO devices, and the reliability of the WO devices can be lower than devices having 
adequate overlap. To avoid random degradation of device performance by WO effects 
that arise as a result of process variations, stringent process-control measures must be 
exercised when submicron devices are fabricated. 

5.6.6 The Impact of IC Processing on 
Hot-Carrier Device Degradation 

The lifetime of a device in which the hot-electron degradation impacts device 
performance can be increased by keeping the number of trapping centers in the gate 
oxide to a minimum. In essence, this reduces the density of states that the hot electrons 
injected into the oxide can occupy. Maintaining a minimum number of trapping 
centers can be achieved in several ways during the device-fabrication process sequence. 
First, the gate oxide should be grown by a process that produces low interface-trap 
densities (such processes are described in Vol. 1, chap. 7). It has also recently been 
reported that the incorporation of optimized amounts of fluorine during the gate-oxide 
growth process suppresses interface-state generation during injcction.49 Second, the 
degradation of the oxide caused by damage during process steps carried out in a plasma 
environment should be minimized (damaging processes include plasma-enhanced CVD 
of oxides and nitrides, RIE, and sputter deposition of metal). Finally, the amount of 
hydrogen that is incorporated at the Si-Si02 interface should be reduced. The latter two 
topics will be considered in more detail here. 

In typical CMOS processing, most of the damage created by RIE or ion implantation 
is annealed out at a high temperature (above 800°C) before metallization. Once the first 
layer of aluminum is deposited, however, the maximum annealing temperature is 
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limited to -450°C. It has therefore been reported that the RIE of the second layer of 
metal in multilevel metal processes deteriorates the device-aging characteristics. It has 
been found that while a subsequent anneal performed at 375°C is ineffective in 
annealing out this damage,50 an anneal at 450°C improves device-aging characteristics. 

Excess hydrogen at the Si-Si02 interface is also reported to be a culprit in increasing 
the density of the interface states. In most cases, hydrogen is used to fill the dangling 
bond, forming Si-H at the Si-Si02 interface. However, the Si-H bond can be easily 
broken by injected hot electrons. Furthermore, excess hydrogen introduced during 
processing can diffuse to the interface and lead to enhanced bond-breaking behavior. 
Such excess hydrogen can arrive during the final sinter step before passivation (i.e., in 
H2 or Nz + 5% Hz), or during the deposition of a conventional silicon nitride 
passivation layer. It has therefore been reported that sintering in pure Nz produces 
devices with a lower device degradation rate.SI Similarly, it has been reported that 
when a fluorinated nitride (F-SiN) is used as a passivation layer,50,52 devices exhibited 
slower degradation rates than those seen in devices with conventional SiN passivation 
layers. F-SiN films can be produced by incorporating NF3 in the deposition process to 
form an Si-F bonding structure instead of Si-H in this film. 

The presence of fluorine in the gate oxide (possibly inadvertently originating from a 
BF2+ source/drain implant implant) has recently been reported to increase the hot 
electron resistance of devices fabricated with such oxides.74 Other reports confinn that a 
deliberate incorporation of fluorine into the gate oxide (from implanting fluorine into a 
polysilicon film, and then diffusing it into the gate oxide) produces a more hot-electron 
resistant interface.78,79 

5.6.7 Hot-Carrier Effects in PMOS Transistors 

Hot-carrier effects are not significant in PMOS transistors at channel lengths greater 
than I µm because the impact-ionization rate of holes is 3 to 4 orders of magnitude 
lower than that of electrons at a given electric field. 53 At submicron channel lengths, 
however, hot-electron effects in PMOS start to become important. It has been reported 
that two hot-carrier effects predominate in such PMOS devices. Both are caused by hot 
electrons that are generated by impact ionization and are then injected into the oxide, 
becoming trapped. Hot holes do not appear to cause significant effect, unless a device 
is stressed at large magnitudes of Va. In PMOS devices, the gate-bias polarity favors 
electron injection {which is opposite to that in NMOS) but retards the injection of 
holes. 

In the first degradation effect, these electrons are trapped near the drain and shorten 
the effective channel length. This reduction in Leff is even more severe in the buried­
channel PMOS devices (used in CMOS technologies that have an n+ polysilicon gate), 
because their buried-channel nature makes them more vulnerable to source-drain 
punchthrough,54 and consequently increases subthreshold leakage, This effect is called 
hot-electron-induced punchthrough (HEIP). 

The second effect was observed in PMOS devices with p+, as well as n+, polysilicon 
gates. In these devices, the injected and trapped hot electrons also produce VT shifts 
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(which reduce the magnitude of VT) and increases in the transconductance, Sm· 
Nevertheless, contrary to what occurs in NMOS, in PMOS these effects tend to 
saturate. This is explained by the fact that the electrons trapped near the drain reduce the 
electric field present there in PMOS devices.55 As a resul~ this effect does not appear 
to limit PMOS devices fabricated with p+ polysilicon gates as long as Leff is 2'.0.6 
µm.56 Still, LDD structures appear IO be needed for p-channel devices fabricated with 
n• polysilicon gates when Leff gets to be 0.8 µm or less.54,5? 

The LDD structure also helps to reduce subthreshold leakage in PMOS devices, 
where excessive junction depths caused by lateral diffusion have been a problem. The 
use of LDD basically increases Leff, hence compensating for the Leff reduction caused 
by hot-electron injection. A new LDD structure for PMOS devices, called a halo WD, 
is described in reference 63. In this structure, a deeper phosphorus implant is placed 
below the lightly doped drain-extension p-type implant The punchthrough resistance 
of the PMOS device is reported IO be significantly improved by this LDD structure. 

5.6.8 Gate-Induced Drain-Leakage Current 

Another type of leakage current between drain and substrate in thin gate-oxide (12-28 
nm) MOS devices has been observed at drain voltages much lower than the breakdown 
voltage.58,59 This is not really a hot-electron-induced effect, but since it uses LDD 
structures to reduce its magnitude, we describe it in this section. The basis of this 
current is band-to-band tunneling that occurs through the gate oxide into the deep 
depletion layer in the gate-to-drain overlap region. It has been reported that in order for 
this leakage current to limited to less than 0.1 pA/µm 2, the oxide field in the gate-to· 
drain overlap region must be limited to 1.9 MV /cm. LDD structures are effective in 
reducing this leakage current, but only if the doping in the n· extensions is less than 
1018/cm3. Buried LDD structures with the peak of then concentration at several 
hundred angstroms beneath the Si-SiO2 interface appear to be even more effective than 
conventional LDD structures in reducing the effect. This effect is predicted to become 
more of a problem as devices continue to be scaled • that is, if a IO-nm-thick gate oxide 
is used, the E-field will be less than 1.9 MV/cm in the oxide only if a 3.1 V power 
supply is used. 
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PROBLEMS 

5.1 (a) A p-channcl MOS transistor is fabricated on an n substrate doped with J 015 

phosphorus atoms per cm 3, and a gate oxide which is 1000 A thick. Calculate the threshold 
voltage if ~m, = -0.6 cV and Q,0 , = 5x1ot l cm·2. (b) The tlrrcshold voltage of tl1c MOSFET in 
part (a) is reduced by using ion implantation of boron. What is the required boron dose in 
order to obtain a threshold voltage of -1,5 V? 

5,2 In the E-D NMOS process, depletion-mode NMOSFETs are used for load devices. This 
requires a negative threshold, which can be obtained by implanting a shallow arsenic or 
phosphorus dose into the channel region. Calculate the arsenic dose needed to achieve a -3 V 
threshold in a n+ polysilicon-gate NMOS transistor which has a substrate doping of 
3xl016/cm3 and a gate oxide t11ickness of 50 nm? 

5.3 (a) Why is <100>~orientalion preferred in NMOS fabrication? (b) What arc the 
disadvantages if too thin a field oxide is used in NMOS devices? (c) How is a self~aligncd gate 
obtained and what arc its advantages? (d) List tluec functions of t11e PSG ovcrglass layer? 

5.4 In NMOS processing, the starting material is a p~typc 10-D:-cm, <100>-orientcd 
silicon wafer. The source and drain are formed by arsenic implantation of 1016 ions/cm2 at 
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80 keV: the channel is implanted with 8xl011 boron ions/cm2 at 30 kcV through a gate oxide 
of 250 A thickness. (a) Estimate the threshold voltage change caused by the boron ion 
implantation step. (b) Draw the doping profile along a coordinate perpendicular to the 
surface and passing through (bl) the channel region, and (b2) the source region, 

5.5 Describe punchthrough current and subthrcshold current and explain the differences 
between them. 

5,6 Design a submicron MOSFET will) a gate length of 0,75 µm, (fhe gate length is tl1e 
channel length plus twice the junction depth.) If the junction depth is 0.2 µm, the gale oxide 
is 200 A, and the maximum drain voltage is limited to 2.5 V, find the required channel 
doping so that the MOSFET can maintain it long~channcl characteristics. 

5.7 An n-channcl MOSFET has a gate oxide 200 A thick. an Leff:;,.; LO µm, source/drain 
junction depths of 0.2 µm, and a threshold voltage of 0.6 V. If the device is biased at V c;s = 3 
V and Vos= 5 V, calculate the saturation voltage Vo;;at• and the maximum electric field, Emax· 

5.8 Explain the difference between the gatc~thrcshold voltage, VT, and the field~thrcshold 
voltage, Y.rF, of a MOS device, 

5.9 (a) Sketch a set of masks for fabricating an MOS transistor using Si.gate technology. 
(b) Repeat this exercise for an E-D NMOS inverter circuit with LOCOS isolation, buried 
contacts, and a depletion-mode load transistor, 

5.10 An NMOS structure consists of an n-type substrate with No :;:;;: 5xl015 cm·3, a gate 

oxide of 100 nm thickness, and an Al contact. The measured threshold voltage is ~2.5 V. 

Calculate the surface charge density. 

5.11 If a circuit designed wants to keep the off~statc leakage current to less than 1 pA and 
also wants the threshold voltage value to be 0.9 V (where VT is defined as the gate voltage 
that provides Ios;:;:: 1 µA), what value of subthrcshold swing (S.S.) will this device exhibit. 
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CHAPTER 6 

CMOS PROCESS INTEGRATION 

Complementary MOS (CMOS) is so-named because it uses both p- and n-type 
(complementary) MOS transistors in its circuits. (Figure 6-1 depicts a CMOS inverter.) 
Since CMOS technology is significantly more complex than NMOS with respect to the 
device physics and fabrication issues, the discussion here will include a thorough 
introduction to these subjects. (Note that an excellent comprehensive text on CMOS, 
dealing with both circuit and design issues, has recently been published.)1 

6.1 INTRODUCTION TO CMOS TECHNOLOGY 

6.1.1 The Power-Dissipation Crisis of VLSI, and How 
CMOS Came to the Rescue 

NMOS remained the dominant MOS technology as long as the integration level of 
devices on a chip was sufficiently low. It was inexpensive to fabricate, very functionally 
dense, and faster than PMOS. The earliest NMOS technologies required only 5 masking 
steps (including the pad mask).• On the other hand, NMOS logic-gates (e.g., inverters) 
draw de power during one of the inverter states. Therefore, an NMOS integrated circuit 
will draw a steady current even when being operated in the standby mode (i.e., even 
when no signal is being propagated through the circuit). Consequently, as the number 
of logic gates on the chip grows, the current being drawn (and hence the power being 
dissipated) also increases. Although this was always a limitation of NMOS for such 
applications as space-borne or portable electronic systems, it did not represent a 
drawback for most other applications when the number of devices on a chip was rcla-

* Early NMOS logic gates used butted contacts as well as enhancemcnt~mode transistors for 
both the driver and the load. Depletion~mode loads and buried contacts came later. Hence, of 
the seven masks of the E~D NMOS process described in chapter 5, only five were required in 
early NMOS technology. This resulted not only in lower manufacturing costs per wafer, but 
also in higher yields. Thus, the cost of manufacturing NMOS circuits was brought even lower. 

368 
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Fig. 6~1 CMOS inverter. (a) Circuit schematic. (b) Device cross section. 

tively small. Such was !he situation at the level of device integration !hat existed up to 
the mid-I 970s. 

With !he dawning of the VLSI era, however, power consumption in NMOS circuits 
began to exceed tolerable limits. A lower-power technology was needed to exploit the 
VLSI fabrication techniques. CMOS represented just such a technology. 

From a quantitative perspective, the ascendancy of CMOS was !he inevitable result of 
!he two-hundred-fold increase in functional density, and the twenty-fold increase in speed 
of integrated circuits between 1968 and 1987. For example, in 1969, 256-bit SRAM 
circuits (e.g., !he Intel 1101) used 12-µm design rules to create !he six-transistor SRAM 
cells; each cell occupied 20,600 µm 2. In 1987, however, SRAM cells using 1.2-µm 
design rules occupied only 150 µm 2. (The memory access-time in these respective 
memory circuits decreased from I µs to 46 ns.) By 1987 !he dccrea5ed size and attendant 
increase in chip size allowed 256-kbit SRAMs to be built. 

To take another example: The Intel 4004 4-bit microprocessor, introduced in 1971, 
had 2300 devices and was built in PMOS. The 8086 model, a 16-bit microprocessor 
introduced in 1978, had 29,000 devices and was built in NMOS, and the 80386, 
introduced in 1985, had 275,000 devices and was built in CMOS. 

Chips can dissipate a maximum of about 5 W of power and still be used in 
conventional, but expensive, IC ceramic packages. In order for the much less expensive 
plastic packages to be used, however, the maximum power dissipation is limited to 
about 1 W. The Intel 8086 dissipated around 1.5 W of power when operated at 8 MHz. 
Thus, by the late 1970s it was already possible to manufacture NMOS chips whose 
power dissipation approached unacceptably high values. (Note that when the 8086 was 
later reissued in CMOS technology under the model number 80C86, its power 
consumption dropped to about 250 mW.) 
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In a CMOS inverter (unlike in an NMOS inverter) only one of the two transistors is 
driven at any one time. This means that when a CMOS inverter is not switching from 
one state to the other, a high-impedance path exists from the supply voltage to ground, 
regardless of the state the inverter is in. Hence, virtually no current flows, and almost 
no de power is dissipated. CMOS thus allows the manufacture of circuits that need only 
several microwatts of standby power (Fig. 6-2). 

The problem of power dissipation can also be considered from both a chip perspective 
and a system perspective. From the chip perspective, if microprocessors of !he 32-bit 
generation were built in NMOS, they would dissipate 5 to 6 W of power. This would 
lead to severe heating and reliability concerns. In addition, expensive ceramic packages 
would be needed to house such chips. When such microprocessors are designed in 
CMOS, the power dissipation decreases to about I W. 

From the system perspective, let's consider memory chips. Although a 1-Mbil 
DRAM may consume only 120 mW of power in NMOS, it consumes even less (~50 
mW) in CMOS. Since there may be thousands of memory chips in a system (versus 
only a few microprocessors), the ramifications of lower power-dissipation are 
significant. Smaller power-supplies and smaller cooling fans are but two of these 
ramifications. 

6.1.2 Historical Evolution of CMOS 

Although CMOS is now the dominant integrated-circuit technology, for much of its 25-
ycar history it was considered to be only a runner-up for the design of MOS !Cs. The 
pairing of complementary n- and p-channel transistors to form low-power !Cs was 
originally proposed by Sah and Wanlass in 1963.2 The first CMOS ICs were fabricated 

NMOS 200 

150 

100 
L~~=1~00;:::====2~0:o===--::3ooh--

ch1p complexity (%) 

Fig. 6~2 As circuit complexity increases, NMOS power consumption rises to levels that 
eventually prevent further growth. In contrast, CMOS power consumption increases only 
slightly as the device count on a chip rises. 
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in 1966, and subsequent development of the technology was spearheaded by the RCA 
Corporation. The earliest volume commercial application was the use of the CMOS 
logic-inverter in the frequency divider circuits of digital watches. 

CMOS technology at that time had many disadvantages compared to PMOS and, 
later, to NMOS. The drawbacks included significantly higher fabrication cost, slower 
speed, susceptibility to latch up, and much lower packing density. As a result, until the 
1980s CMOS was limited to applications that could only be implemented with the 
technology's lower power dissipation (e.g., watches and calculators), or very-high noise 
margin (e.g., radiation-hard circuits). Furthermore, the advances made in NMOS 
fabrication were not rapidly transferred to CMOS, and for many years CMOS lagged 
behind the advanced Si-gate-NMOS and bipolar technologies. Except for the special 
applications mentioned above, it lay dormant for nearly a decade. 

At the time CMOS circuits were first fabricated, the processes of ion implantation 
and local oxide isolation (LOCOS) had not yet been developed. In addition, metal gates 
were being used for MOS devices and control had not yet been established over the large 
and quite variable positive oxide charges in the gate oxide. As a result, p-well 
technology was the only means of fabricating CMOS. 

While PMOS enhancement-mode transistors could be successfully fabricated in a 
lighlly doped (e.g., 1015 cm·3) n-substrate with a VT of about -2 V, NMOS enhance­
ment-mode transistors could not be fabricated on lightly doped p-substrates because the 
VT of NMOS metal-gate transistors on such substrates is negative. In addition, the 
problems of oxide charge and the segregation of boron at the field-oxide/silicon-substrate 
interface, when combined with necessity of having to use relatively-thin field oxides (in 
order to be able to achieve adequate step coverage over nonrecessed field-oxide steps; sec 
chap. 2), made it likely that parasitic channels would be established in the field regions 
between NMOS devices built on lightly doped substrates. Therefore, the only reliable 
way to manufacture enhancement-mode NMOS transistors for CMOS inverters was on 
regions with boron surface concentrations high enough to overcome these problems .. 

The p-well approach to building CMOS provided such regions, since the well had to 
be doped about ten times as heavily as the substrate for adequate control of doping in the 
well to be achieved. As a result, p-well technology became established in the 
companies that pioneered CMOS technology. Long after the problems of fabricating 
NMOS on lightly doped substrates had been solved (i.e., through control of the gate­
oxide charge and of VT by ion implantation) most of these companies continued to use 
p-well technology to design new circuits. While this was primarily due to historical 
inertia, p-well technology did have a few advantages over n-well technology (as will be 
discussed in section 6.2.2) 

The packing-density limits of the early p-well CMOS technology, however, were 
responsible for its poor performance. The packing density was much worse than that of 
NMOS, primarily beeause the n- and p-dcvices had to be surrounded by guard rings 
(n+ or p+ diffusions that surround the device, as shown in Fig. 6-3)114 to prevent the 
inversion of the field regions. 

Before LOCOS isolation and ion implantation became available, guard rings were 
needed to provide adequately large values of VT in the field regions. However, their use 
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Fig. 6~3 CMOS structure with guard bands. A CMOS inverter circuit is dcpicted.114 From 
W. C. Till and J. T. Luxton, Integrated Circuits: Maleria!s, Devices, and Fabrication. 
Copyright 1982 Prentice-Hall. Reprinted with pennission. 

results in very large-area devices.* As a result, until oxide isolation and channel-stop 
implants were developed, interconnect capacitance and resistance severely degraded !he 
speed pcrformance.t Once guard tings were no longer needed, however, !he devices could 
be brought closer together, and !he speed of CMOS circuits improved dramatically. 

When il became apparent in !he late 1970s that !he increases in power density and 
dissipation would make it impossible to design future generations of MOS circuits in 

* The drain regions must also be isolated from the guard rings by a lightly doped region to 
prevent avalanche or Zener breakdown, as seen in Fig. 6-3. This requirement exacerbates the 
area penalty when guard rings are used. 
t However, it should be noted that the fabrication of NMOS devices in heavily doped p~wells 

also increased the device junction~capacitances and reduced the magnitude of the drive current. 
This further decreased the performance of the circuits, but to a lesser degree than did the 
interconnect capacitance. 
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NMOS, the companies that had been stubbornly continuing to use NMOS for design 
and fabrication finally began to consider CMOS. It was natural for them to seek a 
technology that was compatible with the modem high-production-volume Si-gate­
NMOS processes that they had successfully perfected. Since n-well CMOS offers near 
compatibility with such processes, and since it allows n-channel transistor performance 
to be optimized (through fabrication in the lightly doped p-substrale regions), it became 
the technology of choice for many companies that had formerly been manufacturing 
NMOS inlegrated circuits.8 

It became evident, however, that neither p-well nor n-well would be the optimum 
choice for submicron CMOS. lnsiead, it appeared that twin-well CMOS would be more 
effective. As a result, many such processes were subsequently developed. 

We will examine the various well technologies with regard to their advantages and 
disadvantages in modern CMOS processes. Circuit designers and process engineers 
should be aware of the trade-offs. The advances developed through the refinement of 
NMOS were incorporated into CMOS technology, and the performance was thus 
dramatically improved over that exhibiled by primitive CMOS circuits. 

6.1.3 Operation of CMOS Inverters 

The CMOS inverter (for which the circuit schematic and a sample layout are shown in 
Fig. 6-la and 6-4, respectively) uses enhancement-mode transistors for both the NMOS 
driver and the PMOS load transistors. The gales of the two transistors are connected and 
serve as the input to the inverter. The common drains of each device are connected to 
the output of the inverter, and we assume that the inverter is driving some load 
capacitance, CL (e.g., the input to another CMOS logic gate). Note that both the 
source and the body of the NMOS transistor are connected to ground, while those of the 
PMOS transistor are connected to VDD (e.g., 5 V). 

The threshold voltage of the NMOS driver transistor, VTn, is positive (e.g., VTn = 
0.8 V), while that of the PMOS load transistor, VTp, is negative (e.g., VTp = -0.8 VJ. 
Figure 6-5a shows the inverter's output voltage, V 0 , as a function of the input voltage 
Vin· This curve is known as the static voltage input/output characteristic, or the transfer 
characteristic of the gale. 

When Vin= 0, Vosn = 0 and the NMOS transistor is OFF (since Vosn is <0.8 V). 
The PMOS transistor, however, is ON, since Vosp = -5 V, which is much more 
negative than -0.8 V. Thus, when Vin= 0, CL is charged to VDD through the turned­
on PMOS load transistor, and VO= 5 V. 

When Vin= 5 V, the NMOS transistor is turned ON, since Vosn = 5 V (which is 
>0.8 V). The PMOS transistor is turned OFF, since Vosp = 0 V (which is more 
positive than -0.8 VJ. Consequently, when Vin= 5 V 01 DD), the output is connected to 
ground through the turned-on NMOS driver, allowing CL to be discharged. Since the 
PMOS device is off, CL will be completely discharged, and VO will be O V. 

The most important property of the CMOS inverter is that when the gate is sitting 
quiescently in either logic state (VO= VDD or 0), one of the transistors is OFF and the 
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Fig. 6~4 CMOS invcrlcr layout. From D. A. Hodges and H. G. Jackson, Analysis and 
Design of Digilal lnlegrated Circuits, Copyright 1983, McGraw-Hill Book Co. Reprinted 
with permission. 

current conducted between Voo and ground is negligible (i.e., it is equal to the leakage 
current of the OFF device). This feature can be seen in Fig. 6-Sb, which plots the 
current through the inverter, loo, as a function of Vin (solid curve). The power 
dissipated in the static (or standby) mode is then dctennined by the product of the 
leakage current and the supply voltage. Since the leakage current of an MOS transistor 
in cutoff (subthrcshold current) is so small, very little power is consumed in the static 
mode. Another important feature is that the VO swings all the way from V DD to O as 
the inverter changes state; this characteristic of the output-voltage swing is referred to as 
swinging from rail to rail. 

Two other operational features of the CMOS inverter must also be mentionc<l. First, 
as can be seen in Fig. 6-5b, significant current is conducted through the inverter only 
when both transistors arc ON at the same time (i.e., during switching). Therefore, most 
of the power dissipation is due to the charging and discharging of CL, In fact, it can be 
shown that the power dissipation is essentially given by f CL Voo2, where f is the 
switching frequency. 
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Second, because the CMOS inverter output voltage can swing from rail to rail, it can 
inherently provide excellent noise margins. Noise margins are usually defined in terms 
of the logic-gate threshold voltages, VoH, VoL, VJH, and VJL (which are not the same 
parameters as device threshold-voltages, see Fig. 6-5a). The noise margins NML and 
NMH (Fig. 6-5b) arc defined according to the following equations: 

NML = VrL - VoL 
NMH = VoH - VoL 

( 6 - la) 
( 6- lb) 

Briefly, the argument for Eq. 6-la is that the logic gate (e.g.,Jnverter 1 in Fig. 6-6a) 
should provide a maximum "low output" that is less than the maximum "low input" 
that the subsequent logic gate (e.g., Inverter 2) can accept without causing the output 
voltage of Inverter 2 to be driven into the ambiguous portion of the transfer 
characteristic. The difference between VJL and VOL (the noise margin) then specifies 
how much noise voltage can be tolerated at the input node of Inverter 2 before its output 
will be driven to a voltage value that is logically undefined. 

In CMOS, VoL approaches zero, and VoH approaches Voo, Because of the steep 
transition region in the transfer characteristic, VJL and V 1H can be designed so that noise 
margins are on the order of Voo/4 for expected process variations and operating 
temperatures. Thus, for a 5-V CMOS technology, VNML can be 1.25 V, whereas in 
NMOS, VNML is typically only 0.3 V. 

For the performance of the logic gates to be maximized, the threshold voltages of the 
p- and n-channel transistors should be comparable (and, ideally, of equal magnitude). In 
addition, the threshold voltages should be as small as possible. The minimum values 
selected for VTn and VTp will be determined by the subthreshold leakage current, lost• 
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Fig. 6-5 (a) Oulput (V 0) versus input (VJ) voltage of CMOS inverter. (b) Current through 
inverter as a function of input voltage (solid curve); I~V characteristics of n.~ and µ~channel 
transistors (dashed curves). The numbers correspond to different points on the inverter 
transfer charactcristic.115 
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Fig. 6~6 (a) String of inverters connected in series. (b) Definition of noise margins. 

For example, if the guideline described in the section on the subthreshold current in 
MOS devices is used (section 5.2.3 in chap. 5), a minimum value of VTn would be 0.5 
V, to keep VoL at least 0.5 V below VTn and to maintain sufficiently small lost• 

6.1.4 Advantages of CMOS 

As noted earlier, the most important advantage of CMOS is its significantly reduced 
power density and dissipation.3.4,5,6 There arc other advantages as well, which fall 
into the following main categories: 

• device/chip performance 

• reliability 

• circuit design 

• cost issues 

These advantages, as well as the disadvantages of CMOS, will be discussed in this 
section. 

6.1.4.1 Device/Chip Performance Advantages. 

• Although logic gates designed in CMOS are larger than those of NMOS (primarily 
because of the increased spacing needed to isolate n-channel from p-channel devices), this 
packing density penalty is becoming less important, for several reasons. 

First, the CMOS gate uses a PMOS device rather than a depletion-mode NMOS 
device as the load. The PMOS device is usually made about twice as wide as the 
NMOS device in order for symmetrical driving capability to be achieved. The NMOS 
depletion-mode load, however, is four times as large as the NMOS driver. Hence, the 
area of the two CMOS devices is actually smaller than the area of the two NMOS 
devices in an inverter. 
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Second, since the devices arc built with submicron dimensions, the difference in the 
output drive capabilities (ID) of identically sized PMOS and NMOS devices is decreased 
due to velocity saturation effects (Fig. 6-7a). The area of the CMOS inverter devices 
will thus grow proportionately even smaller. 

Third, as devices become smaller, the fraction of the chip area required for 
interconnections becomes larger. Hence, the fact that the gate density is lower in 
CMOS in NMOS becomes less important. This is especially significant in random 
logic designs. 
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Fig. 6~ 7 (a) Ratio of µ-channel saturation current to n-channcl saturation current increases 
as the effective channel length of the devices shrinks, due to velocity saturation effects. (b) 
Comparative speed and power characteristics of various CMOS and bipolar logic families. 
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• Although the input capacitance of CMOS is larger than that of NMOS (since there 
are two MOS gates connected in parallel at the input of CMOS logic elements versus 
only one in NMOS), the interconnect capacitance is becoming more significant than the 
gale capacitance as gate sizes shrink and interconnect lengths grow with increasing chip 
size. NMOS gates are thus no longer significantly faster than CMOS gates. 
Furthermore, as the chip heats up from excessive power dissipation, the circuits slow 
down (due to degradation of carrier mobility). The lower power advantage might 
actually make a CMOS circuit operate faster than a comparable, but hotter-running, 
NMOS part. 

• Since more devices can be placed onto a single chip in CMOS than in NMOS, less 
chip-to-chip driving is necessary, and the overall system speed is improved. 

• The fan-out capacitance for MOS devices is much smaller than that of bipolar 
transistors. Therefore, while the transconductance is also much smaller, if the load 
capacitance (other than fan-out) is small, much less current is needed to charge the next 
MOS gate compared to a bipolar logic gate. As the channel length of MOS device 
shrinks, it may be possible to decrease the delay time required to charge other gates on 
the same chip. On the other hand, because the performance of bipolar devices is 
relatively insensitive to shrinking device dimensions, the delay times in CMOS are 
approaching those of bipolar ECL, but at much lower levels of power dissipation (Fig. 
6-7b). 

• CMOS can be operaled over a wider range ofVoo values (e.g., 2-7 V) than NMOS. 

• Threshold body-biasing sensitivity is less important in CMOS, and hootstrapping is 
not needed for transference of a signal through a string of inverter. 

• The radiation hardness of CMOS circuits is much higher than that of NMOS. 

6.1.4.2 Reliability Advantages. 

• The heat generated during operation can raise the chip temperature to the point at 
which it becomes more prone to failure. Since CMOS circuits dissipate much less 
power, in most cases they should be inherently more reliable. 

• Hot-carrier degradation of MOS devices should be decreased in CMOS for several 
reasons. First, since hot-electron effects are much less severe in PMOS devices, the 
load devices in CMOS will suffer less degradation than the depletion-mode load devices 
used in NMOS. Second, the CMOS gates do not draw static current, so Iong-tenn, 
cumulative hot-electron induced degradation will be smaller. Finally, unlike NMOS, 
CMOS generally does not use hootstrapping (which increases the electric field in the 
device and thus aggrava!CS hot-electron degradation). 

• Electromigration failures in the metal lines of the circuit are reduced, since no static 
current flows in the metal lines. 
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• The soft error rates (SERs) of DRAMs and SRAMs can be reduced by one to two 
orders of magnitude when the memory arrays arc fabricated inside a well region where 
doping type is the opposite of the substrate's. The added SER protection arises because 
the reverse-biased well-substrate junction of CMOS creates a potential barrier agains, 
carriers generated in the substrate. 

6.1.4.3 Circuit-Design Advantages. 

• CMOS can achieve "static ratiolcss" logic design. Circuits that contain a p-channel 
transistor for every n-channel transistor are said to be "static," because such gates are 
triggered by the data path signal and do not require the use of an external clock. The 
design is said to be "ratioless" because the inverter voltage transfer characteristic docs 
not depend strongly on the relative geometric sizes of the p and n transistors. By 
contrast, commonly used "ratioed" NMOS circuitry must have transistor widths and 
lengths that are chosen hoth to balance the currents between transistors and to ensure 
that this balance is maintained, given changes in operating temperatures, power-supply 
voltage variation, and day-to-day differences in the manufacturing process. 

• As noted earlier, since the output of CMOS logic gates swings from rail to rail, 
excellent noise margins are inherently provided. 

• The flexibility in selecting transistor geometry provided by the ratioless nature of 
CMOS makes it much easier for "uncommitted circuit" designs, such as gate arrays and 
standard cells, to be implemented. In gate arrays and standard cells, the number of input 
and output signals (fan-ins and fan-outs) arc normally not known when the individual 
transistors arc laid out. As a result, it is very difficult with PMOS or NMOS to create 
gate-array and standard-cell configurations that possess sufficient design flexibility. 
Instead, most standard cells and virtually all MOS gate arrays are implemented in 
CMOS. 

• In NMOS, gating (or pass) transistors reduce the transmitted signal by the so-called 
threshold loss, whereas in CMOS such transmission gates leave the signal unchanged. 
As a result, signal regeneration can be less frequent in clocked CMOS circuits. 

• CMOS allows hoth analog and digital functions with high circuit densities to be 
implemented on the same chip. This has stimulated the development of switched­
capacitor techniques for analog-to-digital conversion and allowed their integration on a 
chip with a digital-signal algorithm. 

• The circuit-design benefits of CMOS for analog applications are that the switches 
have no offset voltage, and that the area required for operational amplifiers is much 
smaller than that needed for NMOS op amps. That is, while an NMOS op amp might 
take 30 transistors, the same op amp in CMOS might take one-third the number of 
transistors, as well as one-third the area. Furthermore, CMOS op amps arc three to five 
times smaller than bipolar op amps. 
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6.1.4.4 Cost Analysis. 

• When CMOS and NMOS !Cs were first being manufactured, CMOS required almost 
twice as many masking steps as NMOS. As NMOS processing grew more complex, 
however, the addition of depletion-mode loads, buried conlacts, punchthrough-prevention 
implants, and lightly doped drains significantly increased processing costs. The costs of 
fabricating CMOS circuits, however, did not increase proportionately. Hence, the cost 
differential between the two technologies has steadily been reduced; at present the cost 
of manufacturing CMOS may be only 20 percent higher than that of manufacturing 
advanced NMOS circuits. The slightly increased cost of CMOS manufacturing is more 
than offset by the savings in design, packaging, system heat management, and 
reliability. 

• The complexity of the design task is reduced in CMOS, lowering costs and allowing 
designs to be created more rapidly (which in turn, decreases costs further). Furthermore, 
since the time it lakes to bring a product to market often has significant impact on 
market share and profilability, a shortened design time may represent a large increase in 
profit. 

• Packaging cosL~ can represent 25-75% of the total chip-manufacturing cost. Since the 
reduced power dissipation of CMOS allows the use of cheaper IC package technology, 
there is a significant cost savings with CMOS packaging compared to NMOS. In 
addition, the elimination of cooling measures and the reduced failure rates of CMOS 
result in lower costs. 111ese savings translate into larger profit margins for both chip 
manufacturers and suppliers of electronic systems that use CMOS. 

• Because grounding of the subslrate can be done on the front side of the wafer, CMOS 
may not need back grinding or gold on the backside of the wafer, leading to further 
savings. 

6.1.5 Disadvantages of CMOS 

As is to be expected, CMOS also possesses disadvantages. Some of those listed here 
arc inherent to all MOS circuits; these have been considered in in more delail in earlier 
sections on NMOS technology. Other disadvan1ages, however, are unique to CMOS 
and will be given more in-depth 1reatment in this chapter: 

• Like NMOS, CMOS is susceptible to short-channel and hot-carrier effects when 
device channel lengths drop below about 2 µm (although as mentioned, the hot­
carrier problem is reduced to some degree in CMOS). In addition, hot-electron 
effects in p-channel devices apparently do not become severe until channel lengths 
of below 1 µm arc reached. 

• CMOS has a somewhat lower packing density than NMOS. 

• Static CMOS logic gates exhibit larger input capacitance than NMOS logic 
gates due to the additional input capacitance of the p-channel 1ransistors, which are 
in parallel with the n-channel transistors. 
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• The need to simultaneously manufacture high-quality PMOS and NMOS 
devices on the same chip can give rise to processing difficulties. 

• There are constraints on the scaling of PMOS devices manufactured with n+ 
polysilicon gates. 

• Well contacts must be provided, which takes up more chip area than required in 
NMOS. 

• The well drive-in step requires a long process time (e.g., four hours or more at 
1100°C). 

• CMOS is susceptible to latchup, and hence needs guard bands or epi (see section 
6.4.8). In addition, it is often very difficult to identify the exact location of the 
latchup site (i.e., special liquid-crystal or infra-red techniques must be used). 

• Most current CMOS technologies use n+-doped polysilicon as the gate material. 
An interconnect routing problem arises because the metal layer must be used when 
contact is made between this n+ polysilicon and the p+ source/drain region of 
PMOS devices. 

• Like all other MOS technologies, CMOS is vulnerable to electrostatic­
discharge damage. 

6.2 THE WELL CONTROVERSY IN CMOS 

There are many trade-offs involved in the optimization of a CMOS process. The 
choices revolve around the highly interrelated parameters of circuit performance, layout 
density, fabrication cos~ and tolerance to latehup. As described in chapter 5, obtaining 
the best circuit performance from an MOS device involves maximizing the drive current 
and minimizing junction capacitances and body effect - all of which favor lower doping 
concentrations in the device body. Optimizing density, however, favors raising these 
same doping concentrations (to avoid punchthrough and to achieve high field 
thresholds). Higher density is thus achieved by allowing closer packing of adjacent n­
and p-channcl transistors. (Issues relating to CMOS isolation will be described in more 
detail in a later section.) Latchup tolerance can also be improved by spacing n- and p· 
channel transistors farther apart (sec section 6.4), but this in tum lowers circuit density. 

These complex interacting tradcoffs converge on several processing configurations 
that are determined at the outset of the processing sequence through the selection of the 
type of well doping. The ramifications of this choice must therefore be considered in 
more detait.1.4,6 

6.2.1 The Need for Wells in CMOS 

Both n- and p-channel transistors must be fabricated on the same wafer in CMOS 
technologies. Obviously, only one type of device can be fabricated on a given starting 

ONSEMI EXHIBIT 1008B, Page 115



382 SILICON PROCESSING FOR THE VLSI ERA- VOLUME II 

Field oxide, Si02 Source/drain 

~ 

P-we!I 

A 

N-well 
P-substrate 

B 

P-well N-we!! 

P-substrate or N-substrate 

C 

Fig. 6-8 CMOS circuits can be designed using (a) p-wcll, (b) n-well, or (c) twin-well 

tcchnology.3 (© 1983 IEEE). 

substrate. To accommodate the device type that cannot be built on this substrate, 
regions of a doping type opposite that present in the starting material must be formed, 
as shown in Fig. 6-8. These regions of opposite doping, called wells (or sometimes 
tubs) arc the first features to be defined on a starting wafer. This is done by implanting 
and diffusing an appropriate dopant to attain the proper well depth and doping profile. 
The well's doping type becomes the identifying characteristic of the CMOS technology. 

Normally, a p-typc substrate is connected to the most negative circuit voltage, and an 
n-type substrate to the most positive, to ensure that pn junctions are not forward-biased 
during circuit operation. Similarly, the respective well regions must also be connected 
to the appropriate circuit voltages to prevent forward-biasing of the junctions within the 
well (and between the well and substrate). Because the wells arc totally junction isolated 
from the rest of the wafer, it is especially important that such well contacts be made. 
That is, it may still be possible to contact the substrate from the backside of the wafer 
even if no provision is made for a substrate contact from the top surface of the wafer. 
Such a backside connection, however, cannot be established to the well regions. 

Because one of the device types must be located in the well, there has been some 
controversy as to which type of well should be used in CMOS-circuit fabrication. The 
performance of devices in the well will suffer as a consequence of the higher doping, 
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exhibiting higher junction capacitance, increased sensitivity to body effect, and decreased 
transconductance (due to reduced carrier mobility). Furthermore, substrate currents (e.g., 
due to hot-carrier effects) will be harder to collect from the well regions. The issue thus 
becomes that of deciding which device type should be subjected to such performance 
degradation. 

Some argue that the NMOS devices should be built in the substrate, where their 
better performance can be optimized (n-well CMOS). This argument is persuasive for 
companies that have had long experience in producing high performance NMOS, since 
they can merely transfer this technology to the building of NMOS devices in the p· 
substrate starting material. Furthermore, if a circuit-design technique rich in NMOS 
devices is used (e.g., Domino logic),97 most of the devices on the chip will be NMOS, 
which will again favor the building of NMOS devices in the p-substrate (and PMOS 
devices in then-well). 

On the other hand, the hot-electron-induced substrate current is much higher in 
NMOS than in PMOS and, as noted, is harder to collect from the well regions than 
from the substrate. In addition, device technologists might argue that the better­
performing NMOS devices can afford to have their circuit behavior somewhat degraded, 
as this will balance the performance between these and PMOS devices. 

The next sections will outline the pros and cons of both p-well and n-we!l 
configurations, as well as those of the more complex well configurations that have 
been developed (e.g., twin-well and retrograde-well CMOS). 

6.2.2 p-Well CMOS 

The p-we/1 process, illustrated in Fig. 6-8a, involves the creation of p-regions in an n­
type substrate for the fabrication of NMOS devices. The p-wells are formed by 
implanting a p-type dopant into an n-substrate, at a high enough concentration to over­
compensate for the substrate doping and to give adequate control over the p-type doping 
in the well. The starting n-type substrate, however, must also have sufficient doping to 
ensure that the characteristics of devices fabricated in the substrate regions are adequate (a 
minimum doping concentration of of 3xl014-lx1015/cm3 is required). Thep-well 
doping must therefore be about five to ten times higher than the doping in the 
n-substrate. If the p-well is doped too highly, however, the performance of the n· 
channel devices will be degraded through lower carrier mobility, increased source/drain to 
p-well capacitance, and increased sensitivity to body-biasing effects. 

As noted in section 6.1.2, p-well CMOS was the first type of CMOS that could be 
practically manufactured. The first companies to commercially offer CMOS com­
ponents produced many designs in p-wcll technology. As this experience was spread 
throughout the industry, p-wcll CMOS became widely established. 

There are several advantages of p-wcll over n-wcll CMOS. First, p-well technology 
may be the better choice for pure-static logic, in which a good balance between the 
performance of both MOS device types is beneficial. Second, it is attractive for 
applications that require an isolated p-region (such as those using an npn bipolar 
transistor as an on-chip driver or n-channel FETs for an analog input). Third, it is Jess 
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susceptible to field-inversion problems than n-well CMOS, and can thus be slightly 
easier to fabricate. c:Nc will describe later how p-well CMOS can use the well itself as 
a channel stop, whereas n-well CMOS must use a separate channel-stop process.) 
Fourth, if the so-called retrograde-we// process (rather than a diffusion of a shallow 
implant) is used to form the wells, p-well technology is more feasible. It is easier to 
form a p-rctrograde than an n-retrograde well, since boron ions penetrate deeper than 
arsenic or phosphorus ions at a given implant energy. 

Finally, p-well CMOS may be better for fabricating SRAMs. Since the alpha­
particle-induced soft-error rate (SER) becomes significant even in SRAMs if feature 
sizes are scaled to submicron dimensions, the cells should be made inside a well. The 
sensing of the state of an SRAM cell depends on the current provided by the cell. As a 
result, high-gain NMOS devices are more desirable for the pass gates and drivers in the 
cell, and must be built in a p-well. 

The organization that provides university communities with IC fabrication services, 
the MOS Implementation Service (MOSIS), offers a standard p-wcll CMOS process (as 
well as standard NMOS and advanced CMOS [twin-well] processes). MOSIS cooperates 
with various IC-manufacturing vendors that fabricate the designs submitted to it. 
Circuits designed to the specifications of the standard p-well process can be executed by 
vendors, which serve as silicon foundries for MOS IS. 

6.2.3 n-Well CMOS 

In the n-well process, shown in Fig. 6-8b, the p-channel devices arc formed in the more 
heavily doped n-wcll. As noted earlier, n-well technology became the choice of 
companies with extensive experience in building NMOS ICs.8 Because the NMOS 
device could be fabricated in a lightly doped substrate, virtually all of the experience that 
had been amassed in fabricating high-performance NMOS could be transferred to an n­
well CMOS process. As a result, virtually all EPROMs, microprocessors, and dynamic 
RAM designs in the generations of technology built with 1.25-2.0 µm dimensions were 
implemented with n-well CMOS. 

This technology does have some disadvantages. First, as mentioned earlier, it is more 
sensitive to field-inversion problems than p-well CMOS. Second, it may be more 
difficult to build pure-static, high-performance logic circuits with n-well CMOS. 

EXAMPLE 6-1: An n-well CMOS process is to be developed for operation 
with a power-supply voltage of Voo = 5 V. The substrate doping of the p-type 
wafers is 1x1015/cm3. The n-wclls are to have an average dopant concentration 
of lxI016!cm3. The p-channel MOSFET sources and drains are to have junction 
depths of 0.4 µm and an average dopant density of J018;cm3. What is the 
minimum n-wcll depth needed to avoid vertical punchthrough to the substrate? 

SOLUTION: Vertical punchthrough will occur if the depletion region of the 
source/drain-to-well junction were to contact the depletion region of the well­
substrate junction when VDD ~ 5 V (see section 5.5.2). 
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The source-to-well junction is essentially a one-sided pn junction with a 
built-in voltage of Vbi = 0. 82 V. From Fig. 5-20, we estimate that the 
depletion-region width extends into the n-well --0.35 µm, since there is no 
applied voltage across the junction (i.e., both the source and the well are 
connected to Yoo). The np-junction to the substrate has a built-in voltage of 
0.63 V, and the total depletion width of this junction at a 5 V bias is -1.9 µm. 
We calculate that about 0.19 µm of this depletion region is in then-well. The 
n-well must therefore be deep enough to accommodate the depth of the source 
junction (0.4 µm) as well as the sum of the depletion region widths in the well 
in order for vertical punchthrough to be avoided. While the total of these 
dimensions is 0.94 µm, it is good engineering practice to increase the depth of 
the well by about 50% to account for process variations. A reasonable well 
depth might therefore be 1.5 µm. 

6.2.4 CMOS on Epitaxial Substrates 

As will be described in the section dealing with latchup prevention (section 6.4.8.2), 
heavily doped substrates with a more lifhtly doped surface epitaxial layer have been 
utilized to suppress latchup in CMOS. 1 When such starting material is used with 
single-well CMOS, the epitaxial layer is doped to a concentration equal to that of the 
substrate in a nonepitaxial wafer used for that process. If a twin-well CMOS process is 
used, the epitaxial layer is doped to a level significantly lower than that required for 
building either the p- or n-channel MOSFETs (see section 6.2.5). 
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•'lg. 6-9 A p-on-p-epi doping profile and diffused n-well profile measured after the entire 
CMOS process has been completed. The as grown epi thickness is 4 µm and the final lightly 
doped epi thickness is about 2µm.116 (© 1987 IEEE). 
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The epi1axial layer is made thicker than the well depth, since the dopants in the 
heavily doped substrate under the epi layer diffuse toward the surface as the well dopants 
are diffused toward the bulk (Fig. 6-9). Thus, some of the epilaXial layer becomes more 
heavily doped during the CMOS process flow. The process is designed so that the 
bottom of the well is eventually adjacent to the heavily doped subsiratc region. 

Either n-epi on n+ subsirates or p-epi on p+ substrates can be used, with each method 
having advanlages and drawbacks. Because the problems with n-cpi on n+ are more 
serious, p-cpi on p+ is more widely used. The major limi1ation of the latter approach is 
that the outdiffusion of boron from the p+ is much more severe than it is in n-epi on 
n+. (The reason for this is that boron diffuses much more rapidly than antimony, which 
is the most widely-used n+ dopant material.) Thus, a thicker p· - epilaXial layer must be 
used. 

In addition, the transition region between the p+ substrate and the p·- epi layer is 
thicker, producing a larger series resistance (Rsub), which in turn reduces latchup 
immunity. On the other hand, the p-on-p+ material is less sensitive to process-induced 
defects, and the p-type substrate provides higher conductivity under NMOS devices. 
Such additional conductivity is desirable, since it reduces the volmge drops caused by the 
substrate current~ (generated as a result of the hot-carrier effects in short-channel 
devices). It is especially imporlant in the regions containing NMOS devices, since the 
hot-electron substrate current is much higher in such devices than in PMOS devices. 

The n-on-n+ epilaxial substrates also offer some advantages. First, SRAMs arc often 
built on n-type substrates, because the p-well to n-substratc junction provides protection 
from radiation-induced discharging of the memory's n-type storage nodes in the p­
wcn.12 Second, reirograde p-wells are easier to implement because their implanlation 
energy requirements are much lower. Third, the n-to-n+ transition region is smaller than 
that in p-on-p+ substrates, and the smaller value of Rsub provides improved latchup 
protection. 

The limilations of n-epi on n+ involve the process by which the heavily doped 
substrate is grown. Antimony (Sb) is then-type dopant used, both because its diffusion 
coefficient is so low and because it exhibits much less lateral autodoping than arsenic 
(the other slow-diffusing n-type dopant). The problem with Sb is that its segregation 
coefficient, k0 , is very small (i.e., ko,Sb = 0.023; sec, Vol. 1, chap. I), and thus a large 
quantity of Sb must therefore be put into the Si melt to ensure that a sufficiently 
heavily doped ingot will be produced. In even the most highly refined Sb there arc high 
concentrations of unwanted heavy metals, which become incorporated into the growing 
silicon crystal. In addition, the oxygen content of the Sb-doped crys1al is relatively 
small, due in part to the special growing conditions used when the Sb-doped ingot is 
pulled.7,9,10 As a result, inirinsic gettering techniques that would getter the me1als in 
the substrate arc not as effective as they are in p-on-p+ epi. For these reasons, n-on-n+ 
substrates are less frequently chosen when epi-CMOS is implemented.12 

A problem that exists with both types of epilaXial substrates for CMOS is that the 
wells cannot be made too deep, since the lateral diffusion would then lake up too much 
area. On the other hand, if the wells are too shallow, vertical punchthrough will 
ensue.13 A second problem is that of leakage current. Appreciable leakage current can 
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permission of Semiconductor International. 

flow in the vertical path in two different situations. First, punchthrough can occur if the 
depletion regions of the p+ /n-wcll junction and the n-well/p+-substrate junction touch 
each other. The problem is even more severe in the case of the heavily doped p + 
substrate, due ·to the high degree of boron outdiffusion. A major limitation is thus 
imposed on the minimum epitaxial-layer thickness. Second, it may be possible for the 
source regions to become biased to a potential below V 55. 

Another problem of epi-CMOS is back surface autodoping. For example p-type 20 
Q-cm (7xJ01 4 boron/cm3) epi on a 0.005 Q-cm (2xJ019 boron/cm3) substrate is 
representative of epi for CMOS devices. If the substrate back is not sealed (e.g., using a 
scaling layer such as undoped silicon dioxide or silicon nitride), boron evaporation can 
contribute to autodoping on the front surface during the entire epi deposition cycle. 
This widens the cpi/substrate interface and may even prevent the epi from reaching the 
20 n-cm specified resistivity. Note that if silicon nitride is used as a sealing layer it 
should only be used in thin layers (e.g., less than 100 nm thick) since its high intrinsic 
stress causes it to bow the silicon.113 

6.2.5 Twin-Well CMOS 

With the twin-tub approach, two separate wells are formed for n- and p-channcl 
transistors in a lightly doped substrate (Figs. 6-Sc and 6-10). The substrate may be 
either a lightly doped wafer of nor p material, or a tbin, lightly doped epitaxial layer on 
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a heavily doped substrate. In either case, the level of surface doping is significantly 
lower than that required for building either the p- or n-channel MOSFETs. Each of the 
well dopants is implanted separately into the lightly doped surface region and is then 
driven in to the desired depth. 

The doping profiles of each of the device types can be set independently, since the 
constraint of single-well CMOS docs not exist (i.e., that the well doping must always 
be higher than the doping of the substrate in which one type of device is made). This 
was originally cited as an advantage of twin-well CMOS over single-well CMOS, with 
the argument made that both device types could thus be optimized.14 This claim for 
1-2 µm CMOS has been questioned by Chen,4 who points out that in modem single­
well CMOS processes, an additional implant is used to prevent punchthrough without 
the need to raise the entire substrate-doping concentration. By incorporating this 
additional implant, it is possible to build higher-performance devices than can be 
achieved with the twin-well approach, in terms of junction capacitance and sensitivity to 
body effect. 

Twin-well CMOS docs offer some significant benefits for devices with submicron­
channel lengths (although these advantages are gained at the cost of greater process 
complexity). 

The first, and most important advantage arises when devices with submicron channel 
lengths arc fabricated. Since it is recognized that the two device types perform similarly 
as channel lengths approach 0.5 µm, it is useful to provide symmetrical n- and p­
channel devices. Furthermore, at submicron dimensions the body doping of both 
transistor types must be raised significantly to prevent punchthrough and lo maintain 
adequate threshold-voltage levels. Thus, the advantage of having one type of MOS 
transistor in a lightly doped region (to optimize ils performance at the expense of the 
other) disappears. It is instead more beneficial to produce two types of active device 
wells, each with its own optimized doping profile (i.e., formed by separate implants 
into a lightly doped substrate).* 

The second advantage of the twin-well process is that it is compatible with the 
technologies of either isolation by selective epitaxial growth (SEG) or trench isolation.4 

Both approaches restrict the lateral diffusion of the dopanlS in each of the wells. In 
addition, sidewall inversion along the trench is less likely when both device sidewalls 
are butted against a trench that has been formed in a more highly doped weu.15 Finally, 
when deep trenches are used with a thin epitaxial layer on a heavily doped substrate, 
latchup can be eliminated. The combined use of the twin-well process and advanced 
isolation techniques allows n+ top+ spacing to be dramatically reduced in comparison to 
single-well technologies. 

* It is not useful to start wilh a substrate doped to the optimum level needed for just one of the 
submicron devices. If this were done, a single we11 of much higher doping would have to be 
established for the other type of submicron device, which would unnecessarily degrade the 
device performance. It is possible, with the twin~well approach, to have both types placed in 
a well of optimum doping profile. 

ONSEMI EXHIBIT 1008B, Page 122



CMOS PROCESS INTEGRATION 389 

A third benefit is that the combination of epitaxial substrates and the twin-well 
process allows either substrate type to be chosen with no effects on transistor 
performance and essentially no change in process flow. Such flexibility is useful since 
some applications are best met with n+ substrates and others with p+ substrates. This 
advantage may be important if a single process is needed for implementing designs with 
different applications. 

Finally, self-aligned channel stops can be easily implemented in the twin-well 
approach, allowing the spacing between n- and p-channel devices to be reduced. 
Although this spacing reduction is not as great as it would be if trenches or SEG were 
used, the process is much less complex with the twin-well method. 

6.2.6 Retrograde-Well CMOS 

Conventional wells are formed in single- and twin-well CMOS technology by 
implanting dopants and then diffusing them to the desired depth. However, the diffusion 
occurs laterally as well as vertically, which has the effect of reducing packing density. If 
a high-energy implant is used to place the dopants at the desired depth without further 
diffusion, much less lateral spread occurs (see Vol. 1, chap. 9). Such high-energy 
implants also cause the peak of the implant to be buried at a certain depth within the 
silicon substrate (depending on the implantation energy), and the impurity concentration 
decreases as it approaches the wafer surface. Since the well profile in this case is 
different from that of conventionally formed wells (in which the doping concentration is 
highest at the surface, and decreases monotonically with depth), such deeply implanted 
wells are known as retrograde wells. The retrograde-doping profile is retained by 
minimizing the temperature cycles of later process steps. Retrograde wells can be 
implemented on both bulk wafers and on epitaxial wafers.5 

Besides the potential benefit of increased packing density, such wells offer the 
following advantages:4 

• A retarded electric field is created in the parasitic vertical bipolar transistor 
(thereby providing some protection against latchup; see section 6.4). 

• Susceptibility to vertical punchthrough is reduced. 

• The conductivity in the bottom of the well is increased, which also provides 
some further latchup protection (as will be explained in section 6.4.5). 

• A higher threshold voltage can be achieved in the field regions of the p-wells 
since the boron implant is done following field oxidation (i.e., the boron does not 
segregate out into the field oxide as it is grown).16 

• Lateral diffusion of the boron is also eliminated, thereby reducing encroachment 
of the boron into the active regions. 

A disadvantage of the retrograde-well approach is that both the junction capacitance 
and body factor are significantly increased. For example, in a simulation of a 32-bit 
CMOS arithmetic logic unit (ALU), it was found that the circuit delay increases by 
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(© 1986 IEEE). (c) Simulated doping profiles in PMOS channel regions: dashed lines, lightly 
doped substrate; solid lines, retrograde n-well.23 (© 1982 IEEE). 

about 7% as the p-channel junction capacitance increases by 30 percent.4 When the 
retrograde well is fonned by means of a very high-energy implant, however, the doping 
concentration under the bottom of the source and drain regions is reduced, which reduces 
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the junction capacitance. This implies that if a very-high-energy ion implanter (-1 
MeV) were available as a manufactnring tool, the disadvautage of retrograde wells could 
be overcome.17 In addition, the higher doping that will be required in the wells for 
fabrication of submicron CMOS devices may meau a less severe junction capacitance 
penalty. 

Although both p-type18 and n-type19 retrograde wells have been demonstrated (see 
Figs. 6-lla and b,5 and Fig. 6-llc,23 respectively), the p-type technology has been 
more widely implemented. The reason for this is that a 700-keV (or greater) ion 
implanter is required for the formation of n-type retrograde wells. As of 1989 such 
machines were commercially available (e.g. NV 1003), but not yet found in ordinary 
production environments because of their relatively high cost The p-type retrograde 
well, on the other haud, can be formed either by implanting singly ionized boron at 400 
keV or doubly ionized boron at 200 keV (because of the larger projected rauge of boron 
compared with arsenic or phosphorus; see Vol. 1, chap. 9). Although the doubly 
ionized boron approach is achievable with conventional production implauters, it is not 
a trivial process to implement. In addition, a quadruple-well technology has been 
developed. This approach uses deep retrograde p- aud n-wells, as well as shallow p- and 
n-wells (Fig. 6-12))12 

A twin-retrojrade-well 0.7-µm-CMOS process for fabricating 1-Mbit SRAMs has 
been reported.7 The high energy implants also allow a restricted thermal budget to be 
used, thus reducing the up-diffusion from the p+ substrate. This permits the use of a 
thinner epi layer (which also helps prevent latch-up), and also allows implantation of 
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Fig. 6~12 Cross section of a quad~wcll CMOS dcvice,l l? Reprinted with permission of 
VLSI Design. 
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the channel-stop dopants after the field oxide has heen grown and planarized (thus 
minimizing lateral diffusion of the boron channel-stop dopants). 

6.2.7 Summary of CMOS Well-Technology Issues 

The selection of a particular CMOS process depends largely upon circuit applications, 
and to a lesser degree on technology evolution. For VLSI circuits with 1-2 µm design 
rules, n-well CMOS has been the more widely used single-well technology, both 
heeause n-channel devices can be optimized in the p-substrate and because most circuits 
use more NMOS than PMOS devices. In circuits that use transistor channel lengths 
smaller than 1 µm, twin-well and retrograde-well technology will become more 
attractive. As noted, the price will be increased process complexity. 

The optimum process-integration design strategy is to first select the well technology 
(and to decide whether or not to use epitaxial substrates), and to then select the isolation 
method. Once these decisions have heen made, the well depth and doping profile can be 
determined. The well depth will impact the lateral-diffusion distance of the well and the 
vertical-punchthrough voltage. The doping profile will affect transconductauce, threshold 
voltage, source/drain punch through, junction capacitance, carrier mobility, source/drain­
to-substrate breakdown, sensitivity to body effect, and hot-electron effects. 

6.3 p-CHANNEL DEVICES IN CMOS 

The fabrication of p-channcl devices in CMOS presents some unique problems which 
arise from the need to build both NMOS and PMOS devices on the same chip. The 
problems revolve around the choice of a doping type for the polysilicon gate electrode 
and the impact of this choice on the threshold voltage and transistor action of PMOS 
devices. 

6.3.1 PMOS Devices with n+-Polysilicon Gates 

As mentioned earlier, the threshold voltages of then- and p-channel devices in a CMOS 
circuit should have comparable magnitudes for optimal logic-gate performance. To 
allow for maximum current-driving capability, the threshold voltages should also be as 
small as possible, with the minimum value dictated by the need to prevent excessive 
subthreshold currents under normal circuit operating conditions. For 5-V CMOS 
technologies, typical threshold voltages are 0.8 V for VTn and -0.8 V for VTp• 
Furthermore, the most common choice for the gate material is heavily doped n-type 
polysilieon. The work function of n+ polysilicon is ideal for n-channel devices since 
these will yield threshold voltages of less than 0.7 V for reasonable values of channel 
doping and oxide thicknesses.* 

* Note that the polysilicon layer may be combined with a layer of silicide for sheet 
resistance reduction; since the polysilicon remains as the underlayer of the polycide, the 
work function of the gate electrode will not be changed. 
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Figure 5-4, chapter 5 shows the value of VT in devices manufactured with n+ 
polysilicon gates (left scale)18 as a function of doping and various gate-oxide 
thicknesses COtot is assumed to be small enough that its effect on VT can be ignored). 
The value of VTn is less than 1.0 V for gate-oxide thicknesses of 25 nm or Jess and a 
substrate doping of less than 1017 cm-3. Thus, the threshold voltage of NMOS devices 
can easily be adjusted to the desired value of 0. 7 V by means of ion implantation. 

When n+ polysilicon is used for the gate electrode of PMOS devices, however, it is 
not as easy to adjust VTp to -0. 7 V. Figure 5-4 shows VTp (on the left seale for n + 
polyJ as a function of rnbstrate doping and ga_te-oxide thickness. In the doping range of 
101 -1017 cm-3, VTp ts already more negative than -0.7 V. Thus, tmplantmg then­
doped body with more n-type dopant would only raise the magnitude of VTp, rather than 
bringing its value closer to the desired -0. 7 V. To reduce the magnitude of VT in 
PMOS devices using an n+ polysilicon gate, it is necessary to implant the channel with 
a shallow layer of boron. The dose must be heavy enough to overcompensate the 
n-surfacc so that a p-region depleted of holes is formed. This shifts VTp toward more 
positive values by forming a compensating layer. 

The fact that boron is implanted to adjust both VTn and VTp in CMOS circuits with 
n+ polysilicon gates suggests that a single implant could be used instead of two separate 
implants. Figure 6-13 shows that this can be accomplished if the appropriate 
background dopings are chosen for the substrate and the well.21 On the other hand, it 
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Fig. 6-13 Threshold voltages of n-channcl (YTn) and p-channel ( YTp) transistors as a 
function of boron threshold-adjustment dose. The CMOS structure uses an n~well implanted 
into a p~substrate (whose doping level is 6xto14 atoms/cm3). VTp results are shown for 
various implant doses of the n-wcn.21 (© 1980 IEEE). 
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may be decided lo use two separate implants in order lo achieve better short channel 
behavior through individual optimi1.ation of then• and p-channel devices. 

6.3.1.1 Punchthrough Susceptibility. PMOS devices in which boron is 
used to adjust VT exhibit a high susceptibility to punchthrough effects, since the boron 
implant produces a p-layer with a finite thickness. The potential minimum in the 
channel is thus moved away from the Si-Si02 interface (Fig. 6-14), causing more 
current to flow below the surface of the devicc.23 Such PMOS devices are referred to as 
buried-channel transistors. As seen in Fig. 6-14 (which gives the calculated variation of 
the potential as a function of distance below the surface), the potential minimum moves 
further into the substrate as the thickness of the implanted p-layer is increased. 
As the potential minimum moves deeper below the surface, the punchthrough 
susceptibility also becomes more pronounced (sec section 5.5.2). This is illustrated in 
Fig. 6-15, which shows the results of a simulation22 in which tltc lines of equipotential 
in the channel region were plotted for various depths of the channel junction Yj (for a 
constant source/drain junction depth of 0.15 µm). As Yj is increased from 0.1 to 0.2 
µm, the drain electric field extends closer to the source for a constant gate and drain bias. 
Hence, this simulation predicts that more barrier lowering will occur as Yj is increased, 
leading to an increase in the punchtl1rough current. 

The calculated predictions are supported by experimental data, as shown in Fig. 6-16, 
which plots the subthreshold lo-V GS characteristics of the structures described in Fig. 
6-15. The subthreshold swing (S.S.) has the smallest slope when Yj is 0.2 µm 
(indicating that the largest punchthrough current flows in this case). In fact, when 
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V GS = 0, lost is increased by two orders of magnitude as Yj is increased from 0.1 to 0.2 
µm. 

Leakage currents due to punchthrough in PMOS devices can be a significant problem 
in some CMOS IC applications. For ULSI devices, even a small value of leakage 
current per device may not be tolerable. For example, it has been shown that in 
submicron PMOS transistors (Leff= 0.8 µm), the punchthrough current will increase 
by two orders of magnitude if Vos is increased from -1 V to -10 V.24 Thus, if the 
punch through current were 1 nA at -1 V, it would be increased to 0.1 µA if Vos were 
increased lo -10 V. Such leakage would cause the dissipation of a few-tenths of a watt 
of power in a chip containing 1 million PMOS transistors. 

The most obvious solution is to increase the PMOS device channel length. This is 
done in many CMOS technologies, and it is the reason that the minimum channel 
lengths of PMOS devices are often larger than those of the NMOS devices on the same 
chip. Another obvious technique is to make the p-buried layer as thin as possible. One 
of the reported approaches for achieving this involves implantation with BF2+ (which 
produces shallower boron layers than implantation with boron, see Vol. I, chap. 9). 
Another approach is to use a high-energy n-implant (e.g., As at 400 keV) in order to 
place more n-type dopant atoms below the pn junctions (the more heavily doped regions 
absorb the drain voltage in a shorter distance, while simultaneously squeezing the 
channel pn junction toward the surface).25 

To prevent a shallow implanted-boron layer from growing thicker, it is necessary to 
use a reduced thermal budget in order to restrict the process sequence following the 
implanJ in order lo restrict boron diffusion. Specific steps for restricting boron 
redistribution include the following:12 

l. Implant the boron through the gate oxide. This avoids the oxidation-enhanced 
diffusion of boron that would occur during the growth of the gale oxide if the 
implant were performed first. In this case, it is necessary to prevent the gate 
oxide from becoming contaminated during implant, either by material sputtered by 
the beam line or by vaporized resist material used as a mask against the implant. 
To prevent such contamination, a thin layer of polysilicon may be deposited on 
the gate oxide prior to the implant (in fact, immediately after the oxide is 
grown).26 

2. After the implant has been performed, the remainder of the polysilicon film is 
deposited. This polysilicon is doped during the deposition step (at -600°C) in 
situ with phosphorus, in order to avoid the 900°C phosphorus doping thermal 
cycle that would have to be used if the poly were doped following deposition. 

3. A BPSG glass layer is used as the dielectric between the gate and the first level 
of metal. A significantly lower temperature can be used to flow BPSG than PSG 
(e.g., 850°C versus 1000°C). A lower temperature cycle can thus be used to 
smooth the surface topography (flow step) and gently taper the contact holes after 
etch (reflow step). 
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The use of a boron implant to adjust VTp becomes less feasible as devices use even 
thinner gate oxides, since larger doses of boron are needed. Yj thus becomes deeper, and 
the punchthrough problem worsens. Solutions involving the use of gate electrodes 
other than n+ polysilicon must therefore be explored. One alternative is to use p+ 
polysilicon for PMOS devices; another is to use a material whose work function is very 
close to the mid-gap of silicon, thereby allowing symmetrical threshold voltages for n­
and p-channel devices. 5 

6.3.2 PMOS Devices with p+-Polysilicon Gates 

When p+ polysilicon is used for the gate material, VTp is shifted from the values that 
occur when n+ polysilicon is used. Figure 5-4, chap. 5 plots VTp as a function of 
substrate doping when p+ polysilicon is employed (using the scale on the right side of 
the figure). VTp can be seen to be less negative than -0.7 V over the substrate doping 
range of 1015-101 7 cm·3. Thus, it can easily be made more negative through the 
implantation of phosphorus or arsenic into the channel. If p+ polysilicon is used 
throughout the circuit, however, the NMOS device then has to be overcompensated in 
order for VTn to be reduced to sufficiently small values. (Note that some reports have 
heen published on the use of p+ polysilieon alone.27 ,28) This implies that it would be 
ideal to use both n+ and p+ poly gates on the same chip (with n+ poly for NMOS 
devices, andp+ poly forPMOS devices).100 

Such a dual-doped poly approach, however, would add process complexity, and would 
also introduce other problems arising from the need to connect the two types of poly 
(e.g., at the input of an inverter). Such problems occur when a silicide overlayer (or 
strap) is used to make the connection between n+ andp+ poly (as a method to avoid a 
separate, space-consuming metal contact). Because the silicide strap provides a very 
rapid diffusion path for boron and arsenic, one type of poly can he counterdoped by the 
other when the device is subjected to high-temperature excursions. This counterdoping 
can occur to the degree that a region of poly can change doping types (i.e., from n+ to 
p+). In such cases, the threshold voltage of devices with counterdoped poly will be 
shifted from tl1eir designed value. 

If the processing temperature is limited to 800°C after the two types of poly have 
been connected by the silicide, such lateral diffusion docs not produce significant shifts 
in VT.29 On the other hand, temperatures of 900°C will produce sufficient 
counterdoping to significantly shift VT. Since one of the last high temperature steps in 
CMOS is activation of the source/drain implants, this would mean either using a lower­
temperature activation step, or performing the step prior to formation of the silicide 
layer. Process considerations for 0.5-µm CMOS technologies using both n + and p+ -
poly gates arc described in reference 85. 

Another approach is to form a polysilicon electrode with an overlying conductor layer 
that suppresses such counterdoping. One such structure is a W-TiN-poly electrode 
structure.105 The thin (30-nm) TiN film acts as a diffusion barrier to the dopants in the 
poly and also prevents reaction hetween the poly and the W. V cry little of the dopant 

ONSEMI EXHIBIT 1008B, Page 131



398 SILICON PROCESSING FOR THE VLSI ERA- VOLUME II 

present in the poly is found to diffuse into the W, even following an anneal at 900°C 
for 1 hour. 

Another problem encountered with p+ poly gates when a thin gate oxide is used is 
poor VT process control, due to penetration of the boron into the oxide (or further, into 
the silicon).78 It is reported that boron will penetrate gate oxides that are ,,;12.5 nm 
thick during a 900°C 30-minutc post-implant anneal in N2.81 This implies that if p+ 
poly gates are used, a lower processing temperature may be needect.85 

If too low a temperature is used, however, the boron implanted into the polysilicon 
will not be sufficiently redistributed. The polysilicon dopant concentration at the 
polysilicon-gate oxide interface could thus end up being less than the mid-JQ19/cm3. 
This would make the work function of the polysilicon different from the desired 
degenerately doped value, creating VT control problems in the MOS devices. 

It has also been found that the presence of fluorine in the gate oxide worsens the 
boron penetration problem (Fig. 6-17a)_l23, !24 Such fluorine can be introduced into 
the gate oxide if the PMOS source drain regions are implanted using BFz. Elemenllll 
boron is therefore considered inherently superior to BF2 as the implant species for 
surface-channel PMOS devices in CMOS technologies that use p-doped polysilicon. A 
study of enhanced boron diffusion through thin Si02 layers in a wet oxygen atmosphere 
is also reponed in reference 107. 

6.3.4 Gate Materials with Symmetrical Work Functions 
(for Both NMOS and PMOS Devices) 

Because the larger work functions of molybdenum (4.7 V), tungsten, or refractory 
silicides produce low and nearly symmetrical threshold vollllges for both PMOS and 
NMOS devices on moderately doped Si substrates, work has been conducted to 
investigate their suilllbility as gate-electrode materials.30 For example, TaSiz gates 
have been successfully implemented.31 Some of the benefits that such gate materials 
provide (besides symmetrical threshold-voltage values) include a reduction in 
subthreshold leakage currents and a decreased sensitivity to body bias (Fig. 6--l 7b). 

Molybdenum and tungsten films deposited by means of magnetron sputtering have 
also been evaluated in terms of adhesion to SiO2, mechanical stress, and compatibility 
with silicon processing techniques.32,33 It was found that both could be deposited with 
low compressive stress by adjusting the deposition conditions of the sputter process. 
Both films can also exhibit good adhesion to SiOz. (An additional advanlllge of Mo and 
Wis that their resistivities are about 100 times lower than that of doped polysilicon and 
about 10 times lower than that of polycide gates.) 

Some novel techniques had to be developed in order for compatibility to be 
eslllblished with the conventional Si-gate MOS process sequences. For example, it is 
necessary to use a wet H2 ambient to oxidize the silicon without oxidizing the Mo33 or 
W gates.30 (This procedure is useful when a screen oxide is to be formed prior to the 
source/drain implant, but after the formation of the gate sidewall spacers used in LDD 
structure.) In addition, Mo and W form a layer of columnar grains, which makes such 
films susceptible to ion implant channeling along the grain boundru;ies. When the 
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Fig. 6-17 (a) Boron penetration through the gate oxide causes the threshold voltage in 
BF2➔ implanted PMOS devices to shift positive at anneal temperatures above ~SOOQC.1 23 

(© 1989 IEEE). (b) Sub-threshold characteristics versus effective channel length for poly­
gate and TaSiz-gate PMOS devices.118 (© 1984 IEEE). 

source/drain implantatioo is pcrfonned, some of the dopants may thus penetrate the gate 
film. This problem cao be overcome by limiting the ion cnergy33 or by depositing a 
thin layer of PSG ( ~60 nm thick) on the gate electrodes prior to implantation.30 

Finally, VT control with refractory metal gates was once a problem because of the 
relatively high concentrations of radioactive impurities (e.g., U and Th) in Mo and W 
sputtering targets. Such impurities can also produce soft errors in large memories. 
Recently developed chemical-purification procedures have significantly reduced the 
concentrations of U and Th in these sputtering target materials.34 Methods for 
depositing Mo35 or w98 by CVD offer another option for forming of hi,h-purity 
films. A dcep-submicron CMOS process that uses a W gate has hccn reported. 7 

ONSEMI EXHIBIT 1008B, Page 133



400 SILICON PROCESSING FOR THE VLSI ERA - VOLUME II 

6.4 LATCHUP IN CMOS 

A major problem in CMOS circuits is the inherent, self-destructive phenomenon known 
as /atchup,36 Latchup is a phenomenon that establishes a very low-resistance path 
between the Von and V ss power lines, allowing large currents to fiow through the 
circuit. This can cause the circuit to cease functioning or even to destroy itself (due to 
heat damage caused by high power dissipation). 

The susceptibility to latchup arises from the presence of complementary parasitic 
bipolar transistors structures, which result from the fabrication of the complementary 
MOS devices in CMOS structures. Since they are in close proximity to one another, 
the complementary bipolar structures can interact electrically to form device structures 
which behave like pnpn diodes. In the absence of triggering currents, such diodes act as 
reverse-biased junctions and do not conduct. It is possible, however, for triggering 
currents to be established in a variety of ways during abnormal (but nevertheless 
frequently occurring) circuit-operation conditions (e,g,, terminal overvoltage stress, 
transient displacement currents, ionizing radiation, or impact ionization by hot 
electrons), Since there arc many such parasitic pnpn structures on a VLSI CMOS chip, 
it is possible to trigger any one of them into latchup. 

The phenomenon of latchup is well underslood,37 and many approaches have been 
implemented to control or even eliminate it. However, since the problem is increasing 
in severity as device dimensions continue to shrink, new latchup suppression techniques 
will be needed. 

Latchup is fairly complex and can be a difficult concept to grasp for readers not well­
versed in device physics, We will therefore briefly review the device concepts relevant 
to the problem before discussing the processing, layout, and circuit design techniques 
that have been developed to solve it. 

6.4.1 Parasitic pnpn Structures in CMOS Circuits 

Our example device configuration will be a p-well CMOS technology, As shown in 
Fig. 6-18a, lateral pnp and vertical npn transistor structures arc inevitably created in 
p-wcll CMOS as a result of the multiple diffusions needed lo fabricate p· and n•channcl 
devices, The emitter of the lateral pnp transistor is the p+ source and/or drain, while its 
base is tl1e n-substrale and its collector the p-wclL Then+ source and/or drain comprises 
the emitter of the vertical npn device, while the p-well forms its base and then-substrate 
its collector. The equivalent resistances of Ilic substrate (Rsub) and the well (Rw) arc 
also important clements of the latchup structure. 

Several major aspects of these parasitic devices can be seen by studying the CMOS 
device cross-sections shown in Figs. 6-18a and 6-18b, First, the base of the npn 
transistor is connected to the collector of the pnp transistor (Le,, they are part of tl1e 
same n region in the CMOS structure), and the base of the pnp is connected to the 
collector of the npn. We can therefore draw a simplified equivalent circuit diagram of 
this connection (Fig, 6-18c), It can be seen that the base of each transistor is driven by 
the collector current of the other, forming a positive feedback loop, Next, we note that 

ONSEMI EXHIBIT 1008B, Page 134



CMOS PROCESS INTEGRATION 401 

ANODE 

Oxide 

p' 

a' 11 ;.ubstratc 

Cl CA THO OE 

(,) 

v:~~,c:~~Jlti!::F\;~\'· 
[6; p J Ii 

d) 

y ANO o, 

' 
'"1 ' 

N 

' 
' 

' 
N 

! CATH 

b) e) 
oo, 

Fig. 6~18 (a) Cross*sectional view of a p¥well CMOS inverter with parasitic bipolar 
transistors and lateral currents schematically shown.4 (© 1986 IEEE). (b) Schematic showing 
the parasitic npn and pnp transistors in a p-we11 CMOS inverter. From W. Maly, Atlas of IC 
Technologies, Copyright 1987 by the Benjamin/Cummings Publishing Company. 
Reprinted with permission. (c) Simplified equivalent circuit diagram showing how these 
parasitic transistors are connected in the CMOS structure. (d) Schematic version of the circuit 
diagram of part (c). (e) pnpn diode obtained by merging the connected nJ and P2 regions 

shown in part (d). 
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the emitter of the npn is connected to V ss (e.g., 0 V), and the emitter of the pnp is 
connected to VDD• These external power-supply connections can also be added to the 
equivalent circuit diagram. 

It should be noted that this simplified diagram ignores the parasitic resistances of the 
electrical paths through the bulk regions of the silicon, Rsub and Rw, These resistances, 
however, are very important in the understanding and control of latchup, and they will 
therefore be incorporated as soon as the simplified description of the device behavior is 
presented (Fig. 6-18c). The simple pnpn diode circuit to be used in the initial 
discussion turns out to be a "worst-case" possibility. That is, the addition of R,ub and 
Rw to the circuit model actually reduces the latchup susceptibility of CMOS. Since the 
two transistors are connected via their base and collector regions, by merging both the 
n1 and the P2 regions in Fig. 6-18d, we come up with a parasitic device structure (Fig. 
6-18c). 

6.4.2 Circuit Behavior of pnpn Diodes 

Devices with structures like those shown in Fig. 6-18c and with external connections 
to the two end regions only, are known as pnpn diodes.• The terminal connected to the 
Pl region is called the anode, and the terminal connected to the n2 region is called the 
cathode. When an external voltage is applied with the anode voltage positive with 
respect to the cathode, and the resulting current I is measured, the 1-V characteristic of 
this device is observed to have four distinct regions (Fig. 6-19); as follows: 

Region 1. For voltages with values from a to b, very liulc current is observed 
to flow from anode to cathode, and the device is said to be in an OFF,Jorward­
blocking, or high-impedance state. In this state, junctions J1 and J3 arc 
forward-biased, and Ji is reverse-biased. The externally applied voltage appears 
primarily across the reverse-bias junction. 

Region 2. For voltages with values from b to c, the voltage across the reverse­
bias junction, Jz, approaches the breakdown voltage of that junction. The 
current during this voltage excursion increases slowly up to the brcakover 
voltage, Vgo (point c), at which point it suddenly increases abruptly. 

Region 3. For voltages from c to d, the device exhibits a differential negative 
resistance (i.e., the current increases as the voltage sharply decreases). This is 
a transient state, which occurs as the device switches from the OFF state to 
Region 4 operation (ON state). 

Region 4. For voltages beyond c, the I-V characteristic exhibits low-imped· 

* Note that the generic term diode simply means a device with two electrodes. Therefore, we 
should not expect the electrical behavior of all two terminal electronic devices to be alike. 
More specifically, we should not confuse pnpn diodes with pn diodes, with respect to 
electrical behavior. In fact, as we shall see, the I-V characteristic of the three junction pnpn 
diode is considerably different. and more complex, than that of the single~junction pn diode. 
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Fig. 6~ 19 (a) pnpn diode showing current reference direction and voltage polarities used in 
part b. (b) l-V characteristic of apnpn diode. 

ance behavior. The 1-V curve in this region behaves very much like that of a 
single forward-biased pn junction and is known as the ON, (or forward 
conducting) slate. In this state the junction J2 is forward-biased, and the 
voltage across the entire device is on the order of 1.0 V. If the current through 
the device is reduced while it is operated in this state, the device will remain 
ON only as long as I exceeds IH (the so-called holding current). If the current is 
reduced below IH, the diode switches hack to the high-impedance state. The 
voltage across the device when IH is flowing is called the holding voltage, VH, 
Thus, a pnpn diode operated with a positive voltage between the anode and 
cathode is a bistable device that can switch from an OFF slate to an ON state, 
or vice versa. If the external circuit can supply more current than IH, the device 
will remain latched in the ON state as long as power is applied. 

The parasitic pnpn structure in the CMOS circuiw exhibits essentially the same 1-V 
characteristic as the device just described. If the parasitic pnpn diode is triggered inlD 
operating in Region 4, and if the external circuit can provide the necessary holding 
current, the CMOS circuit will remain latched up in the ON state, even if the source of 
trigger current has been removed. 

6.4.3 Device Physics Behavior of pnpn Diodes 

Assume that a voltage source through a resis!Dr once again applies a positive voltage ID 
the pnpn diode, as shown in Fig. 6-19a, and that this produces a current l through the 
device. In Region 1 the applied voltage forward-biases J 1 and J3 and reverse-biases Jz. 
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If the emitter-base junction of a bipolar transistor is forward biased and the collector­
base junction is reverse-biased, the transistor is in the active mode of operation. Thus, 
in the equivalent circuit of Fig. 6- I 8c, transistors Q1 and Q2 are both biased in the 
active mode when the diode is operated in Region J. If a bipolar transistor is operated 
in the active region, the collector current of a transistor is given by le = a.IE+ Ico. 
When this equation is applied to Q1 and Q2, then 

Ic2 = - 0.2 I + Ico2 

(6-2a) 

( 6 - 2b) 

where 0.1 and 0.2 arc the common-base current gains of Q1 and Q2, respectively. 
According to Kirchhoffs current law, the sum of the currents entering Q2 must be 

zero. Using this law and the current components as shown in Fig. 6-!Sc, we get 

I • Icr - Icz = o ( 6 - 3) 

Combining Eqs. 6-2 and 6-3, we obtain 

( Ico2 + Ico, ) 
= 

l · ( 0.1 + o.z ) 
( 6 - 4) 

It can be seen that as the sum of o.1 + a 2 approaches unity, the current I increases 
witlmut limit. At this point ti1c device is said to break over. 

In bipolar transistors, the magnitude of a increases with collector current at low 
current levels (as shown in Fig. 6-20a). Since the value of le is increased as the 
avalanche breakdown voltage of the collector junction is approached, an increase in 
collector voltage can therefore lead to a significantly increase a.. 

When the collector currents arc small, both a. 1 and 0.2 arc much less than I, and the 
current flowing through the diode is essentially the sum of the leakage currents, Ico = 
lco2 + lco1- As a result of the effects Uiat lead to U1e increase of a., however, if the 
voltage across the pnpn diode is increased to a point near the collector-base junction 
breakdown voltage, !11c magnitude of the two alphas also increases. If the sum of the 
two alphas approaches unity, the current I begins to rise rapidly, which further increases 
the magnitudes of the alphas (this is an example of a positive-feedback, or regenerative, 
mechanism). When 0.1 + 0.2 = I, brcakover occurs, and Region 3 operation sets in. 

Beyond this point, device stability is provided by forward-biasing of the junction h 
Since both junctions in each of the two transistors arc now forward-biased, both Q1 and 
Qz are in the saturation region of operation. In saturation, the current gain of a bipolar 
transistor a. again becomes smaller. As a result, once the diode enters the ON region, 
the transistors enter saturation to the degree necessary to maintain the condition of 0.1 + 
0.2 = I. The current I then increases to a value that is essentially limited by the 
external circuitry. 
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Fig. 6~20 (a) Dependence of current gain on the collector current. (b) Equivalent circuit 
model of the latchup structure in CMOS, including the parasitic resistances, Rw and Rsub· 

In the ON region, the voltage across the device is the algebraic sum of the voltages 
across the three forward-biased junctions. Since the voltage drop across the center 
junction J2 is in the opposite direction of the voltage drops across J1 and J3, the total 
drop across the pnpn diode in the ON region is about 1.0 V. 

To maintain the diode in the ON region, the condition of a1 + a2 = 1 must continue 
to be satisfied. The holding current is the minimum current at which this condition is 
still met. If the current through the device is reduced to less than lH (or if the applied 
voltage drops below VH), the diode switches back to the OFF region of operation. 

We can also express the condition UJ + a2 = 1 in terms of the ~ of the device by 
adding (a1 a2) to both sides of the equation and rearranging tcrrns, to get 

This can be further rearranged to give us 

Since (a1/l - a1) =~!,and (az/1 - a2) = P2, we finally get 

a1 + a1 = P1 P2 = I 

( 6 - 5) 

( 6 - 6) 

( 6 - 7) 

We will refer to the expression P1~2 = l as the current-gain-product latchup condition 
for an ideal pnpn diode. 

ONSEMI EXHIBIT 1008B, Page 139



406 SILICON PROCESSING FOR THE VLSI ERA- VOLUME II 

6.4.4 Summary of Necessary Conditions for Latchup 

Based on the principles of operation of pnpn diodes, the following four conditions must 
exist in a CMOS circuit in order for latchup to occur: 

Latchup Condition #1. The emitter-base junctions of both parasitic bipolar 
rransistors must be forward-biased. (It commonly happens, however, that initially 
only one rransistor has its emitter-base junction forward-biased. This condition 
may then supply the current necessary to forward-bias the emitter-base junction of 
the second bipolar rransistor.) 

Latchup Condition #2. 111e product of the transistor gains must be sufficiently 
large to allow regenerative feedback. (J'/e swill sec that the minimum product of 
f:\npn and f:\pnp needed to induce latchup in real CMOS s!Jucturcs is usually much 
greater than 1. That is, the f:\npnf:\pnp product needed to cause latchup I in ideal 
pnpn devices, but> 1 in actual CMOS s!Jucturcs.) 

Latchup Condition #3, The external circuit must be able to supply a voltage 
equal to or greater than the holding voltage, V H, of the pnpn s!Jucturc. 

Latchup Condition #4. There is a minimum latchup !Jigger time for which the 
stimulus must be present in order for the circuit to be latched. 

6.4.5 Circuit Behavior of pnpn Structures 
in CMOS Circuits 

In actual CMOS circuits, the parasitic pnpn device s!Juctures consist of two 
complementary parasitic bipolar rransistors adjacent each other. The parasitic series 
resistances of the elcctJical path from then-well contact to the npn collector, Rw, and 
of the path from the subs!Jate contact to the pnp collector, Rsub, arc also important 
circuit elements of the s!Jucture. Hence, the equivalent circuit that most accurately 
models the latchup s!Jucture in CMOS must include Rsub and Rw as well as the two 
parasitic bipolar transistors (Fig. 6-20b). 

One of the effects caused by each of these two resistors is that a portion of the 
collector current of each IJansistor is siphoned away, reducing the base current. As a 
result of such current shunting, the effective current gains of the bipolar rransistors arc 
reduced. In fact, when finite Rsub and Rw are included in the circuit, Eq. 6-7 - in terms 
of the current gains ~npn and Ppnp - must be modified to more accurately express 
Latchup Condition #2 for pnpn srructurcs in CMOS circuits. For the latchup s!Juctures 
in actual CMOS, therefore, the inequality is expressed as 

I-IR -lR(l+...1.._) sub w A. 
Ppnp 

( 6 - 8) 
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where IRsub and IRw are the currents that flow in Rsub and Rw, respectively. The 
minimum gain-product needed to induce latchup in CMOS circuits can thus be much 
greater than !, depending on the values of the series resistances. 

In general, the approaches to eliminating latchup can be divided into two categories: 
(1) those that reduce the bipolar transistor current gains, and (2) those that lower the 
value of the series resistances Rsub and Rw. If either of these approaches is successful, 
the latch up condition given by Eq. 6-8 will he harder to satisfy. In the extreme, for 
example, if R,ub and Rw could he made equal to zero, the two emitters would he short­
circuited and would thus he prevented from ever turning on. Even if Rsub and Rw are 
only made smaller, the values of IRsub and IRw will increase, making the right side of 
the inequality larger. Therefore, various techniques have been developed to decrease the 
values of Rsub and Rw. 

6.4.5.1 Value of ~ In CMOS Vertical Parasitic Bipolar Transistors. 
The current gain of the vertical parasitic bipolar transistor in an actual CMOS structure 
depends on the well depth, the well doping concentration, and the built-in field in the 
well (see chap. 7). In typical 1-µm CMOS structures, the well is 1-2 µm deep and is 
doped to -lxl016 cm·3. Inn-well technology, the current gain of the vertical pnp 
transistor, Ppnp, will he -100. In p-well or twin-well technology, the current gain of 
the vertical npn transistor, Pnpn, will he two to three times larger than that of the pnp 
device in n-well technology (due to the higher minority-carrier mobility in the base 
region). 

The transient response of the bipolar transistors is also important because of the 
minimum latchup trigger time (Latchup Condition #4 ). In addition, latchup in a real 
circuit is normally induced by transient triggering. The transit time for minority 
carriers across the base region is a measure of the transient response of a bipolar 
transistor. The minimum latchup trigger time may he approximated by the sum of the 
vertical and lateral bipolar transit times.40 A typical value of the transit time of a 
vertical transistor in a 1-µm n-well CMOS technology is several nanoseconds. 

6.4.5.2 Value of p In CMOS Lateral Parasitic Bipolar Transistors. 
The current gain of a lateral bipolar transistor is determined primarily by the layout 
spacing between the diffusion outside the well to the well edge, since this is the 
dimension of the transistor's ba5e width (although the gain is also impacted by the field 
doping outside of the well and the well depth). Since the base width of the lateral 
transistor is usually much larger than that of the vertical transistor, the p value is 
generally an order of magnitude lower (e.g., p ranges from -2 to 4 in CMOS structures 
whose n+ ton-well spacings vary from 5 µm down to 2 µm). 

The larger base width also means that the base transit time is also much greater. The 
poor current gain of the lateral bipolar transistor reduces the tendency of the CMOS 
structure to undergo latchup when de signals are applied, while the longer base-transit 
time increases the minimum triggering time for transient-induced latchup. As the 
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layout spacing shrinks in high-density ULSI, however, the ~ is increased and the base 
transit lime is reduced. 

6.4.6 Circuit and Device Effects that Induce Latchup 

For latchup to occur, the emitter-base junctions of both of the parasitic transistors must 
be forward-biased. This circuit condition can be produced in the latchup structure of 
CMOS circuits in three ways, each of which can be triggered by various physical 
stimuli. In addition, virtually all latchup failures occur as a result of transient stimuli. 
To fully describe the various latehup causing mechanisms, we will refer to Fig. 6-!8d 
(the equivalent circuit model), and to Fig. 6-l 8a (the CMOS inverter cross-section). The 
three scenarios36,38 that lead to latehup are described in the next paragraphs. 

6.4.6.1 An external stimulus forward-biases the emitter-base of 
one transistor, and Its collector current then turns on the second 
transistor. To explain latchup in such cases, let us assume that the externally 
applied stimulus is a voltage overshoot at the output node of an p-we/1 CMOS inverter 
driver circuit. This is, in fact, the most common cause of latchup.54 

The sequence of events is as follows: The source region of the PMOS device and the 
substrate contact are both connected to V DD to ensure that the source-substrate junction 
is never forward-biased (Fig. 6-18a). The drain of the PMOS device, however, is 
connected to the output of the inverter. If this output is low (e.g., 0 V), the drain• 
substrate junction is reverse-biased, and no latchup can occur - that is, both of the 
structures that could be emitters for the parasitic pnp device (i.e., the source and the 
drain of the PMOS device) are at potentials lower than or equal to that of the base 
region. If the output state of the inverter is high, the drain-substrate bias should then 
equal O V; in this case there should still be no reason for latch up to occur (i.e., we 
assume that the output of the inverter is designed to reach VDD in the high-output 

Slate). 
If a voltage overshoot occurs at the output terminal, however, the output node 

experiences a condition in which V DD is execcded. (Overshoots and undershoots are both 
common, especially at input/output [I/0) device nodes, where signals tend to be noisy). 
If the overshoot causes the voltage at the drain region to exceed VDD by more than 
about 0,6 V, the p+-n drain-substrate junction becomes forward-biased. Holes are 
injected into then-substrate (the base of the pnp; see Fig. 6-18a), from the p-type drain 
region of the output node. (This region behaves like a second emitter to transistor Q1.) 
In essence, a triggering current flows through this emitter. 

Some of the holes of this triggering current recombine in the base, while the 
remainder reach the p-well (the collector of the pnp). The latter represent the pnp 
transistor collector current, which now flows both into the base of Q2 (lB2) and through 
Rw to Vss- The fraction of the current that flows through Rw causes a voltage drop 
across it; this voltage is also impressed across the emitter-base junction of the npn 
transistor (Fig. 6-18a). 
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If the voliage drop across Rw reaches 0.6 Y, the npn device will be turned on. That 
is, then+ source (the emitter of the npn) will emit electrons into the p-well (the base of 
the npn). Some of these electrons will reach the n-substrate and will drift out of the 
Yoo terminal. If enough electron current exists in then-substrate and if sufficient 
resisiance, Rsub, exists between the Yoo coniact and the p+ source, an IR drop will 
develop, causing the p+ source to inject holes into then-substrate. This hole current 
adds to the initial hole current injected from the positively biased drain region. Thus, the 
positive-feedback scenario between the pnp and the npn transistors is triggered, and 
latehup is rapidly induced. A vollage undershoot when the output node of the inverter is 
in the low slate will have the same net effect, except that the npn will be the first 
transistor to tum on. 

Transient overshoot or undershoot voltages are a particular problem at the outputs of 
CMOS driver circuits. since impedance mismatches at the far ends of transmission lines 
or printed-circuit-board wiring traces result in reflections that return to the driver output 
node. It is therefore especially imporiant to utilize stringent latchup-prcvention 
measures at the input and output circuitry of CMOS chips (some combination of guard 
structures and multiple-well contacts should be used; see section 6.4.8.3). 

6.4.6.2 An external stimulus causes current to flow through both 
bypass resistors, lorward•biaslng one or both bipolar transistors. 
Triggering mechanisms that can cause currents to flow in both bypass resistors (Rsub 
and Rw) include avalanche breakdown of the well-substrate junction (Jz, in Fig. 6-18e), 
photocurrenLs due to ionizing radiation, and n-well displacement currents (due to the 
charging or discharging of the large well-to-substrate junction capacitance). As shown in 
Fig. 6-21, the effects of these mechanisms can be modeled by adding a current source, 
10 , and a capacitance, Cw,, to the equivalent circuit model of Fig. 6-20b. It is evident 
that leakage or displacement currents can still flow in both resistors, even if the bipolar 
parasitic transistors are in cutoff. 

Examples of the external stimuli that produce these currents are: (a) vollagcs across 
the power-supply terminals that exceed the breakdown voliagc of Jz (and hence cause 
avalanche breakdown current, 10 ); (b) ionizing radiation that causes photo generation 
leakage current, !0 ; and (c) external voliage transients (e.g., the voltage step function 
that occurs when a chip is powered-up) that produce displacement currents in the course 
of charging and discharging Cws• 

If the current in the bypass resistors is large enough, it can turn on both transistors. 
Typically, however, one of the resistances is larger than the other, and the voliage drop 
across the larger resistance causes the transistor to which it is connected to be turned on 
first. The positive-feedback mechanism that induces latchup is then set in motion, and 
when Latchup Condition #2 is satisfied (as given by Eq. 6-8), the circuit latches up. 

6.4.6.3 Current Is shunted through one ol the parasillc 
transistors by some degradation mechanism, and the resulting 
collector current !lows through the bypass resistor ol !he second 
transistor, turning II on. The triggering mechanisms that effectively shunt 
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Fig. 6~21 Latch~up equivalent circuit including wcll~to~substrate capacitor, Cps, and 
parasitic current source, I0 • 

current through a low-impedance path from the emitter region to the collector region of 
one of the parasitic transistors include the following: 

• Inversion of the field region between the source/drain regions of the MOS device 
in the substrate (emitter of lateral bipolar device) and the edge of the substrate 
(collector region). 

• Punchthrough between the substrate region and the source/drain regions of the 
MOS device in the well. 

• Avalanche ionization near the drain due to hot-electron effects. Note that in some 
cases this type of triggering mechanism can induce latchup even at voltages lower 
than the supply voltage, Voo. 

When one of these effects causes a large enough current to be shunted to the collector of 
one of the parasitic transistors, this current will flow through the bypass resistance of 
the second transistor, causing it to become turned on. Latch up will occur if the 
positive-feedback mechanism causes Latchup Condition #2 to be satisfied. 

6.4.7 Test Methods for Characterizing Latchup 

The most common parameters used for characterizing latchup arc trigger current (!trig), 
holding current (IH), and holding voltage (VH), The trigger current is the current that 
must pass through the emitter-base junction of the pnpn device in order for latchup to 
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Table 6.1 Latchup Stimuli 

1/0 node voltage overshoot and undershoot 
Avalanche of well-substrate junction 

(extra-high voltage on some node) 
Photogeneration 

(ionizing radiation) 
Displacement current transient 

(voltage transient during power-up of chip) 
Inversion under field oxide 
Punchthrough between n+ and n-wcll 
Hot-electron-induced current 

Type 1 

Type 2 

Type 2 

Type 2 
Type 3 
Type 3 
Typo 3 

be induced (i.e., it is the current drawn from the power supply just before the lest 
structure enters the latched state). Large values of ltrig, lH, and VH are desirable for 
reduced latch susceptibility. The efficacy of the processing and circuit-layout schemes 
designed to reduce the values of Rsub and Rw are therefore evaluated by measuring the 
values of ltrig and V H· ff it is found that Vu is greater than the power-supply voltage. 
the circuit is said to be latchup-immune. This assertion is based on Latchup Condition 
#3. Even if latchup is momentarily induced, it will not be sustained, because the 
power-supply voltage will be less than VH. 

The susceptibility of CMOS circuits to latchup is often determined experimentally 
by measuring the total current through the pnpn path while overstressing the anode 
voltage. With the source and n-well contact (Fig. 6-22) maintained at Von, the isolated 
voltage on the p+ region in the n-wcll is raised above Voo.39 The value of ltrig is then 
measured for the circuit structure being evaluated. (Once a latchup has been triggered. 
the stressing voltage on the isolated region is returned to Von-) The value of VH is 
measured by lowering Von after a latchup. 

Techniques for studying the transient behavior of latchup have also been described. 
Such transient testing may provide better characterization of the latchup that occurs in 

Flg. 6~22 Measurement technique for determining latchup triggering by p+ ovcrvoltage. 
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Fig. 6~23 Transient latchup measurement setups: (a) p+ ovcrvoltage triggering; and (b) n+ 
overvoltage triggering. l l 6 (© 1987 IEEE). 

actual circuit environments (Latchup Condition #4). One test involves the measurement 
of the pnpn diode current when different vollagc ramp rates arc impressed on the isolated 
p+ region of Fig. 6-!Sa. This allows characterization of the displacement-current­
triggcring event, described as being one of the causes of Type 2 mechanisms. In 
another test setup, an overvoltage pulse is applied to the drain of the device described in 
Fig. 6-23. For a given pulse height, the pulse width is increased until latchup is 
triggered. As the pulse length approaches the bipolar transient response time, the pulse 
height needed to induce latchup increases. When the length is further reduced, latchup 
cannot be triggered, regardless of how large a pulse amplitude is applied. 

A third transient test for latchup involves pulsing the base of one of the parasitic 
bipolar transistors.40 Transient excilation with a pulse width shorter than the minimum 
regeneration time causes no latehup. 

Another technique for evaluating the latchup hardness of a CMOS circuit design is 
given by Troutman,36 who defines a differential latchup criterion. The following dala 
need be gathered when this technique is used: the bypass resistance values; small-signal 
alphas of both parasitic transistors; base-emitter saturation currents for both transistors; 
and temperature. 

6.4.7.1 Modeling Latchup In CMOS Technology, Modeling of latchup 
has been attempted by a number of different groups. It has turned out to be a difficult 
undertaking, since the phenomenon involves bipolar transistors with strong injection 
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effects, with the structures also inherently distributed in nature. As a result, 
conventional one-dimensional device analysis is very difficult to apply. 

6.4.8 Techniques for Reducing or Eliminating 
Latchup Susceptibility 

Circuits are described as being either latchup-free or latchup-immune; the distinction 
between the two terms is important. Latchup-free refers to the ideal situation in which 
latchup will never occur under any circumstances. Latchup-immune refers to circuits 
that will not exhibit latchup under normal operating conditions, but that could be forced 
to do so through the application of sufficiently high voltages or the injection of high 
currents. While as of this writing there is no industrial standard for latehup hardness, a 
circuit is generally recognized as being latchup-immune if it can withstand an luig of 
more than 500 mA at the l/0 pins. 

Latchup immunity exists if VH is less than the power-supply voltage per Latchup 
Condition 113. Many reports in the literature describe such a circuit as being /atchup­
free. However, Troutman, points out that even transient switching (unsustained 
latchup) can cause circuit problems and undesired power dissipation.38 Thus, he argues 
that the most effective way to prevent latchup problems is to ensure that the pnpn 
structw-es remain in the OFF state at all times. 

The approaches to reducing or eliminating susceptibility to latchup can be divided 
into three categories, as follows: 

1. Processing techniques that reduce the current gains of the parasitic transistors 
to the degree that Latchup Condition 112 cannot be satisfied. 

2. Processing schemes that either reduce the values of Rsub and Rw or eliminate 
the parasitic pnpn diode structure. 

3. Circuit-layout procedures that decouple the parasitic bipolar transistors. 

6.4.8.1 Processing Techniques That Reduce Current Gains. 
Several techniques have been utilized in an attempt to reduce p of the parasitic bipolar 
transistors (bipolar spoiling). The first group involves methods that physically separate 
the emiuer and collector regions of the lateral transistor (in which the n+ regions are 
kept far from the n-well border). Obviously, for high-density circuitry, merely 
increasing the spacing of these regions on the wafer surface is not a good solution. 
Another approach for keeping these regions apart is to use recessed oxides and/or trench 
structures to increase the distance carriers must travel from the n+ region to the well. 
While these techniques do help, by themselves they provide inadequate latchup 
protection. (These techniques will be described in more detail in the sections dealing 
with device isolation). 

The techniques in the second group attempt to reduce the minority-carrier lifetimes in 
the base. These include gold doping to produce trapping sites,41 neutron irradiation to 
cause structural damage and resultant recombination centers,42 and harnessing of the 
oxygen precipitates formed in the substrate bulk by internal gettering processes for use 
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as efficient recombination centers for minority carriers.43 The first two of these lead to 
increased leakage currents, while the third has little effect on lateral transistors with 
small base widths, since the precipitates do not form in the lightly doped epi. As a 
result, the techniques in this group have not been widely implemented.* The third type 
of technique involves the use of a retrograde well, which reduces the vertical bipolar 
gain by providing a high Gummcl number and a retarded E-field in the basc.4 However, 
care must be taken to remove injected carriers so that lateral transistor action to the well 
edge is not increased.39 This approach also requires the availability of a high-energy 
implanter. 

The fourth type involves the use of silicided source/drains45.46 to reduce the 
emiller efficiency of the parasitic bipolar transistors. These techniques have the 
disadvantage of degrading the gain of the MOS devices.47 

In summary, the methods described above can help to reduce latchup susceptibility, 
but provide an insufficient degree of latchup protection. The remaining two categories 
of latehup-suppression techniques, have been found to be much more effective, and as a 
consequence, they have been much more widely implemented. 

6.4.8.2 Processing Techniques That Reduce Rsub and Aw or 
Eliminate the pnpn Structure. Techniques that reduce the series resistance 
values include the use of epitaxial layers on heavily doped substrates and the use of 
retrograde implants. Techniques that eliminate the pnpn path use either: (!) a 
combination of deep trench isolation structures and epitaxial layers on heavily doped 
substrates; or (2) silicon-on-insulator (SOI) substrates. 

The use of lightly doped epitaxial layers on heavily doped substrates is effective in 
reducing latchup susceptibility for two reasons. First, the highly doped layer 
substantially reduces the value of Rsub by placing a low-resistance path for majority 
carriers in the substrate in parallel with the more lightly doped epi region in which the 
devices are formed. Hence, it very effectively shunts the lateral parasitic bipolar 
transistor. Second, any minority carriers injected into the epi layer that then diffuse into 
the highly doped substrate are more rapidly recombined there, so that fewer reach the 
collector of the lateral bipolar device. 

Figure 6-24 shows the trigger current and the holding voltage as functions of n+ to 
p+ spacing, d, for various epi thicknesses.48 Thin epi can be seen to dramatically 
improve latchup immunity from either standpoint. For a 12-µm epitaxial layer, the 
triggering current required for latchup is less than 1 mA when d = 10 µm. When the 
epitaxial thickness is reduced to 3 µm, d can be reduced to 5 µm, and !trig is increased to 
80 mA. The advantage diminishes as d approaches the epi thickness. However, the 
minimum epi thickness is limited by outdiffusion of impurity atoms from the heavily 

* An approach to creating oxygen precipitates in a thin layer 2.5 µm below the surface by 
means of ion implantation of oxygen and epi growth has recently been reported.44 Since 
these precipitates are positioned so that they reside in the base region of the lateral pnp 
device, they are effective in reducing its alpha by decreasing the minority~canier lifetime in 
the base. 
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Fig. 6~24 Triggering current versus n+ -to~p+ separation in an n•wcll CMOS structure.48 

(© 1985 IEEE). 

doped substrate during epi deposition and subsequent wafer processing (see section on 
autodoping in Vol. I, chap. 5). That is, due to this effect the effective epi thickness is 
thinner than the initial epi thickness. (The effective epi thickness is defined as the 
thickness of the epi layer when the doping concentration is less than some specific 
number- e.g., lxt018 cm·3,) The fact that n-epi on n+ produces a sharper epi interface 
than p-epi on p+ implies that n-epi should provide better latchup protection.4 But as 
noted in section 6.2, on well technology in CMOS, this benefit is obtained only at the 
price of accepting the other drawbacks inherent to n-cpi on n+ wafers. 

The disadvantages of epi CMOS include increased wafer cost, lower breakdown 
voltages, and increased leakage currcnts.49 In addition, epi-laycr growth may generate 
defects that will lead to reduced chip yields. 50 

With respect to retrograde implants, it has been found that retrograde wells can be 
effective against latchup for several reasons.4 In p-well technology, the retrograde 
implant is used to form the p-wcll, with the following advantages being gained: 

• The retrograde profile gives a high doping concentration deep in the well, which 
reduces the gain of the vertical bipolar device. 

• The heavier doping near the bottom of the well reduces Rw, thereby helping to 
decouple the bipolar transistors. 
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• The retrograde well can minimize thermal processing following epitaxial-layer 
deposition. Epi layers with thinner effective thicknesses may therefore be possible if 
retrograde wells arc combined with epitaxial layers. 

• If !he combination of !he two techniques is used, a process !hat also reduces both 
Rsub and Rw is obtained. 

In n-well technology, !he retrograde implant is a p-type implant !hat is placed beneath 
the NMOS devices in the subs1rate.51 This creates a p+ layer in !he substrate !hat has a 
much smaller transition region than a p-cpi-on-p+ substrate, thus providing even better 
latchup protection. 

Trench isolation, as described in chapter 2, allows n+ and p+ regions to be placed 
close to one another in CMOS. If !he trenches arc deeper than the well regions, they 
provide physical separation among device types. However, when trenches are used 
without epitaxial layers on heavily doped subs1rates, their main contribution to latchup 
immunity is that they force carriers in the lateral transistor base region to travel greater 
distances to reach the collector. As a result, trench isolation alone does not significantly 
increase ltrig or VH, The major advantage of using trenches on !heir own is the increase 
in latchup response time, which results in a substantial improvement in transient upset 
prevention. When deep 1renches are combined with a lightly doped epitaxial layer on a 
heavily doped substrate, however, latchup-frce structures arc produccct.11,96 As minority 
carriers injected into !he substrate attempt to diffuse toward !he collector, !he deep trench 
forces !hem into the heavily doped subslratc. There they rapidly recombine, substrate 
and hence never arrive at the collector region. 

Silicon-on-insulator technology is also receiving wide attention, since in addition to 
providing electrical isolation between the MOS devices, it results in latchup-frec CMOS 
structures. Each MOS device is isolated from neighboring devices by the insulating 
layer; as a result, !he pnpn path is no longer present. 

6.4.8.3 Circuit-Layout Techniques for Decoupling Parasitic 
Bipolar Transistors. Two types of structures can be incorporated into the circuit 
layout that will provide latchup protection: guard structures, and substrate and well 
contacts. 

Guard structures arc heavily doped diffused regions !hat encircle the well. Troutman 
states that !hey arc the most effective layout procedure available for providing latchup 
protection,39,54 and this claim is supported by the simulated and experimental evidence 
of Mcnozzi ct al.52 Guard-ring structures can be fabricated either outside the well (in 
which case !he guard surrounds the outer edge of the well region), or inside it (in which 
ease !he well is placed between the active device regions and !he well border). The guard 
can be either a miMrity-carrier or a majority-carrier s1ructure. 

Minority-carrier guard rings have a doping type opposite lo that of !he region in 
which they are formed (Fig. 6-25). Normally, these guard rings arc placed in the 
substrate outside of !he well edge (e.g., an n-type diffusion in !he p-subs1ratc of an 
n-well CMOS technology). Since the guard is connected to the power supply in such a 
way !hat the pn junction it forms with the substrate is reverse-biased, this type of guard 
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Fig. 6-25 [(a) and (b)] Minority-carrier guard in substrate: (a) n+ -diffusion guard; (b) 
Deeply diffused guard in epitaxial CMOS. [(c) and (d)] Majority-carrier guard in substrate: (c) 
p+ ~diffusion guard for reducing substrate sheet resistance; (d) Contact ring is preferable to 
p+•diffusion guard in epi-CMOS. (e) Majority-carrier guard in well. (c) n+-diffusion guard to 
reduce n~we11 sheet resistance. (f) n+ ~diffusion guard to steer current away from vertical pnp 
emitter. 36 From R. R. Troutman, Latchup in CMOS Technology, Copyright Klcwer 
Academic, 1989, Reprinted with permission. 

ring will collect any minority carriers in the substrate that diffuse into its depletion 
region. The carriers are thus prevented from reaching the well, and as a result, the 
collector current of the lateral bipolar transistor is reduced. The main role of minority­
carrier guards in preventing latchup is to provide this reduction in effective current gain. 

If a thin epitaxial layer is used together with a deeply diffused guard, the effectiveness 
of the guard is increased (Fig. 6-25b).36 That is, the path of minority-carrier diffusion 
is narrowed (by the reflecting boundary where the high and low doped regions in the 
substrate meet); this forces the carriers closer to the guard ring, where they can be 
intercepted. In addition, any minority carriers that enter the heavily doped substrate 
recombine more rapidly there. 

Majority-carrier guard rings, on the other hand, are doped with the same type of 
dopant as the regions in which they are Conned. While they can be implemented outside 
the well, they are usually more effective when placed inside. The function of this type 
of guard is to provide a shorter (and, hence, a lower-resistance) path for the carriers that 
constitute the collector current in the well (or substrate). The majority carriers in the 
collector must drift to the power-supply node through Rw (or R,ubl once they enter the 
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collector region, and the guard rings effectively reduce the value of Rw and R,ub by 
placing smaller resisrances in parallel with these series resisrances. 

The reason that the majority guard is usually placed within the well is that the value 
of Rw is generally higher than that of R,ub• The effective lateral resisrance can be quite 
high in shallow wells, since the source/drain diffusions in the well pinch the lateral 
current paths. Thus, a guard ring in the well that reduces the disrance between the well 
edge and the well conracl can be very effective in reducing the large value of Rw, A way 
lo implement three guard structures with only two diffusions is to place one guard so 
that it overlaps the well and substrate boundary (Fig. 6-26). 

Vollage drops along the power supply bus lo which the guard ring is connected 
should never be allowed to become large enough to initiate a latchup condition. For 
example, if the bus to which the guard is atlached has a sufficiently large resisrance that 
the vollage of then+ guard in then-well drops to 4 V, when the output rises to 5 V, the 
emil!er tied to this higher voltage will tum ON, initiating a potential latchup event. 

Troutman also emphasizes that a substrate-contact majority-carrier ring should be 
mandatory for all chips.36,39 This would minimize lateral bypass resisrance by 
distributing substrate majority carriers. When used with epitaxial CMOS, such conlacl 
rings can reduce lateral bypass resisrance to below 1 Q; in addition, they arc as effective 
as backside substrate contacts in eliminating latchup. In fact, the need for multiple 
majority guard rings (which would surround each of the well regions) can be eliminated 
through the use of a single substrate contact ring (as long as il is used together with 
wafers that have a thin epi layer on a highly doped substrate). 

The major limitation of guard rings is that they decrease overall circuit density. In 
the input/output circuits of CMOS, however, the MOS transistors must be made quite 
large in order for sufficient off-chip drive-current capability lo be provided. Thus, the 
area penalty imposed by guard-ring use around these circuits is usually quite small. 
Because of the noisy signals encountered al the l/O nodes of a chip, the use of guard 
rings to suppress latehup in such circuitry is widespread.54 Each of the output devices 
in the substrate is typically surrounded by a majority-carrier guard ring (tied to Von in 
p-well CMOS, and to V ss inn-well). 

Note that n-well CMOS generally provides better latchup immunity than p-well, for 
two reasons.8 First, since the mobility of majority carriers is higher in an n-well than 

Fig. 6-26 Implementation of two guard structures with only one diffusion by placing one 
guard so that it overlaps the well-substrate boundary.52 (© 1987 IEEE). 
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in a p-well, Rw in the 11-well is lower than in a comparable p-well. Furthermore, Rw is 
usually much higher than Rsub, especially in thin wells that are pinched by source and 
drain diffusions. Thus, the lower value of Rw in the n-well can be of significant help. 
Second, because hot-electron-induced substrate currents are much higher in NMOS than 
PMOS devices, it is better to have the NMOS devices in the substrate. Such currents 
are more easily collected from here than from the well region, especially if an epitaxial 
layer on a heavily doped substrate is used. 

The second type of circuit-layout technique to be discussed is that of substrate and 
well contacts. The use of guard rings in the well may represent too large an area penalty 
because in high density circuits multiple well contacts can serve as an alternative 
approach to improving latchup immunity. However, this approach is not as effective as 
the use of guard rings.52 

The number and placement of power-supply contacts to both the well and the 
substrate also impact the effectiveness of this approach. Increasing the number of well 
contacts to Voo reduces latchup susceptibility, since the resistor length ofRw for each 
FET in the well is reduced when a well contact is in its proximity. The contact 
spacings should therefore be no more than two squares apart, to ensure that no local 
high-resistance regions exist. The well contacts should be hard-wired to the power­
supply connection (ground or Voo) with a metal stripe. In this way, any injected 
charge will be shunted to the supply rail through a low-impedance path that will not 
contribute to the well's already relatively high lateral resistance. 

The closer the contacl.S are to the source regions of the MOS devices, the smaller the 
potential drop during current flow, leading to increased latehup immunity. The use of 
butted source-substrate and butted source-we// contacts, in which then+ and p+ regions 
are contiguous and connected to the same potential has thus become popular.101 While 
such butted contacts also conserve area, they are limited to FETs that operate with 
grounded sources. 

6.5 CMOS ISOLATION TECHNOLOGY 

In CMOS !Cs, like kinds of devices within a given well must be isolated in the same 
manner as the devices in either NMOS or PMOS circuits (i.e., through a combination 
of a thick field oxide and channel-stop doping). However, the isolation requirements of 
CMOS technology extend beyond those of either PMOS or NMOS alone, in that in 
CMOS it is also necessary to isolate the p- and n-channel devices from one another. 
The isolation of p-channel from n-channel devices must satisfy two requirements: (!) 
any possible leakage currents that could flow between adjacent PMOS and NMOS 
devices must be suppressed; and (2) the susceptibility of CMOS to latchup must be 
minimized. 

In CMOS structures, the isolation spacing between then- and p-channel devices is 
defined as the total of the distances between the edge of then+ region of then-channel 
device and the edge of the well, and the edge of the p+ region of the p-<:hannel device and 
the edge of the well (or, in other words, then+ top+ spacing - Fig. 6-27). 
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Fig. 6-27 (a) Layout top view of the isolation region between n-type and p-type 
transistors in CMOS. (b) Cross sectional view of a CMOS inverter showing the channel 
stops that are designed to prevent the surface under the field oxide from inverting.53 (© 1986 
IEEE). 

Basic isolation between p- and n-channel devices in CMOS is established by both a 
reverse-biased well-substrate junction and by the regions under the field oxide (as long as 
they are not inverted). This isolation, however, may not be perfect. Unwanted current 
flow can arise due to junction breakdown, the formation of leakage paths between 
devices, or latchup. The key leakage paths involve the parasitic MOS field devices 
created in the field regions between the devices.* Leakage currents can arise if these 
well-border parasitic field devices conduct prematurely, as a result of surface inversion, 
or punchthrough below the surface.** As noted, the latchup effect in CMOS arises as a 

* The parasitic NMOS field transistor at a pwwell border consists of then+ source, the p-well 
body, then-substrate drain, and the polysilicon gate runner over the field oxide, as shown in 
Fig. 6-27b. Similarly, the parasitic PMOS field transistor at this well border consists of the 
p+ source, then-substrate body, the p-well drain. and the poly runner over the field oxide. 

** In Fig. 2-4 of chapter 2 we described how punchthrough can occur between the source and 
drain of the same device, or between the source/drain regions of neighboring devices of the 
same channel type. In this case, we refer to the punchthrough between the border of the 
substrate and source/drain regions in the well. 
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result of the parasitic bipolar devices. Various isolation techniques have therefore been 
developed to prevent both leakage and latchup. Device and process simulators used to 
model such CMOS isolation structures are described in chapter 9. 

Interest in n· and p-channel isolation techniques is very keen, because such isolation 
requires much more area than between like types of devices. For example, in early 
single-well CMOS technologies, the isolation spacing required was typically about 
three times the diffusion depth of the well. 8 Thus, for a 4-µm well depth, a minimum 
n+ top+ spacing of ~12 µm was needed. In early twin-tub CMOS technologies, which 
used dual-channel stops, a minimum of 3-9 µm of lateral space was necessary for 
effective isolation.* In chapter 2, however, we showed that isolation between like kinds 
of MOS devices can be accomplished with isolation spacings of only 1.0-1.5 µm. The 
large area penalty of p- to n-channcl device isolation is one reason why CMOS 
technologies using conventional isolation methods cannot achieve as high a packing 
density as NMOS. 

This isolation-spacing requirement is due in part to the processes used to fabricate 
CMOS devices. Wells are typically driven in quite deeply to ensure that enough charge 
exists below the transistor to prevent vertical punchthrough to the substrate. This 
results in both a lateral diffusion of the well dopant and a reduction in the surface 
concentration near the border of the well (Fig. 6-28). The channel stop doping in the 
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Fig. 6~28 Impurity surface concentration near the border of the two tubs in twin-tub 
CMOs.14 (© 1980 IEEE). 

* A 3-µrn minimum space between n+ and p+ regions was reported for a non-trench isolated, 
twin-we11 CMOS process. To achieve such tight spacing, high-pressure oxidation was used to 

grow the field oxide. This wa5 more effective in preventing interdiffusion of the impurities 
from the two wells than an atmosphcric*prcssurc field-oxidation process would have bccn.29 
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Fig. 6~29 Threshold voltage of n- and p-channcl parasitic device as a function of the 
separation between the transistor edge and the tub bordcr.14 The upper curve in the left-hand 
graph shows the parasitic n-channel threshold-voltage reduction near the tub border when no 
adjacent n-tub is present. When an n-wcll is present, the tl1reshold voltage is reduced (lower 
curve), since the interdiffusion of the two types of impurities reduces the net surface 
concentration of each dopant near tl1c well border.14 (© 1980 IEEE). 

substrate at the edge of the well is also substantially reduced, due to the compensation 
between the acceptor and donor atoms; this causes a reduction in the threshold voltage of 
the parasitic MOS field transistors. We will next describe this phenomenon in more 
detail for the case of twin-tub CMOS. 

Figure 6-29 shows the threshold voltage of each type of parasitic device as a function 
of the separation between the transistor edge and the tub border. 14 The upper curve in 
the left-hand graph shows the parasitic n-channel threshold-voltage reduction near the 
tub border when no adjacent n-tub is present. When an n-well is present, the threshold 
voltage is reduced (lower curve), since the intcrdiffusion of the two types of impurities 
(Fig. 6-28) reduces the net surface concentration of each dopant near the well border. 
Unless the net dopant-reduction effects are somehow counteracted, the spacing between 
adjacent n+ and p+ devices must be kept quite large (e.g.,> 10 µm) to prevent inversion 
beneath the field oxide. 

If smaller spacings between n- and p-channel devices are to be possible, the channel­
stop doping concentration must somehow be increased, particularly in the substrate 
regions inn-well CMOS. During field oxidation, boron segregates into the oxide, while 
phosphorus piles up at the silicon surface. As a result, in an n-well process a separate 
p-lype channel-stop implant must be added to increase the surface concentration of the 
lightly doped p-substrate. Without such an implant, inversion between then-channel 
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devices is likely to occur. In p-well technologies the well itself is an adequate n-type 
channel stop, because heavier boron doping exists in the p-well, and the concentration 
of phosphorus is increased al the surface of then-substrate during field oxide growth. 

In twin-tub processes, two channel stops are needed to reduce the isolation distance as 
much as possible. Figure 6-30, which is based on a 2-D device mode!,53 shows the 
impurity contours in the isolation region of a CMOS twin-tub process (with retrograde 
wells). 

The AT&T Twin-Tub V technology,55 is an example of an advanced CMOS process 
uses a LOCOS-based approach to isolate like devices. The starting material is a p-epi 
layer on a p+ substrate. The technology is implemented with a single-mask, self­
aligned twin-well process that uses two channel-stop implants (as well as two separate 
well implants). 

First, phosphorus and arsenic are sequentially implanted into the n-well areas, 
forming a high/low doping profile (channel-stop and well; Fig. 6-31). Since arsenic 
diffuses much more slowly than phosphorus, it will remain near the surface of the well 
during the drive-in step. This high arsenic concentration provides an effective channel 
stop for p-channel devices and also protects against punchthrough. 

Next, a relatively thick masking oxide is selectively grown over the n-well region, 
and the p-well implant (boron) is then performed. Because the implant is blocked by 
the oxide that covers then-wells, it enters the silicon only in the p-well regions (a self­
aligned implant step). Both well regions are then driven in (with the thick oxide over 
then-wells being retained), and a second boron implant (which will serve as the p-well 
channel stop) is carried out. This implant is kept shallow because a high pressure 
LOCOS process is subsequently used lo grow the field oxide, minimizing the lateral and 
vertical impurity-profile spreading. Once again, the implant is self-aligned to the p-well 
regions by the presence of the oxide on the n-wells (Fig. 6-31 ), The masking oxide is 
then removed, and a nitride masking layer is deposited and patterned to cover the active 
areas. Finally, the field oxide is formed. 

This process makes it possible to achieve adequate isolation and a reduced tendency 
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Fig. 6~30 2-D net-impurity contours in the isolation region of a retrograde-well CMOS 
structure,53 (@ 1986 IEEE). 
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Fig. 6-31 (al) - (fl) Twin-tub dual-field implant process.I 19 (a2) • (f2) Self-aligned twin­
tub and field-implant process using high-pressure field oxidations.62 

toward latchup with smaller device separations than are possible with an atmospheric­
pressure oxide-growth process. Nevertheless, a 7-µm spacing must be used between the 
n+ and p+ regions in the Twin-Tub V structure to provide a VH greater than the power­
supply vollagc (5 V). Since this spacing still represents a significant layout-density 
limitation, alternatives to the LOCOS-only process arc being vigorously pursued. 

In another, more recent study using n-wcll technology, high-field channel-stop 
implant doses for the substrate (yielding a peak concentration of 5xl016 boron 
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n-Channel p•Channel 

p-Substrate 

J<"ig. 6-32 Schematic of an n-well CMOS with trench isolation.4 (© 1986 IEEE). 

atoms/cm3) allowed n+ top+ spacings of 2.4 µm with conventional wells, and 1.8 µm 
spacings with retrograde wells. 106 

6.5.i Trench Isolation for CMOS 

The two major alternative CMOS-isolation approaches are trench isolation58 and 
selective epitaxial growth (SEG) isolation. Trench-formation technology, discussed in 
chapter 2, is applied to CMOS to attack the problems of latchup and punchthrough. Its 
main advantage is that latchup can be completely eliminated if a process employing a 
thin epitaxial layer on a heavily doped substrate is used, and if the trench is allowed to 
penetrate to the heavily doped rcgion. 11 Trenches of micron and submicron widths have 
been used to reduce p+ ton+ spacings to 2-2.5 µm.57 In addition, when trenches deeper 
than the well depth are used, they replace the reverse-biased pn junction as the isolation 
structure at the well sidewalls (Fig. 6-32). 

As of 1988, active devices can not yet be set against the trench sidewall, due to 
channel-inversion problems associated with the vertical trench sidewall (Fig. 6-33).56 
The sidewall inversion is caused by the horizontal parasitic MOS device, with the well 
acting as the gate electrode and the trench dielectric acting as the MOS gate oxide (with a 
thickness equal to the trench width). The voltage across this parasitic device is 5 V 

Poly gate 

p-Substrato 

2 3 4 5 6 
µm 

Fig. 6~33 The corresponding two¥dimcnsiona1 potential contours showing sidewall 
inversion; the simulation is done at Qb ;5x!OIO cm-2, NA; 6xJ014 cm-3, Yoo; 3 V, Vos 
; 0 V, Vsa; -1 v.120 (© 1983 !EEE). 
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under nonnal CMOS operating conditions. This gate voltage and the narrow (e.g., 
1-µm) trench width can easily cause inversion along the sidewall, outside the well but 
facing it. 

There arc two reasons why p-wells exhibit more severe trench-sidewall inversion 
problems. First, some of the needed boron doping segregates into the trench oxide 
during the thennal oxidation step. The second reason is the presence of the fixed charge, 
which is nonnally positive. 

Once sidewall inversion occurs, n-channel devices with regions butted to the same 
sidewall become electrically connected by a path along the sidewall. Two obvious 
solutions are to leave a separation between then+ and the sidewall or to increase the 
trench width, with the end result of either approach being an increase in the isolation 
spacing. Because of this limitation, the minimum n+ top+ isolation distance in trench 
isolation is 2-2.5 µm (1988). 

Trench isolation has several other disadvantages, as follows: 

• Fabrication is much more complicated than in LOCOS, making this an 
expensive alternative approach. 

• For adequate filling and planarization, only one trench width can be utilized 
(unless SEG refill of the trenches is used). 

• Another type of isolation is also needed (usually LOCOS) for most inactive 
parts of a chip. If a trench deeper than the well depth were used to isolate each 
device within the well region, each device would be isolated from the substrate. 
To keep the device bodies from floating, it would be necessary to provide each one 
with its own well contact, rather than using a single contact for the entire well. 
Chip area would thus be wasted, defeating the purpose for which the technology 
was adopted. 

6.5.2 Isolation by Selective Epitaxial Growth for CMOS 

Various schemes using SEG have been explored as CMOS isolation alternatives (sec 
chap. 2 for more details on SEG technology). One of the first, selective-etch-and-refi/1-
with epi (SEREPl), uses an epi refill of recesses in silicon, with the sidewalls 
passivated prior to refilling. In one approach,59 the well regions were anisotropically 
etched to a 5-µm depth, and a 200-nm thermal oxide was grown on the recess surfaces. 
This oxide was removed from the bottom of the recess with an anisotropic dry etch, 
leaving it on the sidewalls. Buried layers were formed by arsenic implantation into the 
bottoms of the wells, and tl1cn epitaxial silicon was selectively grown in the wells. By 
controlling the growti1 rate, it was possible to refill the wells so that the surfaces were 
level with the outside substrate. 

The SEREPI structure offers the advantages of minimum isolation area and also the 
flexibility of dopant-profile control in the epitaxial silicon in the wells. A similar 
process, reported by Kasai ct at.,60 uses a sidewall layer consisting of a 250-nm-thick 
composite film of oxide and nitride (sec Fig. 2-34b, chap. 2). After these layers have 
been removed anisotropically through dry etching, a sacrificial oxide is grown on the 
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bottom of the trenches and is then wet-etched away to remove any dry etching damage. 
Finally, an SEG step is performed. 

While it is possible to make then+ top+ isolation distance as small as 0.25 µm, 
with either approach, some problems exist. First, LOCOS must still be used to isolate 
devices from one another within the same well. Second, unless a deep boron implant is 
added to the n-channel side of the isolation, sidewall leakage or inversion can occur. 
Finally, the 0.25-µm distance between p+ and n+ regions can become a limitation for 
mnsking of opposite-type implants if n+ and p+ junctions are to be placed on opposite 
sides of the 0.25-µm-thick dielectric. 

Another SEG-based approach for isolating CMOS has been deseribed by Manoliu and 
Borland,15 and by Stivers.61 In this approach, windows are anisotropically etched into 
a 1-2-µm-thick surface-layer oxide (see Fig. 2-43, chap. 2). Separate implants are used 
to form p+ layers in those recesses designated to be p-wells, and n+ layers in those that 
are to be n-wells. The oxide recesses are then refilled, using an SEG step in which 
sidewall inversion in the p-wcll is suppressed by tailoring the doping profile of the 
boron doping (i.e., this region is doped with lxJ017/cm3 in the active area of the 
n-channel devices). As a result, no subthreshold "kink" is observed in the turn-off 
current (such kinks in the subthreshold current curve are due to leakage from source to 
drain along the sidewall of the isolation structure). 

The two buried layers increase the latch-up immunity of the CMOS devices 
considerably. Furthermore, this approach eliminates the need for an additional LOCOS 
isolation. Although this technique was only tested for minimum spacings of 2 µm, it 
is estimated that it will provide adequate isolation for spacings down to l µm. Finally, 
good planarity and gate oxide integrity were observed. 

The technique of retrograde wells hns also been investigated for implementing reduced 
isolation spacing and increased latchup immunity in CMOS (as well as for enhancing 
other device characteristics). 16,19 In this approach, the wells are formed by means of a 
high-energy implant, which is performed following formation of the field oxide. 
Because the peak of the implant is well below the silicon surface, the impurity 
concentration in the well decreases as it approaches the surface (hence the name 
"retrogrJde well"). 

It is easier to implement p-well CMOS with retrograde wells, since boron has a 
higher implant range in silicon than docs phosphorus, and boron implants thus require a 
lower ion-implantation energy in order to achieve a similar depth. Because the well is 
formed after the field oxidation, retrograded p-wells can have higher NMOS field­
threshold voltages compared to those exhibited in conventionally-formed wells. (In the 
latter, some of the boron segregates into the oxide during field oxidation, leaving less 
boron present at the silicon surface. This reduces the field-region threshold voltage.) In 
addition, the lateral diffusion of boron that occurs when the channel-stop implant is done 
prior to field oxidation is eliminated. 

There are several drawbacks to the retrograde well approach. First, it produces devices 
with a high junction capacitance (Cj) and a high body-effect coefficient (y) due to the 
relatively high doping concentration below the surface in the wells. These effccL5 
decrease the speed of circuits manufactured with such devices. Second, this approach 
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may require the use of implanters with accelerating voltages greater than 400 keV. 
While such machines are available, their low beam current makes them incompatible 
with high-volume manufacturing needs. Note that doubly ionized boron can be 
implanted with an accelerating voltage of 200 ke V to obtain the same result, and that 
such a voltage is within the range of ordinary implanters. However, the beam current in 
this case remains low (see Vol. I, chap. 9.) 

6.6 CMOS PROCESS SEQUENCES 

Since there are so many options available for designing a CMOS process flow, no 
"standard" approach has been adopted. The process flows presented here arc merely 
illustrations of the general sequence of process steps and of the types (and number) of 
masking layers used. We will first present examples of simple p-wcll and n-well 
single-level-metal CMOS process !lows. Such process sequences might be used in the 
fabrication of CMOS circuits wiU1 a minimum feature size of l.25-2.0 µm. We will 
then describe a twin-well, double-level-metal process !liat uses LDD structures. With 
additional enhancements such as trench or SEO isolation, the filling of contact holes and 
vias with CVD metal, and novel intcrlcvcl dielectric planarization methods, such a 
process would likely be used in the manufacture of CMOS circuits with submicron 
dimensions. 

6.6.1 Basic p- and n-Well CMOS Process Sequences 

A basic single-well CMOS process can be implemented in either p-well or n-well 
technology using eight masking levels. Figure 6-34 shows seven of the eight masking 
levels of a basic p-well process. Figure 6-35 illustrates the front end masking levels of 
an n-well process. (The back end steps of a process sequence are those that begin with 
the contact masking step. Thus, the term front end processing, refers to all of the steps 
up to that point.) We will describe an example n-wcll CMOS process in more detail. 

The NMOS devices in the n-well technology arc formed in the lightly doped p­
substrate (Slxl015/cm3), while the PMOS devices arc formed in the more heavily 
doped n-well (~lx!016/cm3). The starting material is either a lightly doped <100> p­
type wafer or a heavily doped <100> p+ wafer with a thin (5-10-µm thick), lightly 
doped p-type epitaxial layer at the surface. A process for enhancing the gettering 
capabilities of the wafer may be employed before feature formation on the wafer surface 
is begun (see Vol. 1, chap. 2). 

The n-well regions are the initial features formed on the starting material. First, a 
thermal oxide is grown and a CVD nitride film deposited. Then Mask #1 is used to 
pattern windows in these layers, through which phosphorus for the n-well is implanted. 
Since the implantation process is unable to place the phosphorus ions deeply enough 
into the silicon, these impurities must be driven in to the appropriate depth during 
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Fig. 6~35 Cross sections and masking levels and associated processes of an n-wcll CMOS 
front-end process.1 From J. Y. Chen, CMOS Devices and Technology for VLSI. Copyright 
Prentice~ Hall. 1989. Reprinted with permission. 

subsequent high temperature cycles. An oxide is also grown on the n-well regions 
during the drive-in step. At the conclusion of the drive-in processes the surface 
concentration in the well is -lxI016;cm3, and the impurity concentration gradient 
within the well is also rather small. Note that the redistribution of the well dopant 
occurs laterally as well as vertically. 

Next, a boron !hreshold-adjust implant is carried out. There is no resist mask for this 
step, as the thin oxide or oxide/nitride layer covering the silicon wafer surface protects it 
from contamination. As was described in section 6.3.1, !his single implant can provide 
a correct VT adjustment for bo!h !he NMOS and the PMOS devices. 

The surface is then stripped of its oxide and nitride/oxide layers, and a new pad• 
oxide/nitride layer (needed for LOCOS) is formed. Mask #2 is then used to pattern this 
layer to define !he active device and field regions. A boron channel-stop implant is 
performed for !he p-substrate field regions. Allhough no separate mask is used, the 
boron implanted into !he well field regions is not of sufficient concentration lo 
significantly alter the n-concentralion !here. In addition, when the field oxide is !,'Town 
the phosphorus piles up beneath it in the well regions (sec Vol. l, chap. 7), while some 
of the boron implanted during the channel•stop implant segregates out into the field 
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oxide. Hence, the surface concentration of phosphorus in the well remains high enough 
that a separate channel-stop implant is usually not needed for the well region. 

The field oxide is then grown, after which the nitride/oxide layer is removed from the 
active device regions (see chaps. 2 and 5). Next, a gate oxide is grown, in the same 
manner as that described in chapter 5 for NMOS devices. (Note that a sacrificial pre-gate 
oxide is frequently grown and stripped prior to the growth of the actual gate oxide.) 

The deposition of polysilicon by CVD for the gate layer is then carried out. This 
layer is subsequently doped with phosphorus to form an n+ polysilicon gate material. 
The resistivity of the polysilicon should be as small as possible, since this layer also 
serves as an interconnect structure. (In more advanced processes, even lower resistivities 
are achieved by forming a silicide layer on top of the polysilicon layer.) Mask #3 is 
used to pattern the polysilicon. 

Masks #4 and #5 are then used to selectively implant the source/drain regions of the 
PMOS and NMOS devices, respectively. The polysilicon protects the channel region 
under the gate from being implanted. Arsenic is preferable for then+ regions so that 
shallow junctions and minimum lateral diffusion under the gate can be obtained. (It is 
typically implanted to a dose of 3-6x!015 cm-2, and with an energy of 40-60 keV.) 
Boron is often implanted as BF2+ (for shallow junction formation) at doses of l-5x!015 

cm-2 and energies of 30-50 keV. Typical values of source/drain sheet resistance should 
be below 30 .0./sq. Ohmic contacts to the n-well and p-substrate are formed 
simultaneously with the implants that create the NMOS and PMOS source/drain 
regions, respectively. These implants are then annealed with a short thermal process at 
a moderate temperature (e.g., 900-1000°C). The gate oxide that covers the source and 
drain regions during the implant is usually later stripped and regrown, since it has been 
damaged by the heavy implants and may have been contaminated by the RIE step used 
to pattern the poly. 

A CVD doped oxide (with the dopants being either phosphorus, or boron + 
phosphorus) is deposited to a thickness of 50-100 nm. to serve both as a dielectric 
between the polysilicon and metal layers, and as a gettering layer. This layer is flowed 
(see Vol. I, chap. 6) to improve the wafer-surface topography with respect to metal step 
coverage. 

Mask 116 is used to open contact windows in the CVD oxide so that connections can 
be made between the metal layer and the silicon and polysilicon. Following a ref/ow 
step, an aluminum (or aluminum-silicon) layer is deposited and patterned (using Mask 
#7). The wafers are subjected to a final anneal step, which is followed by the deposition 
of the passivation layer. Mask 118 is then used to open windows in this layer. 

An important aspect of this simple CMOS process is that it uses only one more 
mask than the E-D NMOS process described in chapter 5. The three extra masks in the 
CMOS sequence (two masks for the source/drain implants, and one for the well mask) 
replace the depletion-mode implant mask and the buried-contact mask of the E-D NMOS 
process. Thus, the process complexity of a modem simple CMOS process is not much 
greater than that of advanced NMOS. 
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6.6.2 Twin-Well CMOS Process Sequence 

This section describes an advanced ten-mask, twin-well CMOS process (Fig. 6-36). 
Again the process sequence options arc many, so there is no one standard process. What 
is described here is an academic, hypothetical baseline process sequence that almost 
certainly does not exist exactly as presented, and that is useful primarily as a vehicle for 
illustrating a general sequence of steps in advanced CMOS-circuit fabrication. Where 
the process steps arc not significantly different from those of the single-well process, 
details will not be repeated; instead readers will be referred to the appropriate sections of 
the book. 

6.6.2.1 Starting Material. The starting material in an advanced twin-well 
process is typically a <100>-orientation, heavily doped substrate on which a thin 
(5-10-µm thick), lightly doped epitaxial layer has been grown. Although n-epi-on-n+ 
substrates have some advantages for a few special applications (e.g., for building CMOS 
SRAMs; see chap. 8), p-epi-on-p+ substrates arc the more common choice, because they 
arc less sensitive to process-induced defects (see section 6.2). 

6.6.2.2 Formation of Wells and Channel Stops. The twin wells are the 
first features to be formed, assuming that neither trench isolation nor SEO isolation is 
being used. (Note that, as described earlier, trench isolation would require an additional 
masking step.) The well-formation procedure can be carried out in a number of ways. 
The most obvious method is to use two masking steps, each of which blocks one of the 
well implants. A single masking-step procedure, however, has been developcd,63 and 
that is probably the most commonly used approach (see Fig. 6-31). 

Nlttfde 
Twin-Tub V CMOS Structure 

Fig. 6-36 Cross section of AT&T's Twin-Tub V CMOS structurc.121 Reprinted with 
permission of Semiconductor International. 
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In this method, a single mask is used to pattern a nitride/oxide film that has been 
fonned on the bare silicon surface (Mask #1). The openings in the film become the n• 
well regions, and phosphorus is then implanted into them (e.g., at 80 keV). Next, a 
thennal oxide is grown on these regions, to a thickness that is sufficient to block the 
boron implant used to fonn the p-wells. After stripping of the oxide/nitride layer, the 
silicon in the p-well regions is exposed, while then-well regions are covered with the 
implant-blocking oxide. Thus, during the p-well implant (e.g., at 50 keV), the boron 
penetrates the silicon only in the desired areas. 

Next the wells are driven in (e.g., at l 100°C for 500 min). At the conclusion of the 
drive-in steps, the concentration in the wells for a 0.8-µm-CMOS process could be 
-1x10t6Jcm3 for the p-well, and ~3xJQ16/cm3 for then-well. Then-well might have a 
higher doping concentration, to improve the punchthrough perfonnance of the PMOS 
devices and to eliminate the need for a separate channel-stop step for the n-well. A 
higher concentration in both wells would still produce devices with relatively low 
capacitances at the bottoms of the source/drain-to-well junctions. 

The channel-stop implant procedure is also usually included in the part of the pro• 
cessing sequence in which the wells are fonned. In one reported twin-well process,26 

only a p-well channel-stop implant (boron) is used, because the doping in then-well is 
high enough (3xl016 cm·3) that a separate channel stop implant is not required. In this 
case, an unmasked boron implant is done following both well implants, but prior to 
field-oxide growth. 

In a second approach,55 an additional mask can be used to provide both n-wcll and 
p-well channel stops (Fig. 6-3la). Note that in this procedure, the boron channel stop 
is implanted into both the n-well and p-well field regions; the phosphorus channel stop 
must be increased to compensate for the presence of the boron in the n-well field 
regions. The disadvantages of this method include the additional alignment step between 
the channel stops and the well masks, the interdiffusion that occurs during the oxidation 
step, and the asymmetry of the doping profiles. (The latter is due to the increased phos• 
phorus concentration that must overcompensate the nonseleetive boron channel stop). 

A maskless variation of this method has been developed to overcome the above 
drawbacks (Fig. 6-3lb).55,64 In this sequence, both arsenic and phosphorus are 
implanted into then-well regions. This places both the dopants that form the well and 
the dopants that fonn the channel slop into the n-well regions prior to implanting of the 
p-wclls. An oxide is then selectively grown on the n-well regions, and the boron 
dopant for the p-wells is implanted. After the n-wells have been driven in, the oxide 
over then-wells is retained, and a second boron implant is carried out. This implant 
serves as both a channel stop in the p-wcllfield regions and a punchthrough-prcvention 
implant in the active regions of the p-well. 

Various approaches have been proposed to prevent excessive redistribution of the 
boron channel stop implant during field-oxide growth. These include: 

l. Co-implanting of Ge with the boron, which has been found to reduce the 
boron diffusion constant. 65 

2. Implanting of the field regions with Cl to increase the field-oxide growth rate 
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(thus reducing the amount of time the wafers must he exposed to the high 
temperature).66 

3. The use of high-pressure oxidation to reduce the thermal cycle that must he 
employed to grow the field oxide.12,26,55 This also reduces the boron channel­
stop dopant loss to the growing field oxide, as well as the interdiffusion of the 
wells (As a result, smaller isolation spacings between n- and p-channel devices can 
he used). 

6.6.2.3 Definition of Active and Field Regions. In a conventional 
advanced CMOS process, a standard LOCOS process (described in detail in chaps. 2 and 
5) is used to define the active and field regions (Mask #2) and to grow a thick thermal 
oxide over the field regions. Enhanced LOCOS approaches, which overcome some of 
the limitations of conventional LOCOS, can he used as alternative processes to form 
isolation structures in the field regions. Some that have hecn reported as having heen 
integrated into submicron CMOS processes include the SILO process67 and a poly­
buffered LOCOS process26 (see chap. 2 for details on both of these). A high-pressure 
oxidation process for growing the field oxide, was reported to have hecn used in both of 
these processes. 

6.6.2.4 Gate-Oxide Growth and Threshold-Voltage Adjustment. 
The gate-oxide growth process is essentially the same as that used in the NMOS process 
described in chapter 5. The threshold-voltage implant process can he accomplished with 
either a single implant step, using boron (see section 6.3.1), or two separate implants 
(in which case additional masking SICps are required). A scparalC selective punchthrough­
prevention implant for the NMOS devices is usually needed, especially for submicron 
devices; this step also requires the use of an extra mask. The VT-adjust and 
punchthrough-prevention implants can also he done either before or after the gate­
oxidation step. To keep the boron VT implant shallow (i.e., to improve the PMOS 
punchthrough characteristics, as described in section 6.3.2), implanting is sometimes 
done through the gate oxide. To protect the gate oxide from contamination (as well as to 
keep the implant shallow), part of the polysilicon can he deposited prior to the implant 
step,26,67 with the remainder deposited afterward. 

Alternative gale-oxide materials are heing studied as replacements for SiO2. Gate 
oxides of less than 10 nm will not he practical unless the gate voltage is also reduced, 
for two reasons. First, in order to prevent tunneling, the minimum gate oxide thickness 
must be 2Voo/E0 x(max), where E0 ,(max) is 6 MV/cm. For Voo = 3 V, the 
minimum thickness is thus 10 nm. The second reason has to do with the reliability and 
bum-in techniques used in accelerated lifetime testing. It hecomes very difficult 10 

screen out weak devices from good ones when the breakdown-voltage criterion defining a 
weak oxide falls within the range of the distribution exhibited by the good devices. This 
situation is encountered at oxide thicknesses helow 10 nm.68 

If a material with a larger dielectric constant than that of SiOi (3.9) could he used, 
the gate dielectric could he thicker, while the same capacitance per unit area could he 
maintained. Extensive work has hecn conducted on such materials, including nitrided 
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oxides, thermal nitrides (dielectric constant= 8), and tantalum pcntoxide, Ta2O5 (22). 
Rapid thermal processing has been explored as a means for forming the nitrided oxides, 
since the high temperatures needed for their formation can be produced by rapidly 
heating and cooling the wafers. 

The Ta205 films have been prepared through thermal oxidation of a tantalum 
layer,69 by reactive sputtering,70 and CVD deposition.71 Several reports indicate that 
these films exhibit excellent characteristics, and thus show promise for potential 
applications in advanced integrated circuiis.72,75 

In addition, a novel technique for forming ultrathin (15 nm), low-defect SiO2 gate 
layers has been been reported.76 In this approach, a 5-mn thermal oxide is first grown. 
A 5-nm CVD oxide is then deposited, and finally another 5-nm oxide is thermally 
grown, under the CVD layer (Fig. 6-37). The layer is able to grow beneath the CVD 
oxide because the oxidizing species diffuse through the first two layers to the Si-SiO2 
interface (see Vol. l, chap. 7). During the second thermal oxidation, the top CVD 
oxide is also densified. This combination layer exhibits a low defect density because the 
growth-induced micropores (which are the major factor contributing to the defect density 
in gate dielectrics), are misaligned. If they were to extend completely through the oxide 
film, these micropores would be potential paths for rapid diffusional mass transport, as 
well as for current leakage. 

6.6.2.5 Polysllicon Deposition and Patterning. The process of forming 
the n + polysilicon gate structure involves the deposition of a polysilicon layer and 
patterning with Mask #3. The steps followed are essentially the same as those in the 
basic CMOS process. In most advanced CMOS processes the polysilicon film is 
overlaid with a refractory metal silicide to form a polycide structure (see Vol. I, chap. 
11). In some cases, a salicide (self-aligned silicided gate and source/drain regions - see 
Vol. 1, chap. 11) process is employed to reduce the parasitic resistance of the source and 
drain regions, as well as that of the gate material. In most such cases, the salicide 
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Fig. 6-37 Effects of oxidizing dcnsification anneal: (a) Si02 films; (b) SiOz- Si3N4 dual 

dielectric; (c) thermal Si02 - deposited SiOz multilaycred stacked films.76 (© 1988 IEEE). 
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formation is carried out after the source and drain have been implanted. 
The polysilicon can be doped either after deposition by diffusion or ion implantation, 

or in situ during deposition. The former approaches were used in most MOS processing 
prior to submicron device generations. For submicron devices, in which a reduced 
thermal budget becomes more imperative, in situ doping becomes more attractive, 
(since the long, high-temperature drive-in step can be eliminated). 103 The redistribution 
of channel and source/drain implants is thus minimized, allowing improved control of 
threshold voltage, punchthrough, and Leff• 

As was described in sections 6.3.3 and 6.3.4, alternative materials ton+ polysilicon 
(or to polycides with n+ polysilicon as the underlayer) have been investigated as gate 
materials (e.g., p+ and n+ polysilicon, or refractory metal gates). Each alternative 
process introduces some changes into the process flow; nevertheless it is predicted that 
as device dimensions shrink, such measures will need to be used to maintain adequate 
device performance. 

Etching of the gate structure can be a difficult step, especially when gate lengths are 
in the submicron range. First, the dimensions must be accurately and uniformly 
produced across the wafer, as lo is strongly dependent on the gate dimensions. Second, 
the sidewalls must be vertical in order to reduce asymmetric lo characteristics in devices 
built with LDD structures (see section 5.6.5.2). Third, the formation of vertical 
sidewall gate structures implies the need for a completely anisotropic etch step (sec 
Vol. 1, chaps. 15 and 16). In tum, such a step requires that the etch process be highly 
selective against etching the thin underlying gate oxide layer. 

6.6.2.6 Formation of Source/Drain Regions. In advanced-CMOS pro­
cesses, the gate lengths are short enough that LDD structures must be used to minimize 
hot-electron effects, especially in NMOS devices. Therefore, the procedures oul.lincd in 
section 5.6.5 arc used to fabricate such LDD structures. If these structures are used only 
for the NMOS transistors, Masks #4 and #5 arc used to allow the sources and drains of 
the two transistor types to be selectively implanted.* Note that if LDD structures are 
also used for the PMOS devices, two additional masking layers may be needed (6-38a). 

A removable-spacer LDD process for both NMOS and PMOS devices has been 
reported (Fig. 6-38b) that does not require the use of any other masks than the two 
needed to selectively form the sources and drains of the two transistor types.67,73 In 
the removable spacer process, the heavily doped source/drain implant is performed first, 
with the spacers in place. After the spacers have been removed, the implant that forms 
the lightly doped drain regions is carried out (Fig. 6-38b). This process can be used to 
provide LDD structures for one or both transistor types, as desired. Polysilicon is used 
as the material of the removable spacers in one approach,67,99 while a low-temperature 

* A procedure that requires only one masking step for creating both types of source and drain 
regions has also been reported. In this approach, the heavy boron implant is carried out 
nonselectively. The mask is then used to cover the PMOS device active regions. Ann-type 
implant heavy enough to overcompensate for the boron implant in the active regions of the 
n-channel devices is used to form the sources and drains of the NMOS transistors. 
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Fig. 6-38 (A) Non-removable oxide spacer LDD process: (a) n· implant, (b) p implant, (c) 
after LDD spacer etch and n+ implant, (d) after n+ and p+ implant, (e) after p+ anneal. (D) 
Removable spacer LDD process: (a) after spacer etch and n+ implant, (b) after NMOS spacer 
removal and n· implant, (c) p+ implant, (d) after PMOS spacer removal and p· implant, (e) 
after p+ annca!.67 (© 1986 IEEE). 

CVD oxide (over a thin polysilicon film) is used in the othcr.73 

Various techniques have been developed for forming the shallow source/drain 
junctions needed for submicron CMOS devices. Firs~ As is implanted for then-channel 
devices and BF2+ for the p-channcl devices, since both species have very shallow 
projected ranges at implant energies of 30-50 keV (see Vol. 1, chap. 9). These implants 
are usually performed through a screen oxide to protect the source/drain regions from 
contamination during the implant procedure. Second, preamorphization of the silicon 
by implantation with Si or Ge reduces channeling and helps produce shallow junctions. 
It is necessary, however, to diffuse the implanted species past the layer of implant 
damage that cannot be annealed out, in order to prevent junction leakage (see Vol. l, 
chap. 9). RTP techniques have been explored as a means of carrying out these anneal 
and diffusion thermal cycles. Shallow p+ n junction formation through the use of 
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diffusion (i.e., by utilizing RTP and either a solid diffusion source82 or a spin-on 
diffusion source83) has also been reported. The use of an antimony implant to obtain 
shallow n+p junctions with n+ layers of lower resistivity than is possible with arsenic 
has also been described.81 

Note that the screen oxide is usually stripped off following the source/drain implant, 
since it is damaged (and may be contaminated) by the heavy implants. A new oxide is 
grown over the source/drain regions and on the sidewall of the etched polysilicon 
electrode (and this step is referred to as poly reoxidation). During this thermal cycle, 
some (but not all) of the implantation damage is annealed out The oxide formed on the 
poly sidewall shifts the remaining damage away from the gate edge to maintain the 
integrity of the thin gate oxide (Fig. 6-39).104,110 At the same time, the sidewall 
oxidation produces a gate bird's beak, or GBB, under the polysilicon edge. This reduces 
the the gate-to-drain overlap capacitance and relieves the electric-field intensity at the 
corner of the gate structure. However, because the GBB encroachment can degrade 
transconductance of submicron MOSFETs and impact their subthreshold swing and 
threshold voltage,109 this poly reoxidation process must be optimized for fabrication of 
submicron MOSFETs.111 

An approach to forming shallow junctions that uses CoSi2 source/drain junctions has 
been reported.29 In this approach, the C0Si2 is formed before the source and drain 
junctions are created by means of a heavy ion implantation step. The implant is then 
performed so that the damaged layer, which would have occurred in the silicon crystal, is 
kept within the C0Si2 layer. As a result, it is necessary to drive the implanted 
impurities just far enough so that they enter the silicon region to form the required pn 
junction. If a salicide process is used, the device has a cross-section, as shown in Fig. 
6-40. 
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Fig. 6-39 (a) SEM micrograph of a gate structure with a GBB. (b) Profiles of GBB versus 
oxide thickness grown during re-oxidation.104- This paper was originally presented at the 
Spring 1989 Meeting of The Electrochemical Society, Inc. held in Los Angeles, CA. 
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Form C0Si2 S/D regions 

Selectively implant As and BF2 

Drive dopant from C0Si2 
to form rt and p+ regions 

Fig. 6-40 Cross section of CMOS structure in which C0Si2 is first formed on the source 
and drain regions, and then As and BFz+ is selectively implanted into the CoSiz. These 
dopants arc then driven out of the CoSiz and into the Si substrate to form shallow p+ and n+ 

source/drain rcgions.29 (© 1986 IEEE). 

Another approach is to create so-called elevated source-drains. A thin (e.g., 2QO..nm) 
epitaxial layer of silicon can be selectively deposited onto the exposed source-drain areas 
of the MOS transistor, following the implantation of the lightly doped region of the 
LDD structure and formation of the spacers (Fig. 64 la). This method has been used for 
the NMOS devices of a 1 Mbit SRAM.79 In this case, a heavy BF2+ implant is done 
such that the SEG film becomes heavily doped; the boron penetrates to the suhstrate 
during an R1P anneal that follows the implant. In this way, elevated, heavily doped, 
shallow source/drain regions arc formed. The source-drain junction depths in the 
substrate arc less than 0.2 µm deep (Fig. 641b). As noted earlier, the gate oxide that 
covers the source and drain regions is usually etched away and regrown following the 
implant step. 

6.6.2.7 CVD Oxide Deposition and Contact Formation. Following 
the formation of the source and drain regions (and the salicide layers), a doped oxide is 
deposited by CVD, with procedures very much like those of the basic NMOS and 
CMOS processes (see section 5.4. 1.6). 

Contact windows are opened in this CVD layer to allow electrical connections to be 
made between the Metal 1 layer and the source/drain, gate, and substrate and well contact 
regions (Mask #6). Again, the details are similar to those of the basic NMOS and 
CM OS processes. 

Advances in contact technology for CMOS include the use of barrier layers to prevent 
spiking through the shallow junctions, and the filling of contact holes by such 
materials as CVD W, polysilicon, or even SEG. In addition, as device dimensions 
decrease, the parasitic resistances of the source and drain regions become more 
significant. More details on all of these topics are provided in chapter 3. 
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Fig. 641 Elevated source/drains. (a) Key process steps in forming elevated source/drains 
using SEG. (b) Comparison of the doping profile in source/drain regions of a PMOS device 
after a BF2 + implant directly into the regions (and a conventional furnace anneal) versus a 

BFz+ implant into the SEO regions and an RTP anneal.79 

6.6.2.8 Metal 1 Deposition and Pauernlng. The issues involved in the 
deposition and patterning of the Metal l layer arc not significantly different from those 
described in chapter 5 for the NMOS process. Mask 117 is used to pattern the Metal 1 
layer. (For more information on the metal-layer deposition and patterning processes, 
sec chapter 4 of this volume, and Vol. I, chap. 9 .) 

Despite its higher resistivity compared to Al, tungsten's superior elcctromigration 
properties make it more appropriate for certain applications. As a result, CVD W has 
been selected as the Metal 1 material for a variety of circuit designs. 

6.6.2.9 lnlermetal D!oloclric Depos!tion/Planariza!ion and Via 
Pa!leming. Following the Metal I patterning, an intcrmctal dielectric must be 
deposited to electrically isolate Metal I from the Metal 2 layer. A variety of materials 
and deposition processes, have been utilized (sec chap. 4). 
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However, deposition of this layer may make the wafer topography too severe to 
allow the Metal 2 film to be deposited with adequate step coverage. A number of 
p/anarization processes have been developed tn overcome this problem (see chap. 4). If 
such techniques are successfully implemented, the wafer topography will be relatively 
planar, and any steps on its surface will be gently sloped rather than severely vertical. 

It is necessary to open vias in the intermetal dielectric layer so that an electrical 
connection can be established between Metal 2 and Metal I at desired locations (Mask 
#8). Metal 2 must be deposited with adequate step coverage intn the vias. 

A number of techniques have been studied to improve coverage of Metal 2 in the 
vias, including the following (see chap. 4): 

• Sloping the via walls by means of the via-etch process. 

• Filling the vias with a blanket W or polysilieon deposition, and then etching 
back to provide a planar surface. 

• Filling the vias with a selective deposition of W or Al. 

• Increasing the step coverage intn the vias through bias sputtering and heating 
of the substrate during deposition. 

• Laser melting the Metal 2 film to increase step coverage. 

6.6.2.10 Metal 2 Deposition and Patterning. The processing issues of 
depositing and patterning (Mask #9) the Metal 2 layer are discussed in chapter 4. 

6.6.2.11 Passivation Layer Deposition and Patterning. The 
passivation-layer deposition and patterning (Mask #IO) issues arc the same those of the 
basic CMOS or NMOS processes. 

6.7 MISCELLANEOUS CMOS TOPICS 

6. 7 .1 Electrostatic-Discharge Protection 

The input signals to an MOS IC are fed tn the gates of MOS transistors. If the voltage 
applied to the gate insulator becomes excessive, the gate oxide can break down. The 
dielectric breakdown strength of Si02 is approximately 8xJ06 V/cm; thus, a 15-nm gate 
oxide will not not tolerate voltages greater than 12 V without breaking down. Although 
this is well in excess of the normal operating voltages of 5-V integrated circuits, 
voltages higher than this may be impressed upon the inputs to the circuits during either 
human-operatnr or mechanical handling operations. 

The main source of such voltages is triboclcctricity (electricity caused when two 
materials arc rubbed together). A person can develop very high static voltage (i.e., a few 
hundred to a few thousand volts) simply by walking across a room or by removing an 
integrated circuit from its plastic package, even when careful handling procedures are 
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followed. If such a high voltage is accidentally applied to the pins of an IC package, its 
discharge (referred IO as electrostatic discharge, or ESD) can cause breakdown of the gate 
oxide of the devices to which it is applied. The breakdown event may cause sufficient 
damage to produce immediate destruction of the device, or it may weaken the oxide 
enough that it will fail early in the operating life of the device (and thereby cause device 
failure). A more detailed description of ESD failures in semiconductor devices can be 
found in reference 84. 

All pins of MOS !Cs must be provided with protective circuits to prevent such 
voltages from damaging the MOS gates. The need for such circuits is also mandated by 
the increasing use of VLSI devices in such high-noise environments as personal 
computers, automobiles, and manufacturing control systems. These protective circuits, 
normally placed between the input and output pads on a chip and the transistor gates IO 
which the pads are connected, are designed to begin conducting or to undergo breakdown, 
thereby providing an electrical path to ground (or to the power-supply rail). Since the 
breakdown mechanism is designed to be nondestructive, the circuits provide a normally 
open path that closes only when a high voltage appears at the input or output terminals, 
harmlessly discharging the node to which it is connected. 

Four types of circuits are used to provide protection against ESD damage, as follows: 

1. diode breakdown 

2. node-to-node punchthrough 
3. gate-field-induced breakdown 

4. parasitic pnpn diode latchup. 

Often, a combination of protection methods is used, with a breakdown diode and one of 
!he other protection devices connected in parallel with the gate being protected. 

6.7.1.1 Diode Protection. Protection is obtained by using the diode-breakdown 
phenomenon to provide an electrical path in the silicon substrate that consists of a 
diffused resistor region (of a doping type opposite to that of !he substrate). This diffused 
region is connected between the input pad and !he gate (Fig. 6-42a). If a reverse-bias 
voltage greater than !he breakdown voltage of the resultant pn junction is applied, the 
diffusion region (which otherwise works as a resistor), operates as a diode and undergoes 
breakdown. Furthermore, this diffused region will also clamp a negative-going 
transition at the chip input to one diode drop below the substrate voltage. In CMOS 
technologies, an additional protection diode can be added by utilizing the pn junction 
that exists between a p+ node and the body region of the PMOS device (an n-type 
region, that is connected to Voo). This diode is utilized as a protection device when a 
connection is made between the pad and a p+ region. (Note that this second diode will 
clamp positive-going transitions to one diode drop above Voo.) 

6.7.1.2 Node-to-Node Punchthrough. As defined in section 5.5.2, 
punchthrough is the phenomenon by which the depletion region surrounding the drain of 
an MOS device extends along the channel of the device and contacts the depletion region 
of the source of the device. While the current that results from punchthrough is ordinar-
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Fig. 6-42 MOS protective circuits: (a) Diode; (b) Punchlhrough device; (c) Layout of an 
input protection structure containing both dcvices.122 From T. E. Dillinger, VLSI 
Engineering. Copyright Prentice-Hall, 1988. Reprinted witl1 permission. 

arily an unwanted effect, it is harnessed in ESD protection circuits for beneficial 
purposes. The source and drain regions of an ESD punchthrough protection structure are 
placed close enough together that punchthrough occurs at a voltage lower than that of 
the gate-oxide breakdown (Fig. 6-42b). Such a structure is layed out and tested to meet 
a specific ESD 1ransient reliability measure. Once it has been verified as functioning 
according to the design specifications, it can be connected to each chip signal 1/0 pad. 

6.7.1.3 Gate-Controlled Breakdown Structure. The elcc1ric field near 
the coroer of an MOS device's drain node is slrongest at the surface, since the depletion 
region is narrowest at this point85 and the entire voltage across the depletion region 
must be dropped over a very short distance. The fact that the gate voltage can increase 
the slrength of the eleclric field at the comer of the drain is the principle used in 
designing the gate-conlIOIJed breakdown slructure (Fig. 643). 

As the reverse-bias voltage applied to the drain is increased, the gate-to-drain voltage 
also increases (note that the gate is tied to ground). Because the presence of the gate 
reduces the breakdown voltage of the junction near the comer of the drain, a relatively 
small voltage can cause the junction to break down at this point. At breakdown, the 
junction conducts a large current; in this device, the current flows from the drain to the 
subslrate. The actual input voltage at which breakdown occurs can be conlrolled by 
altering the oxide thickness. This produces a large voltage drop across the relatively 
high resistance of the diffusion area, reducing the voltage applied to the gate of the 
MOSFET. 

Such slructures were the workhorses of ESD protection devices. It has been found, 
however, that processing enhancements that increase the device performance of small­
dimension devices sometimes have a negative impact on the failure resistance of the 
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Fig. 6-43 (a) Cross-section. and (b) layout of a thick-oxide metal-gate device for node-to• 
substrate breakdown and input-pad protcction.122 F,om T. E. Dillinger, VLSI Engineering. 
Copyright Prentice-Hall. 1988. Reprinted with permission. 

ESD protective devices. Specifically, silicidcd source/drain regions and LDD structures 
can degrade the ESD performance of the gate-controlled breakdown structures so that the 
voltage at which these devices themselves fail is reduced from 4 kV to 1 kV.86,87 As a 
result, ESD protection structures can be rendered largely ineffective by the silicidcd 
regions, or else the circuits can be caused to fail by ESD in new failure modes as a 
result of the addition of performance-enhancement features.86,88 

6.7.1.4 pnpn-Dlode ESD Protection for Advanced CMOS Circuits. 
Even as devices are made smaller, a fixed minimum volume of silicon must always be 
used to dissipate the power associated with the current flowing through the protective 
devices to ground. If the power is dissipated in too small a volume of silicon, the 
silicon can be heated beyond its melting point; this can destroy the device, even if the 
circuit-protection device is operating properly. As a result, a minimum unsealable area 
(Fig. 644) will be required in order for the same degree of protection to be maintained 
through each generation of scaled technology _68.89 

Effective protection of VLSI must be provided for both automated and human 
handling. ESD from a machine is typically modeled as a high-voltage (4-kV), short• 
duration pulse (i.e., the EIAJ machine model [MM] test method), while ESD from a 
human operator is usually modeled as a longer, lower-voltage (300-V) but higher­
current pulse (e.g., the Mil. Std. human body model [ HBM] test method). Thus, if the 
gate-controlled breakdown structure itself fails at I kV, it ceases to provide protection 
against HBM ESD.87 

To solve this problem on the inputs of a CMOS chip, it has been proposed that the 
parasitic lateral pnpn structure inherent in all CMOS circuits be exploited (Fig. 6-45a) 
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Fig. 6~44 Wunsch and Bell power curves for silicon melt, aluminum melt. and silicon melt 
for nonuniform current dcnsity.89 (© 1968 IEEE). 

as an ESD structure (see section 6.4). Such a structure - which is deliberately 
configured to latch up at a voltage lower than that required to damage the input MOS 
gate oxide - is built into each input circuit on the chip (DJ in Fig. 6-45b). Thus, this 
parasitic pnpn structure serves as the primary ESD structure of the input circuit by 

al 
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Fig. 6~45 (a) Lateral pnpn input protection structure showing parasitic and increased area 

at n-wcll and p-wcll junction resulting in lower power density. (b) Input-protection circuit 
showing primary protection clemcnL') Rl and Dl and secondary protection clemcnl<; R2 and 
D2. (c) Representation of dual*diodc output circuit cross section. Effectiveness depends on 

parasitic diode impedance as well as capacitance between supplies. (d) Cross section of MOS 
thin-oxide device showing current density at silicide and sf Heon interface. 8? (© 1979 IEEE). 
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providing a low-impedance path when it is turned on. It also offers increased area for 
power dissipation. Secondary ESD structures, however, must also be used on each 
input circuit (e.g., D2 and R2 in Fig. 645b) to provide effective protection until DJ 
achieves its low-impedance conducting state. 

On the outputs of the chip, the parasitic diodes that exist in the CMOS output circuit 
are used to provide ESD protection, much as described in section 6.7.1.1 (Fig. 645c).87 

Such dual-diode CMOS outputs have proved to be effective when the resistance of the 
parasitic diode in the p-channel device is minimized and the failure threshold of the n­
channel device is maximized. As shown in Fig. 645d, the stress current density in the 
diode of the silicidcd n-channel device is very nonuniform due to the silicided 
source/drain regions. As a result, the diode can fail if too high a current density passes 
through only a small fraction of the area of the silicided contact. 

6.7.2 Power-Supply Voltage Levels for Future CMOS 

As MOS has evolved, device scaling has been practiced to increase the speed and packing 
density of MOS ICs. Although scaling of the electric field to maintain a constant 
electric field (CE) would have promoted both high performance and high reliability, in 
practice a constant voltage (CV) has been maintained in order to maintain TTL 
compatibility and produce higher circuit performance. Such nonscaling of the voltage 
leads to reliability problems, caused by hot-electron effects and oxide breakdown. 
Scaling of the power supply voltage is thus desirable. M. Kakamu has calculated the 
optimum power-supply voltage as a function of shrinking line width, and has shown 
that this voltage can be scaled down in proportion to the square root of the design-rule 
shrinkage without sacrificing circuit performance.90 The relationships given between 
the supply voltage and the design rule are 

Voo = 6.1 x ( L /2 )112 (for conventional drain structures) ( 6 - 9) 

and 

Voo = 8.2 x ( L /2)1f2 (for LDD structures) (6-10) 

where L (µm) is the design rule and Voo is the power-supply voltage (volts). These 
equations predict that at dimensions of 0.6 µm, the power supply voltage will have to 
be reduced lo 3.3 V in order for reliable device operation and circuit performance IO be 
maintained if conventional drain structures are used. On the other hand, if LDD 
structures are used, it is predicted that Von = 5 V will still be feasible for 0.7-µm 
dimensions. A recent report indicates that these equations may be slightly pessimistic, 
in that MOSFETs with gate lengths of 0.6 µm that operate from a 5-V supply have 
been successfully fabricatect.102 Through optimization of the LDD structures of these 
devices, a lifetime of more than IO years in the face of hot-carrier degradation effects, is 
predicted. 
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6.7.3 Low-Temperature CMOS 

Since it is possible to build MOS devices with minimum dimensions of less than 0.5 
µm, low-temperature operation of CMOS (e.g., at 77°K) has been actively investigated. 
At low temperatures, the MOS devices exhibit lower subthreshold leakage, higher carrier 
mobility (which yields improved speed performance), and a steeper logarithmic current­
voltage slope. It has been found that the normalized propagation delay in CMOS logic 
gates is reduced by a factor of nearly 2 or 3 when the devices are operated at 
77°K.91,92,93,94 The major reason for the slow commercial introduction of such 
systems has been the difficulty associated with liquid-nitrogen refrigeration. 

6.7.4 Three-Dimensional CMOS 

Since the limits of two-dimensional CMOS may soon be approached, a logical direction 
for continued advances in device sealing is three-dimensional devices. CMOS is well­
suited for 3-D integration, since low-power circuits will be mandatory in order for heat 
dissipation problems to be avoided. The 3-D approach will offer the benefits of 
increased packing density and higher speeds (due to shorter interconnects). 

The inability to fabricate single-crystal silicon over insulating layers, however, ha, 
historically been an obstacle to the implementation of 3-D !Cs. Recent advances in SOI 
technologies show promise of being able to surmount this obstacle and much work is 
currently being done to develop 3-D CMOs.95 
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PROBLEMS 

6.1 An n~wc11 CMOS process starts with a substrate doping of 3xl015 cm"3. The well doping 
g near the surface is approximately constant at a level of 3xl016 cm·3, The gate oxide 
thicknesses arc both 40 run. (a) Calculate the threshold voltages of the n~ and µ~channel 
transistors. (b) Calculate the boron doses needed to shift the NMOS threshold to +1 V and the 
PMOS threshold to -1 V. Assume that the threshold shifts are achieved through shallow ion 
impl<mtations. Neglect oxide charge. 

6.2 In a p~well CMOS technology, the n~substratc has a doping concentration of lxl015 

cm<3, and the p~wcll concentration is 5xl016 cm-3. Calculate the source/drain junction 
capacitances and body-effect coefficients for both n- and p-channc1 MOSFETs assuming the 
gate oxide is 20 nm thick in both devices. 

6.3 In an n-wcll CMOSS process, specify the necessary masking sequence in correct order 
and also state the number of masks needed a process that uses both a double-poly and double­
level metal process. 

6.4 A CMOS inverter is driven with a square wave voltage source with a period of 1 J,ts. The 
power supply voltage, VDD ~ +12 V and the load capacitance CL is 20 pF. Find the power 
dissipated by the inverter. 
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6.5 If an LDD structure is needed for botl1 n- andp-channcl MOSFETs in a submicron CMOS 
process, list the CMOS masking sequence and associated major processing steps. If the 
doping concentration of the p· LDD is an order of magnitude larger than tlrnt of the n· LDD, 
can any of these steps be omitted? 

6.6 Comparing a retrograde well CMOS process to a conventional well CMOS process, what 
is the most important difference in the two process sequences and in the completed device 
structures? How do these differences impact the device isolation? 

6.7 In a (p+ diffusion)- (nwwcll)~(p-on-p+ substrate) structure, the n~well is uniformly doped 
at lx1016 cm~3 and is 1 µm deep, the p-cpi thickness is 4 µm and is uniformly doped at lx1015 

cm·3, and the p+ diffusion is 0.4 µm deep. If a substrate bias generator is needed and the p+ 

diffusion and n~well arc both biased at 5 V, what is the maximum (in absolute value) substrate 
voltage that can be applied before punchthrough occurs? 

6.8 Explain why using a lightly doped epitaxial layer on a heavily doped subslrate is one of 
the most effective ways to increase latchup resistance. Why is a thinner epi even more 
helpful and what limits the continuous scaling of epi thickness? 

6.9 For an n"we11 CMOS structure, draw a Jumped equivalent circuit model of the parasitic 
device structures that give rise to latchup and derive the conditions for latchup to occur. 

6. l O Explain why latch up cannot be sustained if the holding voltage is greater than the 
supply voltage. What is the most effective technique for increasing the holding voltage? 

6.11 If the n+ "to-n~well spacing is 3 µm, the n~well depth is 1.3 µm, and the p+ diffusion 
depth is 0.3 µm, estimate the minimum pulse width needed to trigger latchup. 

6.12 In an n-well CMOS structure the well depth is 1 µm and the well concentration lxl016 

cm·3. The p+ diffusion is 0.3 µm deep and it is doped at lx1019 cm·3. Estimate the vertical 
pnp transistor common-emitter current gain(~) using om~•dimensional analysis. (Hint: You 

will need to calculate the minority~carricr diffusion length in the base of the transistor, and 
compare this with the base width in order to estimate O'., which can then be used to find ~-) 
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CHAPTER 8 

SEMICONDUCTOR MEMORY 

PROCESS INTEGRATION 

Memories store digital information (or data) in terms of bits, or binary digits (ones or 
zeros). Modem digital systems use memory devices to store and retrieve large quantities 
of digital data at electronic speeds. Early digital computers used magnetic-cores as the 
devices in fast-access memories. With the in1roduction of semiconductor memory chips 
in late 1960s, however, magnetic cores began to be replaced by integrated circuits 
(which implemented a much higher-density digital-memory function). This not only 
increased the performance capabilities of the memory, but also drastically decreased its 
cost. By the end of the 1970s, magnetic-core memories had been completely displaced 
as high-speed memory devices. 

8.1 TERMINOLOGY OF SEMICONDUCTOR MEMORIES 

Memory capacities in digital systems are usually expressed in terms of bits, since a 
separate storage device or circuit is used to store cnch bit of data. Each storage clement 
is referred to as a cell. Memory capacities arc also sometimes stated in terms of bytes 
(8 or 9 bits) or words (32 - 80 bits). Each byte typically represents an alphanumeric 
character. Every bit, byte or word is stored in a particular location, identified by a 
unique numeric address, and only a single bit, byte, or word is stored or retrieved during 
each cycle of memory operation. 

Memory-storage capability is expressed in units of kilobits and megabits (or 
kilobytes and megabytes). Since memory addressing is based on binary codes, capacities 
that arc integral powers of 2 arc typically used. As a result, a memory device with a 
1-kbit capacity can actually store 1,024 bits, and a 64-kbit device can store 65,536 bits. 

In digital computers, the number of memory bits is usually 100 to 1000 times 
greater than the number of logic gates, which implies that the memory cost per bit 
must be kept very low. In addition, it is desirable for the memory devices to be as 
small as possible (since this will allow the highest density of cells on a chip), to 
operate at a high speed, to have a small power consumption, and to operate reliably. 

567 
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Memory cells could be designed to possess a set of characteristics close to those of 
an ideal digital-logic-element. Such an ideal cell would be able to 

1. perfonn the desired logic function; 

2. robustly quantize the signal levels of the stored data; 

3. exhibit a high degree of input-output isolation and fan-out; and 

4. regenerate the stored logic-levels. 

However, to enable each memory cell to possess all of these attributes would require 
the use of a complex circuit to implement each cell. Memory-cell design therefore 
involves trading off most of the desired properties of digital-logic devices in order to 
achieve a cell that is as simple and compact as possible. Consequently, the cell itself is 
not capable of outputting digital data in an electrical form compatible with the 
requirements of tl1e remainder of Ilic system. To restore the electrical characteristics of 
the cell's outputted data to adequate values, properly designed peripheral circuits (e.g., 
sense amplifiers, memory registers, and output drivers) are necessary. These circuits are 
designed to be shared by many memory cells. The trade-off thus made is that of a less­
robust output signal from the cell, in exchange for a simple, compact memory cell 
design (consisting of only I to 6 transistors). 

8.1.1 Random-Access and Read-Only Memories 
(RAMs and ROMS) 

The most flexible digital memories are those that allow for data storage (or writing) as 
well as data retrieval (or reading). Memories in which both of these functions can be 
rapidly and easily performed, and whose cells can be accessed in random order 
(independent of their physical locations), are referred to as random-access memories 
(RAMs). Read-only memories (ROMs) arc those in which only the read operation can 
be perfonned rapidly (although ROMs are generally configured so that their cells arc 
also randomly accessible, and data can be entered into them). Entering data into a 
ROM, however, is referred to as programming the ROM, to emphasize that this 
operation is much slower than the writing operation used in RAMs. 

8.1.2 Semiconductor-Memory Architecture 

The organization of large semiconductor memories is shown in simplified form in 
Fig. 8-1.1 The storage cells of the memory are arranged in an array consisting of 
horizontal rows and vertical columns. Each cell shares electrical connections with all 
the other cells in its row, and column. The horizontal lines connected to all the cells in 
the row are called word lines, and the vertical lines (along which data llows into and out 
of the cells) are called bit lines. Each cell therefore has a unique memory location, or 
address, which can be accessed at random through selection of the appropriate word and 
bit line. (Some memories arc designed so that four or eight cells arc accessed 
simultaneously.) Thus, in semiconductor memories such as that shown in Fig. 8-1, 
any cell can be accessed in random order, at a fixed rate, for the purpose of either reading 
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or writing data. The array configuration of semiconductor memories lends itself well to 
the regular, structured designs favored in VLSI. 

There are also a number of important circuits at the periphery of the array. The first 
such peripheral circuit is the address decoder. Two of these are used on each chip~ one 
for the word lines, the other for the bit lines. These circuits allow a large number of 
word and bit lines to be accessed with the fewest number of address lines. Address 
decoders for this purpose have 2n output lines, with a different one selected for each 
different n•bit input code. In later generations of memory circuits, address multiplexing 
was integrated on some memory chips to reduce the number of address pins by half. 
(Note that the address decoder was the first peripheral logic-circuit to be built on the 
memory chip). 

The read/write control circuitry shown in Fig. 8· l determines whether data is to be 
written into or read from the memory. Because such circuits also amplify ,and buffer the 
data signals retrieved from the cells, one of the important circuits in this subsystem is 
the sense amplifier. In dynamic memories that need periodic data refreshing, refresh 
circuitry may also be provided. 
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Note that most RAMs have only one input-data lead and one output-data lead (or 
only one combined input/output lead). Writing into and reading from such RAMs is 
done one bit at a time. Other RAMs have a number of input- and output-data leads, 
with the number determined by the word length of the system's data bus. ROMs, on 
the other hand, arc typically organized so that the number of output-data leads (usually 
eight) is the same as the number of lines on the data bus. ROMs are programmed word 
by word (i.e., eight bits, or one byte, at a time) and arc read from in the same manner. 

8.1.3 Semiconductor-Memory Types 

In semiconductor RAMs, information is stored on each cell either through the charging 
of a capacitor or the setting of the state of a bistable flip-flop circuit. With either 
method, the infoonation on the cell is destroyed if the power is interrupted. Such 
memories arc therefore referred to as volatile memories. When charge on a capacitor is 
used to store data in a semiconductor-RAM cell, the charge needs to be periodically 
refreshed, since leakage current, will remove it in a few milliseconds. Hence, volatile 
memories based on this storage mechanism arc known as dynamic RAMs, or DRAMs. 

If the data is stored (i.e., written into the memory) by setting tl1e state of a flip-flop, 
it will be retained as long as power is connected to the cell (and no other write signals 
arc received). RAMs fabricated with such cells arc known as static RAMs, or SRAMs. 
Volatile RAMs can be treated as nonvolatile if they are provided with battery backup. 
Some DRAM and SRAM chips arc even packaged together with a battery to facilitate 
implementation of this approach. 

It is often desirable to use memory devices that will retain information even when 
the power is temporarily interrupted (or when the device is left without applied power 
for indefinite periods). Magnetic media offer such nonvolatile-memory storage. In 
addition, a variety of semiconductor memories have been developed with this 
characteristic. At present, virtually all such nonvolatile memories arc ROMs. While 
data can be entered into these memories, the programming procedure varies from one 
type of ROM to the other (and none of them can be considered to be RAMs). 

The first group of nonvolatile memories consists of those ROMs in which data is 
entered during manufacturing, and cannot subsequently be altered by the user. These 
devices arc known as masked ROMs (or simply ROMs). The next category consists of 
memories whose data can be entered by the user (user-programmable ROMs). In the 
first example of this type, known as a programmable ROM, or PROM, data can be 
entered into the device only once. 

In the remaining ROM types, data can be erased as well as entered. In one class of 
erasable ROMs, the cells must be exposed to a strong ultraviolet light in order for 
stored data to be erased. These ROMs are called erasable-programmable ROMs, or 
EPROMs. In the final type, data can be electrically erased as well as entered into the 
device; these are referred to as EEPROMs. The time needed to enter data into both 
EPROMs and EEPROMs is much longer than the time required for the write operation 
in a RAM. As a result, none of the ROM types can at present be classified as fully 
functional RAM devices. 
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A few nonvolatile RAMs have been developed, but these have not yet reached the 
state of development at which they can be considered an important class of 
semiconductor memory. 

8.1.4 Read-Access and Cycle Times in Memories 

The two principal time-dependent performance characteristics of a memory are the read­
access time and the cycle time. The first is the propagation delay from the time when 
the address is presented to the memory chip until data slDred at that address is available 
at the memory output. The cycle time is the minimum time that must be allowed after 
the initiation of a read operation (or a write operation, in a RAM) before another read 
operation can be initiated. The minimum cycle times for reading and writing in a RAM 
are not necessarily equal, but for simplicity of design most systems employ a single 
minimum cycle time. For semiconductor RAMs, the read-access time is typically 
50 - 90% of the read-cycle time. 

8.1.5 Recently Introduced On-Chip Peripheral Circuits 

Additional peripheral circuits have recently been added to the basic memory­
organization structure shown in Fig. 8-1. These circuits serve mainly to improve the 
manufacturability and testability of the chips. Those designed to increase manufactura­
bility include redundancy circuits and error-correction circuits. Redundancy circuits allow 
some defective chips to be salvaged, while self-testing circuits reduce testing time. 

Redundancy allows a defective row or column of cells to be replaced with a spare. 
Replacement techniques include the use of electrically or laser-blown fuses, or of one­
time-programmable memory cells (which control on-chip multiplexers that switch in 
spare rows or columns). Redundancy measures typically improve manufacturing yields 
by fac1Drs of between 1.5 and 5. 

Error-detection and correction techniques involve the addition of parity bits ID allow 
the system to detect bad data, as well as circuitry ID accomplish parity checking and 
error correction. This imposes an area penalty: for example, if one parity bit is added to 
each byte, the size of a 32k x 8k chip would be increased to 32k x 9k. If a failure is 
detected during programming, the parity bits can be sacrificed to act as a spare bit field 
for byte-wide applications. In DRAM designs, the use of error-correction coding (ECC) 
requires another 27% of memory cells. Because the ECC approach corrects soft errors as 
well as hard errors, the problem of soft errors can be reduced for the life of the product. 

8.1.6 logic-Memory Circuits 

Special-purpose circuits that combine logic and memory on the same chip have recently 
been introduced. These fall inlD two categories: (I) memories that have some additional 
logic capabilities (logic-in-memory circuits, or special-application RAMs): and (2) logic 
circuits that contain some memory capability (memory-in-logic circuits). 
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A number of different special-application RAMs have been developed, including 
video RAMs (VRAMs) and multiport SRAMs.45 Video RAMs are DRAMs designed 
to support the high-capacity requirements of frnme buffers and display memories found 
in graphics tenninals and systems. They have two input/output ports - one for random 
access (as in conventional RAMs), and one for serial-access. The serial port accesses 
the memory sequentially and perfonns the various serialization tasks necessary to drive 
cathode-ray tubes or other serial-data devices. The fast serial-readout-rate also enables 
quick refreshing of the graphics screen. The random-access port is driven by a graphics 
processor and is used to build the screens of displayed data (i.e., the random-access 
capability allows real-time updating of pictures). 

Multiport SRAMs arc being offered for use in multiprocessor systems. For example, 
dual-port SRAMs arc becoming widely used to allow two independent logic circuits to 
simultaneously access one memory in a read and write mode. The two circuits can thus 
communicate with each other by passing data through the common memory. (Two 
processor-containing components of a digital system might be a CPU and a disk 
controller, or two processors working on two related but different tasks.) The use of the 
dual-port memory would eliminate the need for any special data-communication 
hardware. 

Many applications for memory-in-logic circuit; have also been envisioned, but these 
have only begun to be implemented. Some manufacturers of application-specific 
circuits (AS!Cs) do offer large memory blocks as part of prefabricated gate arrays, as 
well as increasingly larger memory blocks in their standard-cell libraries. Other, more 
advanced circuits are sLill being developed. For instance, more extensive use of memory 
will be needed in image processing and coder-decoder (CODEC) ULSI circuits. Image 
processing systems will b0 greatly enhanced when a processor is available with a 
memory of at least 2 Mbits that can store a frame of a picture. Similarly, CODECs 
used to move pictures could use such an image processor with an on-chip memory for 
data compaction. Finally, microprocessor chips are being built with on-board memories. 
(For example, the Intel 486 µP contains cache memory on the chip, which consumes 
-40% of the chip area.) Even more memory integration might allow for an on-chip 
memory hierarchy. Products that could use such circuits include point-of-sale terminals, 
smart cards, and telecommunications circuits. 

8.2 STATIC RANDOM-ACCESS MEMORIES (SRAMS) 

SRAMs, the first type of semiconductor memory to be implemented, are referred to as 
static memories because they do not require periodic refresh signals in order to retain 
their stored data. The bit state in an SRAM is stored in a pair of cross-coupled inverwrs, 
which fonn a circuit known as a flip-flop. The voltage on each of the two outputs of a 
flip-flop circuit is stable at only one of two possible voltage levels, because the 
operation of the circuit forces one output to a high potential, and the other to a low 
potential. The memory logic state of the cell is detcnnined by whichever of the two 
inverter outputs is high. Flip-flops maintain a given state for as long as the circuit 
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receives power, but they can be made to undergo a change in state (i.e., to flip), through 
the application of a trigger voltage of sufficient magnitude and duration to the 
appropriate input. Once the circuit has settled into its new stable state, the trigger 
voltage can be removed. SRAM cells can be implemented in NMOS (Fig. 8-2a), 
CMOS (Fig. 8-2b), bipolar (Fig. 8-2c), or BiCMOS technologies. 

The chief disadvantage of an SRAM cell is that it consists of at least six devices, as 
compared to only two for the dynamic-memory cell. Thus, even when the same set of 
design rules is used, an SRAM chip cannot be built with as many cells as a DRAM 
chip (as is illustrated in Figs. 8-3a and 8-3b). 

On the other hand, SRAMs are the fastest semiconductor memories. Their speed is 
derived from the self-restoring nature of the flip-llop and the static peripheral circuits of 
the memory chip. Bipolar SRAMs are the fastest of all, and MOS SRAMs arc the 
fastest among MOS memories. Bipolar SRAMs, however, dissipate much more power 
than CMOS SRAMs (e.g., 0.l-to-1.0 mW/bit versus ~25 µW/bit). 
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Fig. 8-2 Circuit schematic of (a) NMOS SRAM cell, (b) CMOS SRAM cell. (c) Bipolar 
SRAM cell. 1 From D. A. Hodges and H, G. Jackson, Analysis and Design of Digital 

Integrated Circuits, Copyright, 1983 McGraw~Hill Book Co. Reprinted with permission. 
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and EPROM ceJJs.3 (© 1988 IEEE). (b) Level of integration of semiconductor memories 
which have been presented at the IEEE lmernational Solid*Stale Circuits Conference versus 
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SRAMs are also characterized by their inpul/output (l/O) capability: one group has a 
TTL 1/0 capability, while the other has an ECL 1/0 capability (see chap. 7, section 
7.2.2 for a comparison of TTL and ECL 1/0 signals). For the past several generations, 
high-speed CMOS technologies have been used to build TTL 1/0 SRAMs, while ECL 
I/O SRAMs have been implemented using bipolar technology. This is changing, since 
BiCMOS technology has begun to be used to fabricate both TTL and ECL 1/0 SRAMs. 
For example, 256-kbit ECL 1/0 SRAMs with 15-ns access times were commercially 
introduced in 1989, and 1-Mbit devices are expected shortly. TTL-I/O BiCMOS 
SRAMs are challenging incumbent CMOS and bipolar devices and already offer higher 
performance than all but the best of the CMOS SRAMs. 

As SRAMs have evolved, they have undergone an increase in density. Most of this 
has been due to the use of smaller line widths (e.g., the 4-kbit MOS SRAM used 5-µm 
lines, while the 16-kbit, 64-kbit, 256-kbit, and 1-Mbit SRAMs were built with 3.0-
µm, 2.0-µm, 1.2-µm, and 0.8-µm lines, respectively). The remainder of the density 
increase has been due to improvements in process technology, novel cell designs, and 
circuit innovations.2 
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Figure 8-2 indicates that one word line and two bit lines are connected to each 
SRAM cell: consequently two access transistors are also provided in each cell. In 
principle, it should be possible to achieve all memory functions using only one column 
line, one bit line, and one access transistor. In practice, however, normal variations in 
device parameters and operating conditions, make it difficult (or impossible) to obtain 
reliable operation at maximum speed using a single access-line to flip-flop cells. 
Therefore, the symmetrical bit lines (bit O and bit 1), are necessary. In a matrix of 
memory cells, each pair of bit-0 and bit-I Jines is shared by all memory cells in each 
column, and each word line is shared by all memory cells in each row. 

8.2.1 MOS SRAMs 

MOS SRAMs can be fabricated in either NMOS and CMOS, with early MOS SRAMs 
implemented in the former (Fig. 8-2a depicts a schematic diagram of an NMOS-SRAM 
cell). The load devices, M5 and M6, are depletion-mode NMOS transistors; ,the driver 
transistors, M1 and M2, and the access transistors, M3 and M4, are enhancement-mode 
NMOS transistors. The fully static CMOS SRAM (full-CMOS) cell shown in Fig. 
8-2b was developed next. In this cell, the load devices arc PMOS enhancement-mode 
transistors, while the other four transistors are enhancement-mode NMOS devices. 
Finally, a four-transistor SRAM cell was developed, with high-valued polysilicon 
resistors used as the load devices (poly-load cell). Since all the transistors in this cell 
are NMOS devices, the cells can be built in CMOS p-wells. When an array of such 
poly-load cells was fabricated in a p-well and combined with full-CMOS peripheral 
circuits, the resulting SRAMs demonstrated a significant decrease in power 
consumption compared to NMOS SRAMs (since most of the power in an SRAM is 
dissipated in the peripheral circuits, such as the off-chip drivers). These SRAMs also 
displayed a higher packing density than did SRAMs built with fully static CMOS 
cells.4 

The full-CMOS cells dissipate less power than do the other types of MOS SRAM 
cells when in the standby mode of operation (i.e., when the cell is not being written 
into or read from). In the other types of cells, one inverter is always ON, and hence 
significant current is drawn from Yoo (much more, of course, in the six-transistor 
NMOS cell). In the full-CMOS cell, however, one transistor in each of the coupled 
inverters is OFF; thus, only junction-leakage current is drawn from VDD· This current 
is approximately three orders of magnitude less than that drawn by the poly-load ccll,5 

demonstrating that very little power is dissipated in the full-CMOS cell. In addition, 
the stability of the full-CMOS cell is high, since higher alpha-particle immunity and 
smaller junction leakage sensitivity is exhibited. The insensitivity to leakage allows 
operation at higher temperatures. Fully static CMOS SRAMs have been exploited as 
low-power, battery-backed memory devices in battery-operated consumer goods and 
portable office equipment. 

The isolation of n-channel from p-channel devices means that the full-CMOS cell 
generally requires a larger area than docs the poly-load cell. Furthermore, in order to 
establish contacts from the drain regions of the p-channel devices to those of the 
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n-channel devices (as well as to then+ polysilicon-gatc materials), the metal layer must 
be used. In four-transistor/poly cells, !here are no p-channel devices; so non-channel­
to-p-channel isolation is needed in !he memory array of !he chip. Buried contacts which 
take up less space can also be used to connect the drains of the access transistors and !he 
gate of driver-transistors. Since it is also more costly to manufacture SRAMs with 
full-CMOS cells, four-transistor/poly-load cells have been used in !he design of most 
high-density CMOS SRAMs. By 1989, 1-Mbit CMOS SRAMs were being offered 
commercially. 

Alternative cell structures have also been investigated as a way to increase !he density 
of SRAMs. One such approach is to stack the transistors on top of one another. For 
example, !he full-CMOS cell can be built with the active p-channel transistor load 
stacked above then-channel devices. The second layer of transistors can be fabricated on 
recrystallized silicon12 or built using a hydrogen-passivated polysilicon transistor.1 3 

Although the processing techniques needed to fabricate such three-dimensional stacked 
structures arc complex and difficult to control, these devices will become more attractive 
as the need to form higher-density structures becomes greater. 

A novel SRAM cell based on !he reverse base current of a bipolar transistor and 
consisting of only one bipolar transistor and one MOS transistor was described by 
Salrni ct aI. 14 Such a compact cell would allow SRAMs to be built with !he same 
densities as DRAMs. 

8.2.1.1 Circuit Operation of MOS SRAM Cells. NMOS and CMOS 
SRAM cells all exhibit the same basic circuit behavior (Figs. 8-2a and b). When 
writing or reading data in such a cell is desired, the word line of !he cell (which is held 
low in the standby state) is raised to VDD (e.g., +5 V). This causes !he enhancement­
mode NMOS access transistors M3 and M4 to be turned ON. Writing is perfonned by 
forcing one of !he bit lines low (e.g., close to O V), while maintaining !he other at its 
standby value (about 3 V). For example, to write a J, !he bit-0 line must be forced 
low.* 

When !his occurs, M 1 turns OFF and its drain voltage rises due to !he currents 
flowing through Ms and M3. When M2 has been turned ON, !he bit line can be 
returned to iis standby level, leaving the cell in !he state of storing a J. (The operation 
of writing a O is complementary to !hat just described). 

For reading a J, the bit lines must both be biased at about 3 V. When the cell is 
selected, current flows through M4 and M2 to ground and through Ms and M3 to !he bit 
J line. The gate voltage of M2 docs not fall below 3 V, so M2 remains ON. The 
voltage of the bit-0 line is thus reduced to less than 3 V, while the voltage of the bit-J 
line is pulled up above 3 V, since M1 is OFF but Ms is ON. As a result, a differential 
output signal exists between the bit-0 and bit-I lines. This signal is fed to the sense 
amplifier, which in SRAMs is a differential amplifier capable of providing rapid sen-

* The cell must be designed so that the conductance of tllc access transistor is several times 
larger than that of the load transistor (i.e., comparing M4 to M6), in order for the drain of Mz 
and the gate of Ml to be brought below VT,) 
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sing. Consequently, one of the bit lines needs to be only slightly discharged in order to 
generate a differential input signal large enough to drive the sense amplifier. To avoid a 
change in the state of the cell during reading, however, it is necessary for the 
conductance of Mz to be around three times as large as that of M4 so that the drain 
voltage does not rise ahove VT. (The operation of reading a O is complementary to the 
one just described). 

Among the most important factors limiting the maximum speed of MOS SRAMs 
are the delay associated with signal propagation through address buffers and decoders 
(which gets longer as the number of inputs and outputs increases), and the delay 
associated with the charging and discharging of the word and bit lines (which increases 
as the RC product of the word- and bit-line structures increases). 

Bit-lines are typically formed in metal (Al), and hence their resistance is not a 
significant limitation. Word-lines, however, are normally implemented with polysilicon 
or polycide, so their higher resistance is considerably larger than that of the bit-lines. 
This then becomes one factor that limits SRAM speed. The parasitic capacitance of the 
word- and bit-line structures themselves, combined with the many paralleled access 
transistors (which are connected to each word and bit line), results in a large equivalent 
lumped capacitance on each of these lines. 

Finally, there is a delay associated with the signal propagation through the sense­
amplifier and data-output circuits. Considerable effort has been expended to develop 
high-speed sense amplifiers for SRAMs. In addition, a circuit technique known as 
address-transition detection (ATD) has also been used to speed up sensing in MOS 
SRAMs. In this technique, the bit lines are equilibrated upon detection of a change in 
the address input. (Sense-amplifier design, and the details of A TD arc discussed in texts 
on VLSI circuit design, and so will not be further described here. 

8.2.1.2 SAAM Cell Layout and Processing Issues. For maximum 
density to be achieved in a memory device, the cells must be be laid out in as small a 
size as possible. The size is determined by the cell's topology and by the desigo rules of 
the IC fabrication technology. A completed layout design represents the outcome of 
years of development, and a great deal of design experience. Figures 84a, 4b, and 4c arc 
examples of SRAM-cell designs for a six-transistor NMOS SRAM cell,6 a poly-load 
cell, 8 and an advanced full-CMOS ceU,7 respectively. These cell layouts also reflect 
some of the process enhancements that have made possible the improvements in SRAM 
performance, speed, and density. 

Table 8-1 shows the evolution of the MOS SRAM; shrinking line widths and a 
variety of process enhancements can be seen to have been primarily responsible for the 
density and performance improvements. Figure 8-5 presents the same information 
graphically. The process enhancements are summarized in the following paragraphs 
describing the cells used in 1-Mbit SRAMs. 

Several 1-Mbit CMOS SRAMs based on the poly-load cell were described in detail 
in the IEEE Journal of So/id-State Circuits (October, 1988), and a 4-Mbit SRAM 
(October, 1989).109 The access time of these devices ranges from 7.5 to 18 ns 
(although the access times of commercially available 1-Mbit SRAMs in 1989 were 
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Fig. 8-4 (a) Schematic and layout of NMOS SRAM eell.6 After R. Hunt, "Memory Design 
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Copyright 1981, John Wiley & Sons. Reprinted with permission. (b) Schematic and layout 
of poly load SRAM cen.8 (© 1988 IEEE). 

I 
being given as 25-120 ns).32 From the layout of the 7.5-ns CMOS SRAM cell (Fig. 
8-4b), it can be seen that a double-polysilicon, double-level metal process is used, and 
that the cell area is 66 µm2 (6.0 x 11 µm). The first level of polysilicon is a polycidc 
structure, which is used for the V ss power line in the memory array as well as for the 
gates of the MOS transistors. The second poly layer is used to form both the high­
valued load resistors and the low-resistance V DD lines. The bit lines are formed in Metal 
1, and the word lines in Metal 2. A 0.8-µm twin well-CMOS process is used in which 
the channel lengths of then- and p-channel transistors are 0.8 and LO µm, respectively. 

Other advanced poly-load-based CMOS SRAM designs include such process 
enhancements as trench-isolation structures, triple-level polysilicon, self-aligned con-
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tacts, buried contacts, and spare rows and columns for redundancy, 
A 1-Mbit CMOS SRAM based on a full-CMOS cell was reported in the same issue 

of the IEEE Journal mentioned above (Fig. 8-4b).7 It has a longer access time (25 ns) 
but consumes only I µW of power in the standby mode. Its memory-cell size is 5x12 
µm, which implies that clever cell design and advanced processing techniques can 
produce fully static cells with sizes comparable to those of poly-load cells. (Note that 
the major reduction of cell area in such full-CMOS cells has been attributed to the use 
of a local interconnect laycrl08 - chap, 3, section 3,11.2. The local interconnect layer 
allows the two inverters of the cell to be cross coupled with only two contacts per cell 

Table 8-1. Evolution of MOS SRAM Technology 

Introduction Size Access Minimum Process 
Date (bits) Time Feature Size Enhancements 

1969 PMOS 256 bit Silicon Gate, CVD Oxide 
1972 NMOS lk 8 µrn Depletion-Mode Load 
1975 NMOS 4k 4 ns (1988) 5µm Ion-Implant VT Adjust 
1978 NMOS 16k 3µm Plasma Etching /Wafer Stepper 
1982 CMOS/NMOS 64k 15 ns 2µm Double-Poly 
1985 CMOS/NMOS 256k 25 ns (1988) L2µm Polycide/Poly, LDD Structures 
1988 CMOS/NMOS !M 25 ns (1988) 0.8 µm (Polycidc/Poly, Double-Metal, 

Full CMOS lM 25 ns (1988) Twin-Well, LDD Structures) 
1989 CMOS/NMOS !M 10 ns 

CMOS/NMOS 4M 25 ns 0.5 µm 3.3 V, Retrograde p-Well, 
BiCMOS l M 8 TIS 0.8 /lm 25 Mask Levels, Twin-Well 
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- compared to nine contacts in a cell implemented with double-level metal, but with no 
local interconnect level and thus the cell size can be made signigicantly smaller.) 

This SRAM is fabricated using a 14-mask process, and it employs a single level of 
polysilicon and two layers of metal. The poly layer is selectively doped p-type when it 
acts as the gate for PMOS devices, and n-type when it is a gate for NMOS devices. A 
silicide strap is also used to connect poly lines to diffused regions. Spare rows and 
columns arc included for redundancy. 

Another full-CMOS SRAM (256 kbits in size) has also been described.9 This 35-ns 
access-lime part uses TiN as a local-interconnect structure between gates and diffused 
regions, and 0.8-µm MOS devices. The 100-nm-thick TiN layer has a sheet resistance 
slightly lower than that of a 500-nm doped-poly layer (14 Q/sq vs. 20 Q/sq). The TiN 
makes contact to the TiSi2 layer that is formed on the surfaces of both the diffusion and 
gate regions. Since TiN is also an effective diffusion barrier, it prevents the phosphorus 
dopant in then+ polycide structure from diffusing and countcrdoping the diffused drain 
regions of the PMOS devices when a connection is formed between them. (The 
formation and properties of TiN as an interconnect and barrier material is discussed in 
greater detail in chap. 3). 

Several 4-Mbit CMOS SRAMs arc described in the October, 1989 issue of the IEEE 
Journal of Solid-State Circuits. The decrease in SRAM cell size as a function of 
minimum feature size is shown in Fig. 8-5. 
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Fig. 8-5 MOS SRAM cell size versus design rule history_ll6 (© 1986 IEEE). 
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8.2.1.3. High-Valued Polysillcon Load Resistors !or MOS SRAMs 
High-valued resistors are used as the load devices in the poly-load SRAM cell (Fig. 
8-2b). In order to minimize power consumption and yet maintain an optimum soft­
error rate, the load current of the cell is set to about 31 pA.15 Very high-valued load 
resistors must be used to obtain such small load currents. For example, it has been 
calculated that 164 GQ resistors must be used for 64-kbit and 256-kbit SRAMs, and 97 
GO resistors are needed for 1-Mbit and 4-Mbit SRAMs (Fig. 8-6a).15 Films made of 
materials with very high sheet resistances must be used to fabricate these load resistors 
to avoid the consumption of excessive area. 

Undoped polysilicon films exhibit high sheet-resistivity values, making them good 
candidates for fabricating such structures (Fig. 8-6b ). When undoped polysilicon films 
are implanted with arsenic in doses from -lxJ013/cm2 to lx!Q15/cm2, the sheet 
resistivity can be controlled from 104 0/sq up to about 1012 0/sq (Fig. 8-6c). Hence, 
to fabricate a high valued resistor (for example, a 97-GO resistor for a 1-Mbit SRAM 
cell), a polysilicon film with a sheet resistance of 26 GO/sq can be used. This sheet 
resistance can be obtained with an As implant dose of ~3xl01 3/cm2. The length of a 
97-GO resistor fabricated in such a 50-nm-thick, 1.2-µm-wide line of polysilicon would 
be4.0µm. 

Undoped polysilicon exhibits such high resistivity because some of the impurities in 
the films segregate to the grain boundaries and do not effectively produce free carriers. 
In addition, the grain-boundary regions trap some of the free carriers that are produced 
(see Vol. I, chap. 6). 

The I-V characteristics of the high-valued polysilicon resistors predicted by the 
trapping model of Lu et al. fit the experimental data fairly well if the resistor length is 
not 100 short.16 On the other hand, lateral diffusion from adjacent higher-doped regions 
in the poly can significantly alter the resistance value if such diffusion takes place over 
a large enough fraction of the resistor length. Because the potential energy barrier to 
diffusion along the grain boundaries is lower than that in the bulk (sec Vol. I, chap. 8), 
the rapid diffusion of impurities along grain boundaries can bring impurities to the 
lightly doped poly regions, even at relatively low temperatures. 

The effect just described can be important in the design of polysilicon-load SRAM 
cells. The resistors are normally formed in the second polysilicon layer, and the 
remainder of this layer is implanted with a much higher dose (so that it can serve as a 
low-resistance interconnect path). During this implant, the high-resistivity poly regions 
are covered with a mask to avoid impurity doping. The minimum size of the mask is 
limited by the effect of the lateral diffusion of impurities from the highly doped regions 
during the activation anneal of the polysilicon following ion implantation (e,g., 950°C 
for 30 min). Hence, a lower limit of about 3 µm was initially predicted for the length 
of such resistors. 

A technique for reducing the extent of the lateral diffusion by implanting the 
polysilicon with a very heavy dose of oxygen (~lxl022/cm3) has been reponect.1 7 

High-valued resistors can be fabricated with lengths as small as 0.8 µm (Fig. 8-6d). The 
oxygen apparently segregates to the grain boundaries, retarding the diffusion of the 
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Fig. 8~6 (a) Comparison of parameters about the load resistors in SRAM cells. (b) 
Schematic cross section of a polysilicon resistor. 

arsenic (and perhaps also increasing the potential barrier height by forming silicon­
oxygen bonds). 

The high sheet resistance of polysilicon-load resistors is also reduced by hydrogen 
diffusion into the polysilicon from plasma-deposited nitride passivation films. This 
was found to be controllable by sandwiching the polysilicon film with an LPCVD 
silicon-nitride film (which contains much less hydrogen than does plasma-deposited 
nitride; see Vol. 1, chap. 6)_ 19 
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Fig. 8~6 (c) Sheet resistance versus arsenic dnse for ion~implantcd polysilicon rcsistors.15 

(© 1985 IEEE). (d) Resistance versus nominal resistor length for oxygen-doped and undoped 
polysilicon resistors. Resistance is normalized to 1-µm width,17 (© 1987 IEEE). 

8.2.1.4 Soft Errors in SRAMs. SRAMs offer better resistance than DRAMs to 
both transient and total-dose mdiation, making them better suited for some military and 
space applications. Until recently, the soft-error rates of SRAMs (see section 8.3.4) 
were negligible compared to those of DRAMs. However, as geometries have been 
scaled down to produce circuits of greater density, alpha-particle-induced soft-error rates 
have also become a concern in SRAMs.33 Although p-well CMOS in itself raises the 
threshold against soft-error failures, the use of extra buried p-layers has also been 
explored as a way to reduce such errors by an additional three orders of magnitude.10 In 
addition, the full-CMOS cells exhibit less susceptibility than poly-load cells to single­
event upsets and soft errors. 

CMOS/SOS technology provides inherently harder parts than docs bulk CMOS, and 
SRAMs have thus been built in CMOS/SOS for such applications. A report detailing 
the causes of the increase in soft-error rates in densely packed SRAM cells is given in 
reference 11. Another report on the modeling of alpha-particle sensitivities of SRAMs 
indicates that state-of-the-art CMOS SRAMs from 64 kbits to 1 Mbit can be made to 
exhibit sufficient insensitivity to alpha particlcs.18 
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8.2.2 Bipolar and BiCMOS SRAMS 

Although MOS SRAMs have achieved much higher device densities on a chip, as well 
as lower cost and lower power per bit, bipolar SRAMs using emitter-coupled logic 
(ECL) technology are still faster. Hence, they are chiefly used in applications where 
highest-speed operation is required (e.g., in the cache memory of high-speed computers). 
ECL SRAMs are classified into tw~roups: high speed (7-15 ns access times), and 
ultra-high speed (<7 ns access time). The fastest 16-kbit bipolar SRAMs have access 
times of <4 ns,20 and a subnanosecond 5-kbit bipolar SRAM has been reported.21 ,31 

As noted earlier, such bipolar SRAMs exhibit an ECL l/0 capability. 
The emitter-coupled cell shown in Fig. 8-2c is the most widely used bipolar SRAM 

cell. The load devices affect both the current in the standby mode and the saturation 
conditions of the driver transistors. In addition, since these devices also determine the 
read/write current, they have a significant impact on the access time. In early bipolar 
SRAMs the load for the flip-flop was simply a resistor, which caused the driver 
transistors to saturate when accessed. In more recent high-speed ECL SRAMs, another 
cell (as shown in Fig. 8-7a), has been used that utilizes a pnp transistor as the load. 
The advantage of this is that it allows for a smaller cell size, since the transistors are 
fabricated in parasitic elements. However, because the loads still allow the driver 
transistors to saturate, SRAMs which use such cells cannot achieve ultra-high speeds. 
Hence, such cells arc used in medium-speed, high-density bipolar SRAMs.23 

In ultra-high-speed ECL cells, saturation is avoided through the use of a Schottky 
diode in combination with resistors (the so-called Schottky-barrier-diode, {SBDJ 
switched-load-resistor cell; Fig. 8-7b.22 The load-resistance value in this cell is high 
during standby and low when active, making the current during standby about one­
thousandth of that drawn by the cell during reading and writing. 

Although this cell was invented quite some time ago, it did not gain wide acceptance 
because of its low density. Recent cell designs that incorporate trench isolation (to 
allow closer spacing of the transistors) and two levels of polysilicon (one for the 
interconnections and the other for the resistors) have allowed cells ahout half the size of 
conventional SBD cells to be realized. c • c 

·rey;~ 
(a) lb) 

Fig. 8~7 Equivalent#circuit diagrams and cross~scctional views of (a) switched-load memory 
cell, and (b) cross-coupled pnp load cell.2 (© 1986 IEEE). 
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In ultra-high-speed SRAMs, the Schottky diode speeds the switching response and 
increases the soft-error immunity by sustaining most of the stored charge on the SBD 
capacitance. A large SBD capacitance is therefore needed in order for high reliability to 
be maintained. The SBD capacitance, however, is quite small per unit area (2.8 
fF/µm2). An alternative cell that incorporates a separate Ta2O5 capacitor has been 
reported.24,27 The use of this capacitor, which has a capacitance of 8.5 fF/µm 2, makes 
it possible to reduce the cell size by 30% compared to a conventional SBD cell. 

Another ECL-SRAM cell using polysilicon diodes as the load elements has been 
developed.113 The advantages of this approach include: compact cell size, very low 
standby curren~ very low parasitics, and small active junction area. Access tim,;s of 1.5 
ns for a 1-kbit SRAM have been demonstrated. 

Process innovations that have been incorporated to allow faster, higher-density 
SRAMs include the use of elcetromigration-resistant aluminum alloys (to permit higher 
current densities in metal interconnect stripes) and U-groove isolation (see chap. 2) 
which reduces the isolation width by a factor of three compared to fully recessed 
LOCOS isolation (sec Fig. 2-35a). 

Circuit techniques have also been used to enhance the performance of bipolar 
SRAMS. For example, read/write current has been concentrated in the active region of 
device operation, and the word delay has been reduced through the use of Darlington 
drivers. Table 8-2 summarizes the evolution of bipolar SRAM tcehnology. 

Table 8.2 Bipolar SRAM Evolution 

lntrod uctlon Access Load Process 
Date Size Time Device Enhancements 

Circuit 
Enhancements 

1975 
1978 
1982 
1986 

lk 
4k 

16 k 
64 k 

1.5 ns 
2.2 ns 
3.0 ns 
5.0 ns 

Resistor Al~Cu Non~Saturated Read/Write Current 
Schottky Diode Darlington Drivers 
pnp Transistor U~Groove Isolation 

8.2.2.1 BICMOS SRAMs. Although high-speed ECL SRAMs up to 64 khils in 
size have been fabricated, such large bipolar SRAMs have power dissipation and yield 
problems. Power dissipation increases because each cell draws a minimum standby 
current of about 2 µA to maintain sufficient noise margins and immunity from alpha 
particle soft errors. Defects in the narrow base region make it difficult for high-yielding 
circuits containing 262,144 narrow bases to be produced (i.e., each cell of a 64-kbit 
ECL SRAM designed with pnp loads contains four transistors). 

On the other hand, CMOS alone cannot be used to build such high-performance, 
higher-density SRAMs because the driving capability of CMOS is inferior to bipolar, 
and it is practically impossible to design an input and output buffer circuit in CMOS 
that has an ECL l/O capability. 

SRAMs have been developed which combine both bipolar and CMOS devices on the 
same chip. A comparison of 64-kbit SRAMs built using ECL and BiCMOS tcehno-
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Table 8·3 Comparison of 64-kblt Bipolar and BICMOS SRAMs
24 

1.3-µm BiCMOS 2.0-µm BiCMOS 1.2-µm Bipolar Unit 

Organization 64 k x I 16 k X 1 64 k X I word x bit 
Address Access Time 7 13 10 ns 
Write Pulse Width 4 7 11 ns 
Operating Power 350 500 1300 mW 
Memory-Cell Size 97 230 524 µm2 

Die Size 20 30 55.4 mm2 

logics is given in Table 8-3.24 More recently, 256-kbit BiCMOS SRAMs have been 
announced, with access times of 8-12 ns.25,26 As noted earlier, BiCMOS SRAMs can 
be designed with TTL as well as ECL l/O capabilities. 

In early BiCMOS SRAMs, moderate-speed bipolar transistors were integrated into 
what was essentially a CMOS technology in order to provide faster output buffers and 
sense amplifiers. In more recent designs, the CMOS devices are being fabricated on a 
basically high-speed bipolar chip. In an early 16-kbit BiCMOS SRAM, the cells of the 
memory array were poly-load cells, the peripheral circuits were CMOS, and the 1/0 
buffers and sense amplifiers were bipolar circuits. In a more recent 256-kbit BiCMOS 
SRAM design, the memory array was implemented with full-CMOS cells, and bipolar 
sense amplifiers and ECL output buffers were used. This memory had a reported access 
time of 8 ns and could be operated with battery backup (i.e., since it draws only 1 µA 
during standby, a battery with minimal power can provide long-term backup). 

Figure 8-8 shows the speed-versus-density characteristics of bipolar, CMOS, and 
BiCMOS SRAMs.34 These curves indicate that bipolar technologies no longer offer 
the fastest performance at such densities, and that ECL I/0 BiCMOS offers higher 
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Fig. 8-8 Comparison of speed and density of CMOS, Bipolar and BiCMOS SRAMs.34 

Reprinted with permission of Semiconductor International. 
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speeds than bipolar ECL at middle and higher densities (because of the severe speed, 
power, and density trade-off in bipolar ECL). In addition, BiCMOS SRAMs are 
somewhat faster than CMOS SRAMs at equivalent power and density for the same 
geometry, and TTL 1/0 BiCMOS SRAMs are a little slower than ECL 1/0 SRAMs 
because of their larger output voltage swing. Finally, BiCMOS offers a range of speed 
and power trade-offs (from very fast, low-density BiCMOS at high power, to slightly 
slower, mid-density memory circuits at moderate power). 

Recently, an 8 ns 1-Mbit BiCMOS SRAM1 14 and a 3.5 ns 16-kbit ECL BiCMOS 
SRAM115 have been reported. 

8.3 DYNAMIC RANDOM ACCESS MEMORIES 
(DRAMS) 

As noted earlier, dynamic random access memories (DRAMs) are so named because their 
cells can retain information only temporarily (on the order of milliseconds); even with 
power continuously applied. The cells must therefore be read and refreshed at periodic 
intervals. While the storage time may at first appear to be very short, it is actually 
long enough to allow for many memory operations between refresh cycles. 

Despite of this apparently complex operating mode, the advantages of cost per bit, 
device density, and flexibility of use (i.e., both read and write operations are possible) 
have made DRAMs the most widely used form of semiconductor memory to date. 

The earliest DRAMs used three-transistor cells and were fabricated using PMOS 
technology. Nevertheless, their introduction represented an immediate, dramatic decrease 
in the minimum semiconductor memory-cell size, since they could replace SRAMs 
based on a six-transistor cell. As a result, more cells per chip could be implemented. 
However, DRAM cells consisting of only one transistor and one capacitor were quickly 
implemented,28 and such cells have been used in DRAMs ever since. 

8.3.1 Evolution of DRAM Technology 

The earliest MOS combinational logic networks, referred to as static logic circuits, 
operated without any need for periodic clock signals. However, it was recognized that 
clock signals could be used to advantage in combinatorial and sequential logic circuits. 
By introducing clock signals at arbitrary circuit nodes, it was possible to achieve faster 
operation, greater circuit density, and reduced power dissipation. Such logic circuits 
became known as dynamic logic circuits. 

Data in these circuits was temporarily stored in dynamic registers (in the form of 
charge on the gate of an MOS transistor), rather than in static registers (which store data 
as the state of a flip-flop circuit). Thus, dynamic shift registers could be built with 
fewer transistors and, consequently, on much smaller areas of silicon than were needed 
for static shift registers. This allowed a dramatic increase in logic-circuit density. 

A question arose, however, as to how long the gate of a MOS transistor could store 
charge before that charge would be lost through leakage currents. H turned out that at 
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near room temperature, the charge could stored for more than 10 milliseconds. If a 
clock signal were to arrive at intervals significantly shorter than this, a large fraction of 
the initially stored charge would still remain on the MOS transistor gates. Therefore, if 
a clock signal were lo be applied al least this frequently, dynamic registers could serve 
as efficient charge-storage nodes. 

It was also quickly realized that if the dynamic stored-charge approach was practical 
in dynamic logic circuitry, it might also work for semiconductor-memory designs. In 
the case of a dynamic memory, however, a refresh signal had to be applied to each 
charged cell node at sufficiently frequent intervals (typically, every 4-8 ms), to allow the 
temporarily stored data on each cell to be retained indefinitely. 

The concept of the DRAM was patented by Dennard of IBM in 1968, and the first 
commercial DRAM was introduced by Intel in 1970. The latter was built using a three­
transistor cell (Fig. 8-9) in PMOS silicon-gale technology, while Dennard's patent used 
a one-transistor cell. In the three transistor cell, the charge is stored on the parasitic 
capacitance of the gate of transistor M 1. (Although the capacitance in this cell is a 
parasitic effect, it is drawn explicitly in the circuit schematic of Fig. 8-9 because it is 
essential for normal memory-cell operation.) The leakage current of the reverse-bias 
junction of the drain region of transistor M3 discharges this capacitance over a period of 
several milliseconds or more. Hence, a periodic signal must arrive at the node in order 
for the charge stored on the capacitor to be maintained. Since one-transistor DRAM 
cells quickly replaced the three-transistor cells, the rest of our discussion will be 
restricted to them. 

Select 

I Ground 

Fig. 8~9 Layout and circuit for a 3~ttansistor DRAM cell. 
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Fig. 8-10 Single-transistor DRAM cell and storage capacitor. (a) Circuit schematic. (b) 
Cell layout. (c) Cross section through A . A.6 After R. Hunt, "Memory Design and 
Technology," in MJ. Howes and D.V. Morgan, eds., Large Scale Integration. Copyright 
1981, John Wiley & Sons. Reprinted with permission. 

8.3.1.1 One-Transistor DRAM Cell Design. The inOuence of Dennard's 
one-transistor ce1128 (which actually consists of one transistor and one capacitor) is 
considered to be comparable to that of lhe invention of lhc transistor itsclf.3 The design 
of this cell has been rendered in many versions since its invention, and we will begin 
the description of its evolution (which, by the way, is far from over), with a des­
cription of a simple cell that utilizes a polysilicon layer as one plate of the cell 
capacitor (Fig. 8-10). The first such cell was fabricated wilh 8-µm features, used 1280 
µm2 of silicon area, and was employed in the design of the 4-kbit NMOS DRAM. 
There have since been many variations of even lhis simple cell, with single or double 
layers of polysilicon, different methods of capacitor formation, and different materials 
used for the word and bit lines. These arc reviewed in detail in reference 30. 
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In the cell shown in Fig. 8-1 la, the capacitor stores the charge on the cell (storage 
capacitor), and 01c NMOS transistor allows the bit line to access the charge-storage 
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Fig. 8-11 (a) DRAM cell connections to word and bit lines. (b) and (c) Cross-sectional and 
layout views of (b) the single-poly-word-line/diffused-bit-line 4-kbit DRAM cell, and (c) the 
double-poly diffused bit line merged DRAM cell.3 (After C. N. Berglund) (d) Structural 
innovations of DRAMs.41 (© 1985 IEEE). 
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region of the capacitor. The storage capacitor consislS of a polysilicon plate over a thin 
oxide film (which is the capacitor dielectric), with the semiconductor region under the 
oxide serving as the other capacitor plate. Ann+ diffused region in the semiconductor 
substrate serves as the bit line and an aluminum stripe as the word line. As can be seen 
in the cross-section of the cell (Fig. 8-1 lb), the bit-line diffused region makes contact 
with the n+-ctiffused source region of the access transistor. A contact between the word 
line and the polysilicon gate of the access transistor is made, as also shown in this 
figure. 

One widely implemented enhancement of this basic cell design is shown in Fig. 
8-llc. In this modified cell, the floating drain region of the access transistor is 
eliminated and a second layer of polysilicon transfers the charge from the bit line to the 
storage capacitor. This not only allows the cell to be reduced in size, but also increases 
iis storage capacity.35 The disadvantage is that a double-polysilicon process must be 
used. As has often been the case in the evolution of VLSI, increased packing density 
and better performance are achieved at the price of somewhat greater process complexity. 
Figure 8-1 ld summarizes the structural innovations used as DRAMs have evolved. 

8.3.1.2 Operation of the One-Transistor DRAM Cell. To study the 
operation of the cell in Fig. 8-1 lc, assume that the substrate is grounded and that 5 V 
are applied to the polysilicon top plate of the storage capacitor (which we'll refer to as 
the plate electrode of the capacitor). The semiconductor region under the polysilicon 
plate serves as the other capacitor electrode, and in an NMOS cell this p-type region is 
normally inverted by the 5-V bias. As a result, a layer of electrons is formed at the 
surface of the semiconductor, and a depleted region is created below the surface. (The 
electrode on which the charge is stored will be referred to as the storage electrode.) 

To write a one into the cell, 5 V are applied to the bit line, and a 5-V pulse is 
simultaneously applied to the word line. The access transistor is turned ON by this 
pulse, since ilS VT is about I V. The source of the access transistor is biased to 5 V, 
since it is connected to the bit line. However, the electrostatic potential of the channel 
beneath both the access-transistor gate and the polysilicon plate of the storage capacitor 
is less than 5 V, because some of the applied voltage is dropped across the gate oxide. 
As a result, any electrons present in the inversion layer of the storage capacitor will 
flow to the lower potential region of the source, causing the storage electrode to become 
a depletion region that is emptied of any inversion-layer charge. When the word-line 
pulse returns to O V, an empty potential well remains under the storage gate. This 
empty well represenlS a binary one, and it is shown as the deep-depletion space-charge 
region in Fig. 8-12. 

For writing a zero, the bit-line voltage is returned to O V, and the word line is again 
pulsed to 5 V. With the access transistor turned ON, electrons from then+ source 
region (whose potential has been returned to O V) have access to the empty potential 
well (whose potential is now lower than that of the source region). Hence, the electrons 
from the source move to fill it, thus restoring the inversion layer beneath the poly 
plate. When the word-line voltage is returned to zero, the inversion-layer charge present 

ONSEMI EXHIBIT 1008B, Page 211



592 SILICON PROCESSING FOR THE VLSI ERA - VOLUME II 

0 
11,, 

ll,J 1,,rw W<>t.J Lmr ~h>rngt GJ!t 
tul J 1WI I tl'!.,tc) 

_IV '.i\' ~U\' '.,V 

r,• ~ ,,. 

lr~n,frr Swi .. g,· 
lkgwn ,, " 

m 

Fig. 8-12 A basic dynamic RAM cell, showing (a) a stored one and (d) a stored zero. The 
writing of a one is shown in (b) and (c), and the writing of a zero is shown in (e) and (f), 

From D, K, Schroder, Advanced MOS Devices, Copyright 1988, Addison-Wesley, Reprinted 
with permission. 

on the storage capacitor is isolated beneath the storage gate. This condition represents a 
stored binary zero, 

Note that when a one is stored, an empty well exists. This is not an equilibrium 
condition, since electrons that should be present in the inversion layer have been 
removed. As electrons are thennally generated within and nearby the depletion region 
surrounding the well, they will move to re-create the inversion layer. A stored one thus 
gradually becomes a stored zero as electrons refill the empty well. The nature of the 
planar one-transistor DRAM cells is that ones become zeros, and zeros remain zeros. 

To prevent the ones from being lost, each cell must be periodically refreshed by the 
memory so that the correct data remains stored at each bit location. The lime interval 
between refresh cycles is called the refresh time, The total leakage current of the cell 
must be low enough that the cell docs not discharge and lose its memory state between 
refreshes, A typical guideline has allowed a 20% degradation of the charged state of a 
cell during the refresh timc.105 For example, if this interval is 8 ms and the charge 
stored on a cell is 106 electrons, the maximum allowed leakage current at maximum 
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operating chip temperatures and worst-case voltages and timing conditions is -4 pA. 
This specification can be achieved fairly easily at the average cell level. However, since 
the leakage currents in a large number of cells exhibit a distribution, the high side of the 
distribution must be monitored in the course of technology development - and 
manufacturing - to ensure that the maximum allowable current is not exceeded in any 
of the memory chip cells. 

It is predicted that as memory sizes continue to increase, the maximum allowable 
leakage current will be reduced. Since alternative capacitor dielectric materials may be 
used in advanced DRAMs, the leakage currents across such dielectrics will be an 
important material characteristic. In addition, the access transistor of the cells will have 
to be turned off very "hard" when the memory cell is not being accessed, since any 
source-drain leakage can also discharge the storage capacitor. 

8.3.1.3 Writing, Reading, and Refreshing DRAM Cells. It's useful to 
consider the reading and writing of DRAM cells from a circuit perspective as well as 
from tbe device physics perspective just discussed. Figure 8-13 provides a simplified 
schematic of this operation. 

Switches S 1 and S2 are used to select the appropriate bit and word lines that are 
connected to the cell in question, Such switeh closure is the response to an address 
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'.Fig. 8~ 13 Schematic diagram showing the ~riting, reading, and refreshing operations of a 
DRAM. After ref. (117], reprinted by permission of Scientific Amcrican,'lnc. 
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signal fed to the bit (column) and word (row) decoders. The closure of SI causes a 
"high" voltage to be applied to that particular word (row) line (in turn causing the access 
transistors controlled by this line to be turned ON). 

If it is desired to write data into the cell at that point, an appropriate voltage must 
also exist on the correct bit line. In addition, switches S3 and S4 must be set to the 
write positions. This allows the voltage at point A on the bit line, VA, to be applied 
to the source of the cell being addressed (point B). As long as Switch SI is closed and 
the access transistor is turned on, the capacitor of the cell can be charged to VA • V p 
(where Vp is the storage-electrode potentia[). When the write operation is completed, 
switches S 1 and S2 are opened, and another cell can be wrillen. 

If it is desired to read data from a particular cell, the appropriate switches S 1 and S2 
are once again closed (it is assumed that all of the cells already contain the stored 
information). Switch S4, however, is set to the read position. The storage capacitor of 
the cell being read is now connected to one input of the sense amplifier. The sense 
amplifier is a comparator circuit, with its other input being connected lo a reference 
voltage, V,cr. Therefore, if the cell-capacitor voltage is larger than V,cf, a logic 1 is 
read; if it is smaller, a logic O is read. , 

A logic 1 corresponds to the condition in which the storage electrode is depleted of 
its inversion layer charge. If a logic J is read immediately after the cell has been wrillcn, 
the signal will be strong. As time passes, thermal electron-hole pair generation will 
cause refilling of the empty potential well, thereby degrading the amplitude of the logic 
J signal. If too long a time elapses between the writing and reading, the inversion 
charge will be reestablished, and a logic O will be produced when the cell is read. Once 
a logic O is stored on a cell, however, it will continue to be read for as long as power 
remains applied to the capacitor plate electrode. 

This indicates that the logic J must be periodically refreshed to allow it lo be retained 
on the cell for indefinite time periods. Because it is not known what logic level is 
stored on each cell at any instant of time (especially since the cells are randomly read 
and written), it is mandatory that the entire memory be refreshed at periodic intervals 
(usually every few milliseconds). Furthermore, since reading a cell changes the charge 
on its capacitor, the cell must also be refreshed immediately following each read 
operation. 

The refresh procedure is accomplished by switching S3 to the refresh position after 
the sense amplifier output has been set by the read operation. The output voltage of the 
sense amplifier will then write the appropriate information back onto the cell capacitor. 
If it is desired to refresh the entire memory, each cell can be read and refreshed. ll is 
apparent, however, that data cannot be written while reading or refreshing is in progress. 

One sense amplifier must be available for each bit line. Note that the sense amplifier 
is an extremely sensitive comparator (basically of the cross-coupled flip-Ilop type), and 
its design is critically important to the success of DRAM manufacture. Allhough the 
details of the design task are not our subject here, some aspects of sense-amplifier 
performance should be mentioned. When a cell is read, the charge stored on the cell 
capacitor is shared with the 10 to 20 times larger capacitance of the bit line (which, as 
we saw earlier, is a long conductor line connected to the sources of all of the cells in the 
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column). After the time interval between refresh pulses has elapsed (e.g., 8 ms) the 
difference in stored voltage between a J and a O may be as small as 2 V. As a result, 
there may only be a 100-200 mV difference between the J and O signals applied to the 
sense-amplifier input. 

8.3.1.4 DRAM-Cell Charge Storage and Capacitance. A one must be 
clearly distinguishable from a zero when the read operation is performed. The zero is 
represented by the inversion charge present when the potential well is full. This 
quantity in an MOS capacitor, Q,, is given by 

( 8 - 1 ) 

where VG' is the voltage applied to the gate, 'Pf is the difference in potential between the 
intrinsic Fermi level (EiJ and the Fermi level (Ep), and Cox is the capacitance of the 
capacitor oxide.* In order to pack a great many cells onto a DRAM chip, the cell size 
is made as small as possible. This implies that it is also desirable to make the area of 
the storage capacitor as small as possible. On the other hand, Q, of the storage 
capacitor must be large enough to send a sufficiently strong signal to the sense circuitry 
and to provide sufficient immunity from soft errors (see section 8.3.5). Novel cell 
designs have been developed in an attempt to satisfy these apparently contradictory 
requirements (such designs will be discussed later). 

EXAMPLE 8·1: Calculate the charge stored in the inversion layer when a zero is 
stored (beth in units of coulombs, and in terms of the number of electrons present) 
when 5 V are applied to an MOS capacitor whose dimensions are 4 x 4 µm, and 
which has an SiOz dielectric that is 15 nm thick. Also, find its capacitance, C,. 

SOLUTION: Q, (0) ~ Va• c, = (Ex A x Vo·) I lox 

= (3.9 x 8.85xl0·14 F/cm x l6x10-8 cm2 x 5 V) /l.5xJ0-6 cm 

= 18.6 x 10-14 C = 186 fC, or since q = 1.6 x 10-19 C/electron 

Q, = 1.15 x 106 electrons; and 

C5 = Q5 /VA = 37 fF. 

The above shows that the most important parameters involved in increasing the charge 
stored on the capacitor are the dielectric constant and thickness of the insulator, and the 
area of the capacitor. 

The capacitance of the DRAM cell is also important. As described earlier, when the 

* The approximation used in Eq. 8~ 1 is valid when VG' > 2<pf, which is the case for VG' :::: 5V 
and (flf m 0.4 V. 
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contents of the cell are sensed, the charge stored on it is "dumped" into the bit line 
connected to the sense amplifier. Because lhc bit-line capacitance (Cg) is typically 7 to 
15 times larger than the cell capacitance, lhe capacitively-divided voltage difference 
applied to lhe sense amplifier (Li. V 5a) is substantially smaller than !hat existing in lhe 
cell alone. /:,. V sa is given approximately by 

( 8 · 2) 

The minimum detectable voltage difference !hat the sense amplifiers of 1-Mbit DRAMs 
can detect (i.e., their sensitivity) is in the neighborhood of 150-200 mV. (Note that 
this sensitivity must be maintained under worst-case operating conditions of voltage, 
temperature, and noise, as well as worst-case variations of processing conditions.) It is 
predicted that lhe sensitivity of sense amplifiers will have to be significantly increased 
in order for higher-density DRAMs to be fabricated. 

8.3.1.5 High-Capacity (Hl·C) DRAM Cells. Another technique for 
increasing the cell's charge-storage capacity wilhout increasing its size was suggested 
independently by Sodini and Kamins,37 and Tasch, ct al. 106 This novel technique 
involves multiple ion implantations to increase the substrate doping in lhe local 
vicinity of the storage node. 

A deep implantation of p-type impurities (boron) is first performed under lhe storage­
plate area. This increases lhe substrate doping, which in turn increases the depletion­
region capacitance of lhe storage capacitor. However, !his single implant alone does not 
increase the charge-storage capacity of the cell, since lhe extra p-doping also reduces lhe 
difference in the surface potential between an empty and a full potential well. 

To restore surface potential to its previous value it (without compromising the 
increased capacitance), a very shallow layer of n-type dopant (arsenic) is implanted under 
lhe storage plate area (Fig. 8-14). The implanted donor atoms, which are very close to 
lhe Si/SiO2 interface, behave like a fixed positive oxide charge (and the presence of such 
oxide charge acts to increase lhe surface potential in NMOS structures). By increasing 
lhc depletion-region capacitance without simultaneously increasing lhe surface potential, 
the charge-storage capacity of lhese so-called high capacity cells (or Hi-C cells) is 
enhanced by about 50 percent compared to conventional cells.35,104 Although, this 
technique increases lhe storage capacities of planar capacitor structures in lhese types of 
one-transistor cells, the cell size !hat must be used in order for adequate charge-storage 
capacity to be obtained eventually becomes too large for this type of cell to be used in 
advanced DRAMs (i.e., > I Mbit). New cell structures have thus been developed for 
larger DRAMs. 

8.3.1.6 CMOS DRAMS. With the introduction of the 256-kbit DRAM, the 
design of DRAM circuits began to change from NMOS to a mixed NMOS/CMOS 
technology. The cells of lhe mixed-technology memory array are all built in a common 
well of a CMOS wafer. The access transistor and storage capacitor of each cell are 
usually still fabricated using NMOS technology, while lhe peripheral circuits are 
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Fig. 8-14 High-capacity (Hi-C) dynamic RAM structure with arsenic ( +) and deeper boron 
(-) implants. (a) One-transistor cell with single-level polysilicon. (b) Double-level 
polysilicon cell.35 (© 1978 IEEE). 

designed and fabricated in CMOS technology. The majority of 1-Mbit DRAM designs 
were executed in NMOS/CMOS technology, and this trend is expected to continue. 

The advantages of NMOS/CMOS over NMOS DRAMs include lower power 
dissipation (i.e., by a factor of around 3) and smaller soft-error rates (see section 8.3.5). 
In addition, as power-supply voltages are reduced to allow smaller MOS transistors to 
be built, NMOS device design must become much more complex to allow the cells to 
function properly. CMOS on the other hand, can easily operate at such lower voltages. 
Finally, a circuit technique known as static column decoding, which significantly 
reduces the memory access time, can be successfully implemented in CMOS but not in 
NMOS (i.e., since to do so in NMOS would require a circuit dissipating excessively 
large standby power). 38 

In late 1989 1-Mbit BiCMOS DRAMs were introduced. Their access times of 40 ns 
placed them between the high-speed 1-Mbit SRAMs (access times of 20 ns), and tl1e 
slower 1-Mbit CMOS DRAMs (access times of 60-80 ns). 

8.3.2 Design and Economic Constraints on Advanced 
DRAM Cells 

As the DRAM cell has been scaled down in size, the minimum amount of stored charge 
needed to maintain reliable memory operation has remained the same. This constant 
charge-storage value has had to be maintained within fabrication-cost constraints. From 
the system point of view, a new generation of DRAM will be embraced if it allows a 
density increase of about fourfold at the circuit board level, provided that this is 
accompanied by a cost reduction. To allow such an increase to be realized, the new 
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DRAM generation must be able to use the same size package as that used by the 
previous generation. This explains why the 300-mil package housed DRAMs for five 
generations. To squeeze enough cells onto a chip to allow this package to be retained 
implies that the cell size of the 1-Mbit DRAM cannot exceed 20 µm2. 

For future DRAM generations, however, increased memory size will be achieved by 
both increasing the chip si1,e and shrinking the cell size. Since the chip size is predicted 
to increase by a factor of 1.5 from generation to generation, the cell area will therefore 
need to shrink to 40% of the size of the previous generation (which can be done by 
shrinking the minimum line width to 70% of that used previously). For 4-Mbit 
DRAMs, the cell si1,e must therefore be no larger than 9 µm2; for 16-Mbit DRAMs, no 
larger than 4 µm2, and so on. To meet the signal-to-noise ratio constraints and the soft­
error rate requirements, a minimum of -200 fC of charge (-106 electrons) will have to 
be stored. For the fabrication process to be economically feasible, as few steps as 
possible should beyond those required to fabricate the transistors and interconnects 
should be added. 

Recovery of the equipment and development costs of the 256-kbit, 1-Mbit, and 
4-Mbit DRAMs has become the major factor dictating the three-year product­
introduction and delivery cycle so that a profit can be generated from each DRAM 
generation. In a typical three-year cycle, fewer than I million chips would be shipped 
for sampling during the introduction year. In the first production year, 5 million chips 
would be shipped; production would increase to 50 million chips in the second year, and 
500 million in the third. (Note that in the second year the market would be mainframe 
computers, and in the third year it would be personal computers.)3 The three-year 
model predicts that 16-Mbit DRAMs will be introduced in 1992, and 64-Mbit DRAMs 
in 1995. 

It was noted in section 8.3.1.3 that the cell's storage capacity could be increased by 
making the capacitor dielectric thinner, by using an insulator with a larger dielectric 
constant, or by increasing the area of the capacitor. The first two options are not 
currently viable, since capacitor dielectrics thinner than those now being used in DRAM 
cells (10 nm) will suffer leakage due to Fowler-Nordheim tunneling, and dielectrics with 
significantly larger dielectric constants than of SiOz have not yet been accepted for 
DRAM-cell application (although research work is under way to develop such highcr­
dielcctric-constant materials).39 One recent report described a plasma-CVD process for 
depositing high-quality Ta2O5 films. 119 (Ta2O5 exhibits a much higher dielectric 
constant than SiO2 (22 vs. 3.9], but normally also suffers from a much higher leakage 
current.) However, by reacting TaCl5 with NzO under optimized plasma-CVD 
conditions, Ta2O5 films with a thickness that yielded capacitances equivalent to those 
of a 30-A Si(½ film, demonstrated very low leakage currents for up to 10-year operation 
at 3.3 V. 

It should also be noted that since the 256-kbit DRAM generation bilayer films 
(consisting of both silicon nitride and SiO2), have been used as the capacitor dielectric 
to increase cell capacitance (Fig. 8-15a). The higher dielectric constant of Si3N4 (twice 
as large as that of SiO2) was responsible for this increase. 
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Fig. 8M 15 Cross~sectional view of a planar~capacitor DRAM cell with a two-layer capacitor 
dielcctric,3 (© 1988 IEEE). (b) Trends in storage charge and electric field across capacitor 
insulator.41 (© 1985 IEEE). (c) Comparison of DRAM production factors.44 

One technique that did allow thinner dielectric films to be used was the ha/f-V cc 
approach.40 That is, the plale elecirode is biased to V cd2 (i.e., to 2.5 V when V cc = 
5 V), and the siorage eleclrode is allowed lo swing between 0 V and 5 V. As a result, 
the same quantity of charge can be stored on tl1e capacitor, but the value of the electric 
field acting on the dielectric is only half the value that exists when the voltage between 
the two plates equals Vee, This technique has been implemented in the fabrication of 
1-Mbit DRAMs (Fig. 8-15b). 

The third option (increasing the capacitor area) can be effective if the area is increased 
by forming the storage capacitor in a trench etched in tl1c substrate or by using a stacked 
capacitor structure. Both approaches have been implemented, and many variations of 
such three-dimensional capacitors have been reported. 
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The planar capacitor structure used in the one-transistor DRAM cell described in 
section 8.3.1.1 was predicted to be usable up to the 256-kbit DRAM generation. In 
this generation, the capacitor consumes 30 to 40% of the cell area. It was generally 
agreed that beyond this, a three-dimensional capacitor structure would be needed in order 
for sufficient charge storage to be obtained. It turned out, however, that virtually all of 
the DRAM manufacturers elected to squeeze everything they could from the planar 
capacitor, and continued to use it to manufacture 1-Mbit DRAMs. This decision was 
due largely to the difficulty in achieving a reliable capacitor dielectric in a trench cell at 
the time 1-Mbil DRAMs were introduced. The use of both larger chip sizes and the 
half-V cc plate-electrode voltage technique permilled the planar capacitor lo perform 
adequately for 1-Mbit DRAMs. Reference 42 presents the details of a 1-Mbit DRAM 
technology using a 38-fF planar-capacitor structure in which the cell size is 37 µm2. 

As DRAM size increases, process complexity is expected to increase markedly as 
well. For example, a 1-Mbit DRAMs is reported to require -18 masks and 350 
processing steps, all of which could be successfully carried out in a Class 10 cleanroom 
(Fig. 8-15c). In comparison, the 4-Mbit DRAM is expected to need 20-25 masks and 
in excess of 450 processing steps, and will thus require a Class I cleanroom processing 
facility _43,44 A detailed report on the technology issues that will need to be addressed 
in the design and fabrication of 64- and 256-Mbit DRAMs has recently been 
published.105 

In 1989 1-Mbit CMOS DRAMs with access times ranging from 6-100 ns were 
being commercially offered. (The fabrication of a high speed 22-ns CMOS DRAM was 
announced in late 1989, but it wa~ not being offered for sale.)110 At that time, 4-Mbit 
DRAMs with access times of 80-120 ns were also being offered, and 16-Mbit CMOS 
DRAMs with access times as small as 45 ns were being reportcd.111 Finally, 1-Mbit 
BiCMOS DRAMs with access times of 30 ns were being introduced.112 

8.3.3 Trench-Capacitor DRAM Cells 

8.3.3.1 Trench Capacitor Processing for DRAMS. Trench-capacitor 
structures have been developed as a way to to achieve DRAM cells with larger 
capacitance values without increasing the area these cells occupy on the chip surface. 
(For example, the silicon-area reduction of a trench capacitor compared to a planar 
capacitor for the same specific capacitance is a factor of 18 or more. Specifically, a 4.0,. 
µm-dccp trench capacitor with surface dimensions of 0.87 x 2.4 µm will occupy less 
than 3 µm2 of chip area but will have a capacitance of 40 tF.)66 Many of the 
processing details involved in trench- capacitor fabrication are the same as those 
described in chapter 2, section 2.6.3, which deals with the process technology of trench­
isolation structures. In this section we discuss those issues that are unique to the 
fabrication of trench capacitors used in DRAM cells. 

There arc several differences between the trench structures used for isolation and those 
used as DRAM capacitors. In the former, the dielectric film on the trench walls can be 
relatively thick, and the trench can be refilled with polysilieon or CVD SiO2. In the 
la11er, the insulator formed on the trench walls serves as the capacitor dielectric, and it 
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must therefore be as thin as possible. Since the material that refills the trench serves as 
one plate of the capacitor, it must consist of highly doped polysilicon. Furthermore, in 
order for increased capacitance to be obtained through increases in trench depth (while all 
other parameters remain constant), the trench walls must be highly vertical. To allow 
for reliable refilling of the lrenches, however, some lrench sidewall slope must be 
allowed, and a compromise process that produces a nominal sidewall slope of 87° has 
been suggestect.46 Finally, to obtain such slrUctures as Hi-C capacitors, the trench walls 
may need to be selectively doped. 

Several techniques have been developed for achieving a dielec1ric capacitor film that 
is thin enough to provide both high capacitance and high reliability (that is, the 
dieleclric must be able to provide the same equivalent breakdown voltage as the planar 
capacitor used in previous DRAM generations). First, composite dielectric films (e.g., 
thermally grown oxide and CVD nilride) are frequently used.47,62,68 Since the nitride 
has a higher dielectric constant than SiOz, a thicker composite film will yield the same 
capacitance as a thinner single SiO2 layer. This thicker film prevents capacitor leakage 
due to dielectric breakdown or Fowler-Nordheim tunneling. 

The growth of the thermal oxide film is also a key step. Unless preventative 
measures are taken, a thinner oxide will grow in the bottom comers (concave) and top 
comers (convex) of the trench. A higher eleclric field will exist across these regions, 
causing trench capacitors to exhibit higher leakage currents than planar capacitors. 

This problem is avoided for the bottom comers by ensuring that the etch process 
produces a trench with rounded bottom comers (see chap. 2). In addition, an oxidation 
step for edge rounding and stripping is performed prior to the growing of the actual 
capacitor SiO2 film. One report indicates that a 50-nm SiOz film is grown in this 
process and is then slrippcd in dilute HF (Fig. 8-16a).48 In addition to smoothing out 
any sharp bottom comers, this step also removes any plasma damage from the 1rench 
walls. 

b) 

Fig. 8~16 (a) Rounding-off oxidation can produce trenches with smooth bottom corncrs.48 

(© 1985 IEEE). (b) Rounding-off oxidation can also reduce the severity of tlrn sharp upper 
comer of the trench.SO This paper was originally presented at the Spring 1989 Meeting of 
The Electrochemical Society, Inc, held in Los Angeles, CA 
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The electric field is intensified at the top corners of the trench because they are 
normally quite sharp after etch, and this magnifies the effect of any oxide thinning that 
may occur. (The extent of the electric-field intensification is modeled in reference 49.) 
The edge-rounding oxidation step mentioned above also increases the curvature rndius of 
the top corner of the trenched Si surface (Fig. 8-16b), thus helping to produce a trench 
capacitor with low leakage currents under high electric fields. However, because it is 
necessary to use a process that allows viscoelastic flow during oxide growth (to relieve 
the stresses that inhibit oxide growth at the convex corners), a higher temperature 
oxidation process (e.g. l100°C) is usually involved.49,50 The use of rapid thermal 
processing (RTP) to grow the trench oxide has also been reported. 5 l Good leakage­
current behavior is exhibited when RTP cycles of 1 l 50°C for 25 sec in 02 were used to 
grow the trench oxide. 

The polysilicon that fills the trench must also be highly doped to prevent depletion 
effects. In situ doping of the poly is thus necessary. The conventional process for in 
situ doping of polysilicon employs gaseous phosphine as the dopant source. 
Unfortunately, this reduces the polysilicon deposition rate by a factor of about 25 (sec 
Vol. 1, chap. 6). Specially designed LPCVD furnaces with caged boaLs arc needed to 
improve tl1c proccss. 117 However, these furnaces have particulate problems and cannot 
be automated, making them incompatible with a high-volume fabrication environment. 
A recent report described the use of t-butylphosphinc (TBP) as an alternative doping 
source.118 It can be used in standard automated l 00-wafcr LPCVD furnaces to produce 
in-situ doped polysilicon films. A higher deposition rate can be achieved (~20 A/min), 
witl1 adequate thickness uniformity. This material is also less toxic than phosphine. 

8.3.3.2 First-Generation Trench-Capacitor-Based DRAM Cells. 
Trench structures for storage capacitor application in DRAMs were first reported in 
1982-83 (Fig. 8-17a).52 The processing technology that made these structures possible 
was anisotropic etching of Si by RIE. Earlier V-groove structures etched in Si by 
means of wet etching resulted in crystallographically produced sharp edges, which in 
turn degraded the gate-oxide integrity to the point where devices could not be reliably 
manufactured. One of the first tests tliat had to be met by RIE-etchcd trench capacitors 
was that of exhibiting breakdown characteristics equal to those of planar-type capacitors. 
As described in the previous section (and summarized in Fig. 8-l 7b ), several reports 
showed that tl1is could be achieved through tl1e implementation of trench etching control 
measures, the use of edge-rounding procedures, or the use of combination films for the 
trench dielectric (e.g., thermal SiO2 and CVD nitride). 

In the first gcncrntion of trench-capacitor-based cells the plate electrode of the storage 
capacitor is inside the trench, and the storage electrode is in the substrate. The access 
transistor is a planar MOS transistor fabricated beside the trench capacitor, and the 
trenches arc 3-4 µm deep. The cell size of the basic cells of this generation requires 
about 20 µm 2 of surface area, making the cells suitable for 1-Mbit DRAM designs. It 
was thought that with appropriate design-rule shrinkage, these cells would be 
appropriate for early 4-Mbit DRAM designs.53 
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Fig. 8-17 (a) Basic DRAM trench capacitor structure,52 (© 1982 IEEE), (b) Processing 
techniques used to insure fabrication of high~quality trench structures. 

In one variation of this cell type, the plate electrode is grounded, and the substrate is 
biased between O and 5 V (which improves device isolation between adjacent cells).54 

The walls of the storage electrode (i.e., those in the p•type substrate) are doped n-type, 
creating a Hi-C type cell. 

These first generation cells exhibit some disadvantages for smaller-sized DRAM 
cells. Since the charge is stored in a potential well in the substrate, if the cells are too 
close together, high leakage currents arise between adjacent cells (due to punchthrough 
or surface conduction). This problem can be alleviated through increased doping of the 
region between the cells or through the use of deeper, narrower trenci,es, but at the cost 
of creating other problems. First, the required doping in the substra,e will lead to 
avalanche breakdown of the reverse-biased junction of the access transistors at spacings 
:£0.8 µm, Second, deeper, narrower trenches arc significantly more difficult to fabricate 
reliably and for practical trench dimensions the spacing limit is nearly reached for the 
cell sizes needed in 4-Mbit DRAMs. Further, since the storage node is in the substrate, 
there is no immunity to charge collection from alpha particles. Consequcnlly, this type 
of 1rench capacitor is as vulnerable to alpha-particle-induced soft errors as cells made 
with planar storage capacitors. Several design modifications have been developed to 
increase capacitance without either making the trenches deeper or increasing cell size. 

In the first modification, the plate electrode is folded around the sides of the storage 
electrode, creating a s1ructurc called the folded-capacitor cell, FCC (Figs. 8-18a and 
b).55 A shallow trench is etched around most of the perimeter of the storage electrode. 
The 1ilate electrode is deposited over this trench, much as a tablecloth is laid over a table 
top. 6 When both the sides and the planar area (tabletop) are covered, a capacitor with a 
larger area is obtained, and the capacitance is thereby increased (Fig. 8-18c). 

Interestingly, the capacitor of this cell apparently utilizes both the planar- and trench­
capacitor concepts. In addition, the cell's storage plate edges are electrically isolated 
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Fig. 8-18 (a) and (b) Top and perspective views of the folded capacitor cell (FCC).55 ( © 
1984 IEEE). (c) Increase in capacilance by FCC. (d) Cross section of FCC showing CVD SiOz 
BOX-isolation structure.56 (© 1986 IEEE). 

from those of adjacent cells by means of a BOX-type isolation structure, rather than a 
LOCOS isolation structure (Fig. 8-18d). This increases the memory-array packing 
density (and in effect decreases the cell size), while also increasing the capacitance. An 
FCC cell size of 32 µm2 with a 70-fF capacitor was reportedly used to fabricate 1-Mbit 
DRAMS. This cell appears 10 be scalable to 4-Mbit and 16-Mbit DRAM requirements. 

In a second novel approach, the walls of the storage electrode were made to follow the 
outside edges of the cell perimeter, and the access transistor was placed inside (Isolation 
VErtical Capacitor cell, or IVEC, Fig. 8-19a).57 A third invention folded the plate 
electrode around the storage electrode but used selective doping of certain trench walls to 
achieve isolation (i.e., the substrate trench walls that act as isolation structures were 
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Fig. 8-19 (a) Isolation-merged VErtical Capacitor (IVEC) cen.57 (© 1984 IEEE). (b) 
Perspective view of the FASIC ce!l.58 (© 1987 IEEE). 

selectively boron doped by means of oblique ion implantation) and storage (i.e .• those 
walls used as the storage plate surfaces were arsenic doped by means of oblique ion 
implantation, creating a Hi-C storage capacitor). This latter cell was named the folded 
bit-line adaptive sidewall isolated capacitor (FASIC) cell (Fig. 8-19b).58 FASIC cells 
can be made as small 10 µm 2 and with capacitances as large as 50 fF, making them 
suitable for use in 4-Mbit DRAMs. They require trenches of only 2 µmin depth. 

8.3.3.3 Trench-Capacitor Structures with the Storage Electrode 
inside the Trench (Inverted Trench Cell). One set of trench-capacitor 
designs sought to reduce punchthrough and soft-error problems by placing the plate 
electrode on the outside of the trench, and the storage electrode inside (Fig. 8-20a). Since 
the charge is stored inside the trench (which is therefore completely oxide isolated except 
in the region of lateral contact to the access transistor), it can leak only through the 
capacitor oxide or the lateral diffused contact. 

Four examples of early approaches using such cell designs are the buried-storage­
e/ectrode cell (BSE) (Fig. 8-20b),60 the substrate-plate-trench cell, (SPT) (Fig. 
8-20c),61 and the stacked-transistor-capacitor cell, (STT) (Fig. 8-20d).62 In the first 
two, the plate electrode is heavily p-dopcd and is connected to the power supply, while 
the inside storage plate is heavily n-doped. Since the substrate is maintained at 
essentially an equipotential, the punchthrough problem exists only around the region 
through which the charge is introduced into the trench. Note that for heavily-doped 
storage electrodes (e.g., >2x!019 cm-3), inversion will not occur at 5 V or less. 
Instead, the bias applied to the capacitor causes both plates of the capacitor to deplete; 
together with the oxide capacitor, these two depletion regions make this type of trench 
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Fig. 8-20 (a) Mechanism of charge storage on outer and inner plates of the DRAM trench 
storage cap~cilor. (b) Cross section and process sequence of BSE ccll.60 (© 1985 IEEE). (c) 
Cross section of SPT ceJJ.61 (© 1985 IEEE). (d) Cross section of STT cen.62 (© 1987 IEEE). 

capacitor equivalent to three capacitor elements in series. Since the depletion regions 
grow with increasing voltage, the total !Tench capacitance decreases monotonically. The 
heavy doping of the plates therefore helps to maximize the cell capacitance. Finally, in 
such cells a O logic level is stored as O V and a J level as 5 V. 

The problem with this type of cell is that the gated-diode structure shown in Fig. 
8-2la can cause a significant leakage current to llow into the storage node, adversely 
affecting the cell's retention time. (The physics of the gated diode structure is treated in 
detail in reference 63.) An alternative cell (the IBM SPT cell) overcomes this problem 
by using PMOS access ttansistors and p-type doped inner-storage electrodes, and then 
creating the SPT cells in an n-well on a p-substrate (Fig. 8-2lb).64 As a result, the 
storage clecttode gates the n-well-to-substtate junction, and the leakage current (as well 
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as the band-to-band tunneling-induced leakage current generated in the bulk silicon)65 is 
collected at the n-well contact instead of at the storage electrode. If such a cell is not 
built in a well (e.g., the BSE cell), the storage electrode will gate the junction formed 
by the storage electrode and the substrate, and the resulting leakage current will be 
collected by the storage electrode. 

In the most advanced type of cell that docs not use the substrate as the storage 
electrode, both the plate and storage electrodes are fabricated inside the trench opening, 
allowing both electrodes to be completely oxide-isolated. Lightly doped epitaxial layers 
on heavily doped substrates are not needed, and the cells will be free from punchthrough 
at arbitrarily small cell spacings. In addition, the soft-error rate will be reduced further 
than it is in the other inverted trench cells. However, these improvements are achieved 
through a substantial increase in process complexity. 

Several such cells have been reported, including the dielectrically encapsulated trench 
(DIET) capacitor (Fig. 8-22a),66 the half-Vee sheath-plate capacitor (HPSC) (Fig. 
8-22b),67 and the double-stacked capacitor (DSP) (Fig. 8-22c).68 The last has two 
polysilicon plates, one biased to VBB and the other to Vcc/2. The capacitors formed 
by the lower poly plate and substrate (separated by the outer dielectric layer), and by the 
two poly layers (separated by the interpoly dielectric) act in parallel, almost doubling 
the cell's storage capacitance. A DSP cell of 6 µm 2 in size with trench depths of 4 µm 
is reported to exhibit a capacitance of 50 fF. 

8.3.3.4 Trench-Capacitor Cells with the Access Transistor 
Stacked above the Trench Capacitor. The access transistor occupies a 
significant fraction of the cell area in trench-transistor cell designs. When this transistor 
is a planar transistor and is placed alongside the trench capacitor, surface area must be 
devoted to both structures. Attempts lo use short-channel lengths for the access 
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Fig. 8-21 (a) Cell structure with gate controlled diode. (b) Schematic representation of SPT 
cell bias conditions - p-substratc~to~n~wcll junction is gated by the polysilicon nodc.64 (© 

1987 IEEE). 
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transistor have run up against tl1c effects of drain•induccd barrier lowering (sec section 
5.5.2). 

One technique for overcoming this problem extends the gate length of the access 
transistor by forming a trench in the transistor channel (Fig. 8•22d). This reduces the 
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area of the planar access transistor without decreasing its channel length.69 Using this 
technique with a self-aligned contact structure, a cell size of 9 µm 2 was realized; such a 
cell is making it suitable for a 4-Mbit DRAM.* 

A more efficient use of space would be to stack the transistor above the trench 
capacitor (and, if possible, to form a vertical-access transistor). Two examples of such 
cells are the trench-transistor cell (Fig. 8-23) and the self-aligned epitaxy over trench cell 
(SEOT) (Fig. 8-24).71 

In the trench-transistor cell, the vertical-access (or trench) iransistor is built in the top 
2 µm of the trench. Its source is connected to then+ polysilicon storage electtode of the 
capacitor by a lateral contact, made by means of an oxide undercut etch and polysilicon 
refill. The drain, gate, and source of the irench iransistor are formed by a diffused buried 
n + bit line, an n+ polysilicon word line, and a lateral contact, respectively. The gate­
oxide thickness is ~25 nm and the channel length is 1.5 µm. The transistor width is 
determined by the perimeter of the trench. The electrical behaviors of this trench 
iransistor have been modeled, and the results are presented in reference 72. This cell has 
reportedly been used to build 4-Mbit DRAMs. 

A surrounding gate iransistor (SGT) cell that extends the trench-transistor cell 
approach has recently been reported (Fig. 7-23ct).1 23 This cell can be made smaller than 
the trench-iransistor cell because it uses trench isolation for the bit-line isolation, rather 
than the LOCOS isolation used in the latter cell. The transistor and capacitor of this 
cell surround a silicon pillar. allowing the cell size to be shrunk to 1.2 µm 2 while still 
providing 30 fF storage capacitance. The SGT cell is being studied as a candidate for 
64/256-Mbit DRAMs. 

In the SEOT cell the storage clecttode is first completely isolated from the substrate 
(Fig. 8-25a), and selective epik~xy is then grown. With the exposed Si area surrounding 
the ircnch acting as a seed, a single-crystal-silicon layer grows over the top of the irench 
(Fig. 8-25b), When the epitaxy growth is stopped before the lateral epitaxial film has 
grown completely over the !rench, a self-aligned window is formed on top of the !rench. 
The capping oxide on the top of trench surface is then etched, and a second epitaxial 
film is grown. A pyramidal window of polysilicon is formed on top of the exposed 
polysilicon in the trench; the material surrounding this pyramid is single-crystal silicon 
formed by means of lateral epitaxy. A planar surface is achieved after a specific 
minimum of epitaxial growth, and the isolation siructure and MOS !ransistors are then 
fabricated. An 8-µm2 cell size has been achieved using 0.85-µm design rules, making 
this cell suitable for 4-Mbit DRAMs. With some process improvements and design 
modifications, the cell appears to be scalable to 64-Mbit DRAM dimensions. 

8.3.4 Stacked Capacitor DRAM Cells 

Another approach that allows the cell to shrink in size without a loss of its storage 
capacity is that of stacking the storage capacitor on top of the access iransistor, as 

* A report that studied the design methodology and size limitations of submicron access 
transistors for DRAM applications is published in reference 70. 
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Fig. 8-24 Cross section of the SEOT ce!I.71 (© 1988 IEEE). 

shown in Fig. 8-26.73 The lower electrode of the stacked capacitor is in contact with 
the drain of the access transistor, and the bit line runs over the top of the stacked 
capacitor. Although some stacked capacitor (STC) type cells have been used to fabricate 

Fig. 8-25 Key processing steps of tite SEOT technology.71 (© 1988 iEEE). 
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Fig. 8-26 Stacked capacitor (STC) cell structure. 

256-kbit DRAMs, the minimum cell size required by conventional stacked-capacitor 
cells for adequate charge-storage capacity is too large for fhese cells to be used in larger 
DRAMs. 

For STC cells to be made feasible for 1-Mbit DRAMs and beyond, an insulator with 
a larger dielectric constant than that of Si02 must be used, or novel cell structures must 
be developed. Although research is continuing into the use of such higher dielectric 
constant materials as tantalum pcntoxide, currently acceptable insulators do not make 
conventional STC cells viable for 1-Mbit and larger DRAMs. However, several novel 
STC cell designs have been reported. 

In the first of these, the contact hole used to connect the lower capacitor electrode to 
the drain of fhe access transistor is not filled up with polysilicon, as is fhe case in 
conventional STC cells (Figs. 8-27a and b),74 Such filling up of fhe contact hole 
reduces the effective area of the capacitor, especially for holes with small dimensions. 
Instead, the contact hole is opened after the lower capacitor-electrode polysilicon film is 
deposited, and only a fhin second polysilicon film is subsequently deposited into the 
hole (Fig. 8-27c). Good contact between the second film and the substrate is established 
by means of an ion-beam mixing implantation step following the thin-poly deposition 
(see section 3.4.2.5). This process produces a cell capacitance that is -1.3 times as 
large as fhat obtained with a conventional STC. (Figure 8-27d shows an SEM 
photograph of the new cell.) A cell capacitance of ~35 fF wifh a cell size of 8.8 µm2 is 
achieved wifh fhis design. 

As shown in Fig. 8-27d, by trenching into the Si substrate it is possible to produce 
even more capacitance for a cell size of fhe same area (or a comparable capacitance for a 
smaller cell size). The trenched STC cell of Fig. 8-27d is predicted to be able to provide 
30 fF of capacitance in a cell area of 1.3 µm2, which would make it suitable for 64-
Mbit DRAMs. A trench depfh of~ l µm is needed to achieve fhis capacitance value. 

In fhe second novel STC cell, the bit lines are formed before the stacked capacitor is 
fabricated. In addition, fhe capacitor is laid out on a diagonal with respect to the bit and 
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Fig. 8-28 Cross section and layout of: (a) conventional STC cell. (b) DASH ccl!.75 ( © 

1988 IEEE). 

word lines, which increases the cell area without increasing its size. This cell is thus 
called a diagonal active-stacked-capacitor cell with a highly packed storage node 
(DASHJ.75 Figure 8-28a shows the cross section of the DASH cell, and Fig. 8-28h 
compares the layouts of this type of cell with that of a conventional STC cell. The 
DASH cell yields a 35-fF capacitance for a cell size of 3.4 µm2, and hence could be 
used in 16-Mbit DRAMs. 

In the third novel STC cell, a unique fin structure is used to fabricate a capacitor with 
a high capacitance in a small area. (Figure 8-29a shows the fabrication process 
sequence.) 76 This structure would allow cells with two fins to be used in a 16-Mbit 
DRAM. When the bit lines are formed prior to formation of the fin structure (Fig. 
8-29b), a cell structure can be obtained that has sufficiently high capacitance in a small 
enough area to allow fabrication of a 64-Mbit DRAM. 

A fourth novel STC cell, called a spread stacked capacitor (SSC) cell, 122 the storage 
electrode is expanded into the neighboring 2nd memory cell area (Fig. 8-29c and d), and 
the storage electrode of the 2nd memory cell is expanded to the 1st memory-cell area. 
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Fig. 8~29 (a) Schematic view of fin~STC structure. (b) Schematic view of fin structure and 
fabrication sequencc.76 (© 1988 IEEE). (c) Schematic cross sections of the SSC cell and a 
conventional-STC cell. (d) SEM photo of a spread-stacked capacitor.122 (© 1989 IEEE). 

This allows the storage capacitance of the SSC cell to be - l .8x as great as that of the 
conventional STC cell, making a possible candidate for 64-Mbit DRAMs. 

8.3.5 Soft-Error Failures In DRAMs 

When a DRAM is tested, each cell is operated to verify that it functions correctly. A 
hard fail, or hard error, indicates that a particular array location repeatedly fails to output 
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correct data values previously written into the location. Although there are a number of 
potential sources of hard fails, by and large they are caused by random physical 
defects. As noted earlier, various layout design approaches and on-chip error-detection 
and correction circuits (that replace failed bits with spares), have been implemented lO 
eliminate faulty cells from a memory, allowing some defectively manufactured chips to 
be salvaged. 

Soft errors, which are single-nonrecurring read errors on single bits of a memory 
array, are also a significant problem in DRAMs. A soft error is not a permanent error, 
in the sense that the cause is not a process defect. A write (then read) cycle in an array 
location that was previously in error carries no greater or lesser probability of error 
again than does a cycle in any other array location. 

Although soft errors can be caused by such circuit related problems as supply-voltage 
noise, inadequate noise margins, and sense-amplifier imbalance, there is one specific 
physical failure mode that will cause soft errors, even when all circuit-related failure 
modes are eliminated. The cause of this failure mode of was identified in 1979 by May 
and Woods 77 as the alpha particles originating from the decay of uranium and thorium 
atoms. These radioactive atoms are naturally occurring trace impurities in the materials 
used to make IC packages, and the alpha particles they emit have energies in the 8-9 
McV range. 

Since a bit of information is stored on a cell by the presence or absence of charge in 
the potential well of the storage capacitor, the number of electrons that distinguishes an 
empty well from a full one (and hence which differentiates between a logical one and a 
zero) is known as the critical-upset charge. The generally quoted value for this charge is 
45-50 fC (2.5xl05 electrons),78 which is about 25% of Q5 (sec section 8.3.1.8). 
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Fig. 8-30 Collection process of free carriers generated by an incident alpha particle. This 
shows that the cell is sensitive to the alpha particle hit when the storage node is depleted, 
which is when the cell is storing a one for the double-poly cell shown.77 (© 1979 IEEE). 
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If the temperature is raised, or if light is incident on the memory, the generation rate 
of electron-hole pairs in the substrate can be significantly increased. If enough electrons 
are produced that an empty well fills up in the interval between refresh pulses, a soft 
error will occur. Electron-hole pairs arc also produced by ionizing radiation incident on 
a memory chip specifically, when energetic alpha particles strike a semiconductor 
substrate (Fig. 8-30). 

The electron-hole pairs produced as an alpha particle first passes through the chip's 
passivation layers are not collected by the empty well, implying that some fraction of 
the initial alpha-particle energy is lost before it reaches the substrate. Even if only half 
of the initial energy is retained, there will still be enough energy (4 MeV) to produce 
roughly 106 electron-hole pairs along a trajectory ~25 µm in length.79 Any of the 
electrons generated within the potential well will be swept into the storage node by the 
depletion region electric field. Those electrons generated in the bulk that diffuse to the 
edge of the well will likewise be collected by the storage node. The remainder will 
recombine in the bulk. If a large enough fraction of the electrons generated by an alpha­
particle strike is collected by the empty potential well, a soft error can result. The 
entire collection process occurs in a matter of microseconds. 

8.3.5.1 Techniques Used to Reduce Soft•Error Rates In DRAMs. 
The soft-error rate (SER), expressed as the number of errors per hour, describes the 
degree of susceptibility to soft-error phenomena. When the storage nodes on silicon 
devices were on the order of 25 µm in length, it was possible (but not likely) for all of 
the electrons from one strike to be collected on one node. However, since Qs for these 
structures was also larger (e.g., 2x 106 electrons), the SER was so low that the problem 
was nol noticed. As devices decreased in size,SERs grew significantly larger. 

Soft errors in DRAMs were first reported in 16-kbit DRAMs (I soft-failure per 1000 
hours of operation was typical), and they became an appreciable concern in the design 
and packaging of 64-kbit DRAMs and larger. When new DRAMs are designed, an 
attempt is made to ensure that the SER is comparable to the hard-error rate. 

It was found that as long as a DRAM cell can store more than 6x 105 electrons, the 
SER can be made comparable to the hard-error rate. For storage devices in DRAMs of 
up to 16 kbiL5, this was accomplished by scaling the oxide thickness lo maintain 
adequate capacitance in the cell. The reliability trade-off in this approach was an 
increased hard failure rate due to increased defects in the thinner gale oxide. The Hi-C 
cell was invented as a means of increasing the storage capacity without increasing the 
capacitor size. An added benefit of this cell is that the doping gradient of the deep p­
implant produces a potential energy barrier to the diffusing electrons, preventing some 
of them from reaching the depleted well of the storage capacitor. Hence, the SER of 
memories built with such cells is decreased. An additional advance was the 
implementation of the insulator of the storage capacitor with a dual dielectric film 
(SiO2 and Si3N4), which increased the cell's capacitance (sec section 8.3.1.5). 

The same SER-reducing phenomenon is exploited when DRAMs are built in CMOS 
technology. That is, the entire array of NMOS DRAM cells is built in a p-well. The 
well-substrate junction acts as a reflecting barrier for diffusing minority carriers created 
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outside of the well, preventing most of them from reaching the unfilled storage nodes. 
Putting the memory on a heavily doped substrate with a lightly doped epitaxial layer on 
the surface is also beneficial. Since minority carriers generated in the heavily doped 
substrate have much shorter lifetimes than those in the lightly doped regions, they are 
prevented from reaching the epitaxial region in which the cells are built (see also scetion 
6.8.4.2). 

The use of trench-capacitor structures can also reduce the SER of DRAMs, increasing 
the number of stored electrons per cell without requiring the lateral device or chip to be 
made larger. A trench cell in which the storage plate is inside the trench provides better 
SER than one in which the storage plate is on the outer walls. (If there is little or no 
isolation between closely spaced trench cells and the track of an alpha particle intersects 
two of the cells, considerable charge can be transferred. The charge flow along the alpha 
track can cause transient forward-biasing of the cell junctions. This bipolar-like effect 
becomes more dominant as the cell-to-cell spacing decreases.)105 

A final method used to reduce SER is to apply a thick coating of a radioactive­
contaminant-free polymer on top of the IC. For example, alpha particles with energies 
of up to 8 MeV are completely absorbed by a 50-µm-thick layer of polyimide. In 
addition, packaging materials are now manufactured with much lower concentrations of 
radioactive impurities. Purification of the materials used in wafer fabrication 
(particularly metallization) is also being pursued, and trace levels of radioactive 
impurities are now low enough that theY, can be eliminated them as a significant source 
of alpha particles. 

Even with thick polymer coatings, chips are still vulnerable to strikes by high­
energy cosmic rays (in the form of high-atomic-number nuclei). A small fraction of 
such very energetic particles can penetrate the earth's atmosphere, the package, and the 
polymer coating, entering the silicon. Under some conditions, these nuclei can also 
produce soft-errors through the generation of electron-hole pairs. At present, it is 
estimated that cosmic-ray events produce an SER about an order of magnitude lower 
than that due to alpha particles from currently available "clean" packaging materials. 

8.3.6 The DRAM as a Technology Driver 

The DRAM has also been used as a technology driver over a large part of its life, since 
it makes a good test vehicle for advancing silicon integrated-circuit process technology. 
The regular, repetitive architecture of the DRAM chip requires the least amount of 
engineering design time to create a circuit with hundreds of thousands, or millions, of 
devices that can be produced in full-scale production in the factory. Hence, a new MOS 
technology can be fully tested in the shortest time using the DRAM as the production 
test vehicle. After the flaws in the process and manufacturing procedures have been 
ironed out using the technology driver, the process can be transferred to the manufacture 
of other, more design-intensive circuits. 

In the mid-1980s, U.S. semiconductor manufacturers increasingly turned to high­
density MOS logic arrays as a replacement technology-driver circuit, since most of them 
had been forced to abandon the the DRAM market after the price erosion of the 64-kbit 
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DRAM. The American preference for the logic test chip was also based on the fact that 
considerable engineering and manufacturing expertise from the production of such dense 
logic chips as the 80386 and 68000 MPU families. By the late 1980s, however, the 
world wide manufacturing trend had swung to CMOS SRAMs, since these circuits are 
easier to design than DRAM circuits (which require intricate clock circuitry). In 
addition, the 4-Mbit and larger DRAMs use three-dimensional capacitor structures that 
are unique to the DRAM, and their yield statistics may thus not he as valuable for 
learning how to manufacture other circuits that do not utilize such structures. 

In 1989, however, Osamu of Toshiba presented a case for why DRAMs could still 
serve as excellent technology drivers. 80 First, the repetitive structure allows failure 
categories to he easily identified so that efforts can he undertaken to correct processes 
that lead to the failures. Second, the factors that impact the RAM yield can he analyzed 
more completely and in a much shorter period of time than those in logic devices (i.e., 
the tasks of test-vector generation and design for testability are much less onerous for 
RAMs than for logic circuits). Finally, the volume production of DRAMs is so great 
that memory-fabrication processing experience is acquired much more rapidly. These 
lessons can he transferred to other volume IC production lines. For exarnte, DRAM 
production can reach 106 parts per year at a single manufacturer (with 2xl0 devices per 
chip in the 1-Mbit DRAM), versus -50K microprocessor parts per year (with lxl06 

devices per typical 32-bit microprocessor). 

8.4 MASKED READ-ONLY MEMORIES (ROMS) 

Masked (or mask-programmed) ROMs arc nonvolatile memories into which informa­
ion is permanently stored through the use of custom masks during fabrication. Users 
thus must provide the ROM manufacturer with the desired bit pattern of the memory. 
Subsequent changes of stored data are impossible, and only read operations can be 
performed. Since only a single customized mask is required to personalize these ROMs 
for a specific application, however, many designs can he economically implemented. 

Such memory circuits have been implemented in bipolar, NMOS, and CMOS 
technologies. As of 1989, 4-Mbit CMOS ROMs were the largest available, but parts 
containing as many as 32 Mbits are envisioned. The fastest high-density MOS-based 
ROMs have access times of about 80 ns,81 while less dense (256-kbit) ROMs are faster 
(50 ns). The faster ROMs are most often used to simplify the interface to micro­
processors by eliminating wait states, thereby permitting more rapid program execution. 
Bipolar RO Ms are even faster (e.g., 10 ns access time for a 1-kbit ECL ROM), but they 
are also much less dense. 

In addition to interfacing with microprocessors, ROMs have been used for a variety 
of applications, including these: 

• Look-Up Tables. These are used for mathematical calculations in which 
evaluations of square rooL5 and of trigonometric functions, logarithmic functions, 
and exponential functions are needed. The procedure would usually be much more 
time consuming if software subroutines were used to calculate the series 
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expansions of particular functions. Other look-up applications include spell 
checking and dictionary servicing. 

• Character Generators. All digital systems rely on the display of alphanumeric 
characters of such input and output devices as CRTs and dot-matrix printers. In 
most of these applications, the patterns of pixels, segments, or dots used to 
display the set of characters arc stored in a ROM. In Japan, large (1-Mbit and 
larger) ROMs are used as character generators for the complex kanji characters. 

• Microcontrol Store. In microprogrammed digital systems, the execution of an 
encoded macroinstruction involves the generation of a sequence of signal vectors 
for gating or control purposes. ROMs are often chosen for such applications 
because their higher packing density and simpler fabrication procedure make them 
less costly than static or dynamic RAMs. In addition, ROMs are more stable 
than SRAMs and DRAMs. Parts of computer programs that are completely 
debugged and that do not need to be rewritten during computation are thus often 
stored in ROMs. 

8.4.1 Masked-ROM Implementation 

Each bit of infonnation in a ROM is stored by the presence or absence of a data path 
from the word (access) to a bit (sense) line. The data path is eliminated simply by 
ensuring that no circuit element joins a word and bit line. Thus, when the word line of 
a ROM is activated, the presence of a signal on the bit line will mean that a J is stored, 
whereas the absence of a signal will indicate that the bit location is storing a 0. As 
shown in Fig. 8-31 (which uses an NMOS array as the example), there can be two basic 
forms of the ROM, with implementation by either the NOR function (Fig. 8-3 la), or 
the NAND function (Fig. 8-3 lb). Note that programming of masked ROMs in bipolar 
technology is done by selectively omitting a contact, at the contact mask in the emitter­
follower or Schottky-diode ROM arrays shown in Fig. 8-3 ld. 

Although the speed of the ROM depends on the details of the MOS fabrication 
process, NOR arrays usually have faster access times; in addition, the stored bit pattern 
can be set hy the metal-interconnection layer. Therefore, unprogrammed NOR ROMs 
can be manufactured up until the metal mask step and can then be stored in inventory. 
Such almost-completed wafers can be quickly completed (programmed) by using a 
custom mask that patterns the metal layer. 

The NAND-type ROMs, on the other hand, have a longer access time, and they 
must be programmed through the implantation of dopants into the channel of selected 
transistors wherever stored zeros are desired (Fig. 8-31c). Such a step must be performed 
earlier in the manufacturing sequence, which increases the TAT. The advantage of 
NAND ROMs over the NOR type is that they have a considerably higher density when 
fabricated using the same process and design rules. 

The access time of RO Ms is limited by the resistance and capacitance of the word and 
bit lines, as well as by the currents available to drive these lines. Because of their 
higher density (i.e., 1-Mbit CMOS ROMs were introduced in 1983), ROMs were the 
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Fig. 8-31 (a) MOS ROM NOR array, (b) MOS ROM NAND array.1 

first semiconductor memories in which on-chip error-correction circuitry (ECC) was 
implemented. 

8.5 PROGRAMMABLE ROMS (PROMS) 

If only a small quantity of ROM circuits is needed for a specific application, custom 
fabrication of even a single mask layer may be too expensive and/or time consuming. In 
such cases, it is faster and cheaper for users to program each ROM chip individually. 
RO Ms with such capabilities arc referred to as user or field-programmable memories. 
Many types of these have been developed. 

In this section we describe programmable read-only memories (PROMs), a type of 
ROM into which information can be programmed only once and then cannot be erased. 
Subsequent sections describe ROMs that allow data to be erased aftcr entry. 

In PRO Ms, a data path exists between every word and bit line at the completion of 
chip manufacture (corresponding to a stored I in every data position). Storage cells arc 
selectively altered to store a O following manufacture by electrically blowing open the 
appropriate word-to-bit connection paths. Since the writc operation is destructive, once 
a O has been programmed into a bit location it cannot be erased back to a J in a PROM. 
PROMs were originally implemented in bipolar technology, although MOS PROMs 
have recently become available as well. 
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Fig. 8-31 (c) MOS NAND ROM - simplified layout, (d) BJT ROM cells.I From D. A. 
Hodges and H. G. Jackson, Analysis and Design of Digital Integrated Circuits, Copyright, 
1983 McGraw-Hill Book Co. Reprinted with pennission. 

In bipolar PROMs, two techniques are used to eradicate the word-to-bit-line paths in 
desired bit locations. The first involves the use of a bipolar transistor in series with a 
fuse, as shown in Fig. 8-32. In such emitter1oilower bipolar PROMs, a small fusible 
link is placed in series with each emitter. Early links were implemented with nichrome 
thin films, but these exhibited a growback problem (in which disconnected fuses became 
reconnected after some time). PROM fuses are now generally made of polysilicon. 
Fuse-link PROMs are designed to operate with a 5-V supply for reading data, but higher 
voltages (10-15 V) arc needed to produce the 10-30 mA required to blow open the fuses. 
Such large voltages may be supplied by off-chip programming devices or by special 
electronic circuits available on the chip. 

The second technique makes use of a pn diode that is short-circuited by an 
avalanching pulse. An example of a 64-kbit bipolar PROM using pn diode cells with 
an access time of 50 ns is described in reference 82. 

MOS PROMs have also been introduced, and in 1985 they became available in 
1-Mbit size. Such components are actually MOS erasable and programmable read-only 
memories (EPROMs) housed in inexpensive plastic packages (rather than in the costly, 
quartz-windowed ceramic packages needed by erasable MOS PROMs). Without a quartz 
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window these MOS PROMs can be field-programmed only once. As a result, they are 
commonly known as one-time-programmable (OTP) ROMs. The advantage of these 
over bipolar PROMs is that they can be fabricated in much higher densities. High­
density CMOS OTP ROMs are now being built with access times close to those of 
bipolar PRO Ms, but with more bits per chip and much lower power dissipation. For 
example, a 256-kbit CMOS OTP ROM with an access times of 50 ns has recently been 
introduced; this approaches the access time (-40 ns) of large [64-kbit] bipolar 
PROMs.87 In addition, OTP ROMs are no longer much more expensive than ROMs, 
and hence they are also expected to increasingly replace masked ROMs. 

8.6 ERASABLE PROGRAMMABLE 
READ•ONL Y MEMORIES {EPROMS) 

Erasable PROMs depend on the long-term retention of electronic charge as the 
information-storage mechanism. The charge is stored on a floating polysilicon gate of 
an MOS device (the term floating refers to !he fact that no electrical connection exists 
to this gate). The charge is transferred from the silicon substrate lhrough an insulator. 

Each of the various mechanisms implemented to transfer (and remove) charge from 
the floating gate has been the basis of a different erasable-PROM device type. This 
section describes the so-called electrically programmable ROM (EPROM), which also 
requires that the device be irradiated with ultraviolet (UV) light for removing (or erasing) 
the stored charge from the floating gate. 

Word __ ..,._~-+---
line Vu 

Bit line 

I 
FuseV. 

T 

Fig. 8-32 (a) Emitter-follower bipolar PROM. 1 From D. A. Hodges and H. G. Jackson, 
Analysis and Design of Digital b11egra1ed Circuits, Copyright, 1983 McGraw-Hill Book Co. 
Reprinted with permission. 
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Fig. 8-33 (a) Circuit schematic and cross section showing the mechanism of charge: 
injection into Lhc gate by avalanche in a FAMOS memory clement. (b) A FAMOS element 
made with two layers of polysilicon and suitable for n~channc:l MOS applications. From R. S. 
Muller and T. I. Kamins, Device Electronics for Integrated Circuits, 2nd Ed. Copyright 1986, 

John Wiley & Sons. Reprinted with permission. 

Traditionally, such EPROMs have been used as prototyping vehicles to ensure that 
no glitches remained in the code. Once the programs were finalized, the code was 
usually fixed into ROM components. However, the cost of EPROMs is shrinking with 
advances in technology, and as a result, their use is growing at the expense of RO Ms. 
Another factor in favor of EPROMs is their faster tum around time (which also plays a 
role in the choice of technology used to implement masked ROMs). 

The charge-transfer mechanism is based on the injection of hot electrons into the 
floating polysilicon gate, which is completely encapsulated by Si02. The original 
EPROM devices were fabricated in PMOS technology and consisted simply of a 
MOSFET with a floating gate (Fig. 8-33a). If a sufficiently high reverse-bias voltage 
is applied to the drain, the drain-substrate pn junction will experience avalanche 
breakdown, causing hot electrons to be generated. Some of these will have enough 
energy to pass over the oxide potential-energy barrier and charge the floating gate (sec 
section 5.6.2). These EPROM devices were thus called Floating-gate, Avalanche­
injection MOS transistors (FAMOSJ. 
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Fig. 8-34 Energy band diagram of a FAMOS device with charge stored in the silicon gate. 
From E. S. Yang. Microelectronic Devices, Copyright 1988, McGraw-Hill Book Company. 

Reprinted with permission. 

Once electrons are ttansfcrred to the gate, they are ttapped there, as illustrated by the 
energy-band diagram shown in Fig. 8-34. Since the potential-energy barrier at the 
oxide-silicon interface is greater than 3 e V, the rate of spontaneous emission of 
electrons from the oxide over this barrier is negligibly small. The electronic charge on 
the floating gate can thus be retained for many years. 

If the floating gate is charged with a sufficient number of electrons, inversion of the 
channel under the gate will occur. A conducting channel then forms between the source 
and the drain, exactly as would occur if an external gate voltage were applied. The 
presence of a J or O in each bit location is therefore determined by the presence or 
absence of a conducting channel in a programmed device. 

Subsequent advances in process technology (Fig. 8-33b) made it possible to 
implement EPROMs with 5 V, n-channel devices.83,84 In such EPROMs the cells 
can also be laid out in NOR or NAND arrays; we will use the NOR array configuration 
to describe the operation of these newer cells. 

Two layers of polysilicon are used to form a double gate in the transistor, as shown 
in Fig. 8-33b. Gate #1 is the floating gate and is placed under Gate #2, Cell selection 
is controlled by Gate #2, which therefore plays the role of the single gate in 
conventional MOS transistors. Initially, Gate #1 is uncharged; thus, if the drain, 
source, and Gate #2 of the transistor are grounded, Gate #1 will also be at O V. If a 
voltage (V2) is subsequently applied to Gate #2, the voltage on Gate #I (V 1) will be 

given by: 
V1 = [C2/(C1 + Cz)J Vz ( 8 · 3) 

because the two gates represent a capacitive divider as shown in Fig. 8-35. From the 
electrical perspective of Gate #2, the transistor appears to have a larger VT. In order to 

tum on this transistor, a larger gate voltage must be applied to Gate #2 (typically 
somewhat more than twice the normal Vr). For example, if a conventional NMOS 
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Fig. 8-35 Equivalent capacitive divider of an EPROM structure. 

device with a VT = 1 V was fabricated with the double gate of Fig. 8-33b, a voltage of 
2 V would have to be applied to Gate #2 to tum it ON; a voltage of 5 V for reading the 
cell would also cause it to turn ON (Fig. 8-36). Such a turned-on device would cause a 
positive logic stored zero to appear at the output of the bit line if the device was used in 
a NOR array. As a result, the programming of the EPROM begins by discharging all 
of the floating gates through exposure to UV radiation, so that every cell initially stores 
a 0. A I is then selectively written into the desired cells. 

For a I to be written into a cell, both Gate #2 and the drain arc raised to about 12 V 
(for a few hundred microseconds), while the source and substrate arc kept grounded (early 
EPROMs required 30 V programming voltages for several milliseconds). Hot electrons 
are created near the drain and are attracted to the floating gate (which, due to capacitive 
coupling, has a more positive potential than the drain). Some fraction of the electrons 
will traverse the oxide and charge the floating gate. When the voliagcs on Gate #2 and 
the drain are returned to zero, these charges remain trapped on Gate #1. The electrons 
trapped on Gate #1 cause its potential to be at about -5 V. Therefore, if a signal of only 
5 V is applied to Gate #2 when the EPROM is being read, no channel will form in the 
transistor. Under this circumstance, a J is stored in the cell. The electron- trapping 
process is self-limiting, because once electrons are stored on the floating gate they begin 
to inhibit further electron injection. 

In order for the cells to be erased, the stored charge must be removed from the 
floating gate. This is accomplished by flood exposure of the EPROM with strong ultra­
violet light for approximately 20 minutes. The UV light creates electron-hole pairs in 
the Si02, providing a discharge path for the charged floating gate. 
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Fig. 8~36 Transfer characteristic of a floating-gate transistor. 
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One of the advantages of EPROMs is that the cells consist of only one transistor, 
allowing them to be fabricated with high densities (e.g., a 4-Mbit CMOS EPROM with 
an access Lime of 120 ns and 0.8-µm channel-length transistors has been reported).85 In 
addition, they cost less to manufacture than electrically erasable PROMs (EEPROMs -
see the next section). 

A disadvantage of EPROMs is that they require UV light for erasing and must 
therefore he packaged in an expensive ceramic package with a UV-transparent quartz 
window. In addition, they must be removed from the circuit board and put into a special 
UV eraser. (Note that since sunlight and fluorescent lamps contain some UV, one week 
of sunlight or three years of room-level fluorescent lighting are likely to erase some of 
the cells. Therefore, except during erasure, the window should he covered at all times 
with an opaque label.) Another disadvantage is that the high voltage needed to program 
the EPROM is generally not available on the integrated circuit, so a special 
programming setup must also be provided. This limitation, combined with the fact that 
EPROM programming takes a relatively long time, means that these cells are used 
primarily for reading information and are only occasionally rewritten. (Note, however, 
that the programming time is decreasing dramatically. In the first 64-kbit EPROMs, it 
took about 50 ms to program each byte, adding up to almost seven minutes for the 
entire chip; in the 4-Mbit EPROM, 85 the program time has been reduced to JO µs/byte, 
so that the entire chip can be programmed in only five seconds!) 

OTP ROMs compete with high-density masked ROMs because they offer the benefit 
of a significantly shorter TAT (alheit at a somewhat higher cost). OTP RO Ms are also 
less expensive than bipolar PROMs, and offer a PROM capability with much higher 
density. While bipolar PROMs are generally faster, a three-transistor EPROM cell was 
recently reported that would allow CMOS EPROMs to be built with the same speed and 
density as bipolar PROMs, but with much lower power dissipation and 100% 
testability.86 Another one-transistor cell, split-gate 256-kbit CMOS EPROM with an 
access time of 50 ns has also been reportect.87 

Some of the relevant process and circuit-design enhancements used in fabricating the 
large CMOS EPROMs include the following:88 

• Use of thin (20 nm) reliable intcrpoly dielectric materials, often consisting of 
composite films of SiOz,ISi3N4'SiO2, for increased capacitive coupling between 
Gates# 1 and #2. 

• Self-aligned contacts to the control gate (as well as a self-aligned floating gate) 
to achieve the 3.1 x 2.9 µm2 small cell size. 

• Use of a low-resistance polycidc gate for the word line to achieve high speed. 

• Reduction of the programming voltage to 10.5 V, along with a reduction of the 
programming time to ~ 10 µs/bytc. 

• On-chip test circuits. 

A novel self-aligned planar-array EPROM cell has also been proposed.89,90 This 
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cell appears to make possible the fabrication of 4-Mbit EPROMs with 1-µm design 
rules because it uses buried n+ bit lines that are self-aligned to the FAMOS transistor. 

8.7 ELECTRICALL V ERASABLE PROMS (EEPROMS) 

In some applications it is desirable to erase the contents of a ROM electrically, rather 
than to use a UV light source. In other circumsumces it is useful to be able to change 
one byte at a time, without having to erase the entire IC. A variety of electrically 
erasable PRO Ms have been developed to serve these applications. Such EEPROMs arc 
the most sophisticated of the ROM families in terms of the physical operating 
principles and process complexity. For example, EEPROMs must be fabricated with 
unique tunnel oxides, as well as with high-voltage transistors (for programming and 
erasing the devices). 

Three technologies have been developed for EEPROM fabrication: (!) MNOS 
transistors; (2) Floating-gate Tunnel Oxide (FLOTOX) MOS transistors; and (3) 
texturcd-polysilicon floating-gate MOS transistors. Although MNOS transistor-based 
devices were among the first EEPROMs to be commercially manufactured, their 
technology limitations have made them less widely adopted than the others. Therefore, 
we will devote most of our attention to FLOTOX and textured-poly EEPROMs. 

8.7.1 MNOS-Based EEPROMs 

The MNOS EEPROM cell consists of a single MOS-like transistor that employs a 
composite gate-dielectric layer (Si3N4, ~50 nm thick, on top of a very thin [~2 nm 
thick] SiO2 layer), as shown in Fig. 8-37. (Sec ref. 118 for more details on MNOS 
devices.) Unlike in floating-gate MOS devices, the charge is stored in discrete traps in 
the nitride bulk. The charge transfers from the substrate to the nitride traps (and back, 
during erasure) by tunneling through the thin oxide layer. Programming is accomplished 
by applying a high voltage to the top gate; erasing is done by grounding the top gate 
and raising the well to a high potcmial. MNOS transistors are built within wells (akin 

ox1CE 
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Fig. 8-37. Cross-sectional structure of an MNOS memory ccll.107 (© 1983 IEEE). 
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to those used in CMOS) so that their channel potentials can he controlled. 
The manufacturing process of MNOS transistors involves the following 

modifications to the standard single polysilicon-gate MOS technology: thin oxide 
growth, nitride deposition, and post-nitride temperature cycles. Mastering the processes 
used to grow the ultra-thin oxide and deposit the nitride and to control their quality is a 
challenging task. Furthermore, while the basic transistor is very small and highly 
scalable, each cell of the memory array requires a select transistor. This requirement, 
coupled with the need to fabricate wells, produces a relatively large effective cell size. 
Finally, the charge stored on the nitride traps continually leaks away through the thin 
oxide by means of tunneling, even when no erase voltage is applied. The charge loss is 
thus time dependent, making charge retention the main reliability concern with MNOS 
devices. (With MNOS structures, as the switching speed is increased, the ability to 
retain stored charge is decreased. Thus, devices with a retention time of tens of years can 
he fabricated if a slow switching speed can be tolerated.) 

Nevertheless, MNOS exhibits higher tolerance to ionizing radiation than do either of 
the other EEPROM technologies. Thus, MNOS EEPROMs currently find their main 
use in low-density military applications that need radiation-hardened EEPROMs; this 
appears to be the niche to which MNOS EEPROMs will be relegated in the future.91 

8.7.2 FLOTOX EEPROMs 

The floating-gate tunneling oxide (FLOTOX) transistor, shown in Fig. 8-38a, consists 
of an MOS transistor with two polysilicon gates. A thin (8-12 nm) gate oxide (or 
oxynitride) region is formed near the drain. The lower polysilicon layer is the floating­
gate while the other is the control gate. The remainder of the floating-gate oxide is 
typically 50 nm thick, and the interpoly oxide is ~50 nm thick. Programming of this 
transistor is done by causing electrons to be transferred from the substrate to the floating 
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Fig. 8-38 (a) Cell structure of a Flotox transistor structure, (b) Connection in an 
EEPROM.91 (© 1986 IEEE). 
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gate through the thin oxide layer by means of Fowler-Nordheim tuuneling.92 

The control-gate voltage is raised to a sufficiently high value so that tunneling 
ensues (e.g., 12 V in modern FLOTOX EEPROMs). As electronic charge builds up 
on the floating gate, the electric field is reduced, which decreases the electron flow. 
Since the tunneling process is reversible, the floating gate can be erased by grounding 
the control gate and raising the drain voltage, indicating that tunneling is used both to 
program and erase the FLOTOX transistor. Programming and erase times are on the 
order of 9 ms. Electron transfer by Fowler-Nordheim tunneling, however, requires a 
minimum electric- field strength of around 10 MV/cm. Thus, for oxides of 10 nm in 
thickness, such tunneling will be negligible when nonnal 5-V signals are applied. As a 
result, FLOTOX transistors can be expected to retain their charges for more than 10 
years if the memory is subjected only to nonnal read cycles. 

The FLOTOX transistor must be isolated by a select transistor. Otherwise, the high 
voltage applied to the drain of the selected cell during erasing would also appear on the 
drain of the other unselected cells in the same memory column. A FLOTOX EEPROM 
cell must therefore consist of two transistors (Fig. 8-38b). Although this limits the 
density of such EEPROMs in comparison to EPROMs and flash EEPROMs, it makes 
it possible to erase and re-program one byte of the memory without having to erase the 
entire IC. In addition, two cycles are needed to load the correct data into the memory. 
In the first, all the cells in a byte are programmed (i.e., the floating gates are charged); 
in the second, selected cells are erased, with the drain used for data control. 

The fabrication of FLOTOX EEPROMs involves a modification of the polysilicon­
gate MOS process. A double-polysilicon process is used, together with a thin tunnel­
oxide growth process. The growth of a high-quality, thin tunneling oxide is, in fact, 
the critical manufacturing step in this technology. The tunneling dielectric reportedly 
can be successfully implemented with nitrided oxides, since the barrier between silicon 
nitride and silicon is lower than that between SiO2 and Si. As a result, a higher 
tunneling current can be obtained for the same voltage.93 

Despite the fact that a reliable process for growing thin tunneling oxides must be 
developed, FLOTOX-based devices have become the most widely manufactured of the 
EEPROM types. They are still the easiest to learn to manufactnre for companies that 
have already successfully developed an EPROM process. Since it is desirable to be able 
to program and erase the EEPROM while it remains in place on a PC board, 
considerable effort has also heen expended to make this memory type fully operational 
with a 5 V power supply. (This type of operational capability is referred to as 5 V 
only.) 

FLOTOX-based EEPROMs arc best suited for applications in which low-cost, low­
density, nonvolatile memories are required - for example, in microcontrollers and 
programmable logic devices. Another potential application is for smart credit cards; 
several Japanese companies have announced 64-kbit FLOTOX-based EEPROMs for this 
market. 

On the other hand, scaling and reliability considerations appear to limit the 
maximum size of FLOTOX EEPROMs to 256 kbits. The need for two transistors, and 
tl1e relatively large size of the select transistor (due to the large voltages needed for 
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Fig. 8-39 Textured-polysilicon memory cell. (a) Top view. (b) Cross-sectional structure.91 

(© 1986 IEEE). 

programming and erasure) are contributing factors. The poly-to-poly area of the sense 
transistor must also be large, due to the high oxide capacitance of the thin tunnel 
oxidc.4° Furthennore, the FLOTOX EEPROMs exhibit high failure rates, caused by 
defect-related oxide-breakdown problems as memory size is increasect.94 Error-detection 
and correction codes (EDCC) can be used to overcome this limitation, but such solu­
tions impose a penalty of increased die cost. Reference 95 gives an example of a 50-ns 
access time, 256-kbit FLOTOX-based CMOS EEPROM using a single-bit EDCC. 

The reliability of FLOTOX-based EEPROMs compares favorably with that of the 
other two EEPROM types. As with the others, there is a very low failure rate during 
5-V operation; reliability problems occur as a result of the high voltages that must be 
used during programming and erasing. Random single-bit failures occur in FLOTOX 
devices due to oxide defects, resulting in leaky oxides that lose charge over time. The 
number of cycles that most FLOTOX EEPROMs are specified to be able to endure be· 
fore the thin oxide becomes too leaky to retain data sufficiently, is 103- 104 cycles. 
However, a process for increasing this endurance level to 106 cycles has been 
reported.96 

8.7.3 Textured-Polysilicon EEPROMs 

Textured-polysi/icon EEPROMs, introduced in 1983 as an alternative to the tunneling 
oxide types of devices, are also based on the floating-gate ly!OS technology. The cell 
consists of three layers of polysilicon that partially overlap (Fig. 8-39) to create a cell 
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that behaves like three MOS transistors in series. The floating-gate MOS transistor is 
formed by the middle polysilicon structure, which is encapsulated with SiOz to enable 
high charge retention. While charge is still transferred to the floating gate by means of 
Fowler-Nordheim tunneling, tunneling takes place from one polysilicon structure to 
another rather than from the substrate to the floating gate. The interpoly oxides through 
which the tunneling takes place can be made significantly thicker than the tunneling 
oxides in FLOTOX devices (60-100 nm in textured poly devices, versus <12 nm in 
FLOTOX devices), since the electric field that promotes the tunneling is enhanced by 
the geometrical effects of the fine texture at the surface of tl1e polysilicon structures. 

Textured-poly cells arc programmed by causing electrons to tunnel from poly 1 to 
the floating poly. Erasure is accomplished by causing electrons to tunnel from the 
floating poly structure to poly 3. The voltage of poly 3 is taken high in both the 
programming and erase operations. The drain voltage, however, determines whether 
tunneling occurs from poly 1 to the floating gate, or from the floating gate to poly 3. 
As a result, the state of the drain voltage determines the final state of the memory cell. 
This provides an advantage, in that the cell represenL, a direct write cell - tl1ere is no 
need to charge all the cells and then remove the charge from selected cells, as with 
FLOTOX EEPROMs. 

Textured-poly EEPROMs depend on a tunneling process whose physical mechanisms 
are not as well understood as those of tunneling through thin oxides, and which appears 
to require tighter control of empirically determined process parameters. In addition, the 
three poly layers require a more complex (and therefore more costly) fabrication 
sequence. Furthermore, textured-poly EEPROMs require a higher operating voltage 
than FLOTOX devices (>20 V). Finally, an intrinsic endurance problem is caused by 
the very high electron trapping that occurs as a result of tunneling in the poly oxides. 
This eventually leads to a condition in which the memory can no longer be programmed 
or ef'<lSCd. 

For all of the above reasons, the textured-poly approach has been less widely pursued 
than the FLOTOX approach. Only one company, Xicor, is heavily involved in 
manufacturing these deviccs.97 However, because the poly cells can be made about 
one-half the size of FLOTOX cells, it is possible to fabricate them in high-density 
configurations. In 1989, the largest textured-poly EEPROMs being offered had a 
1-Mbit capacity. Although the cell-size advantage gives the textured-poly approach an 
edge over the FLOTOX EEPROMs for memories larger than 256 kbits, the flash­
EEPROM technology described in the next section, provides a way to achieve equally 
high-density EEPROMs without the need to develop a textured-poly process. 

8.8 FLASH EEPROMS 

The flash EEPROM device is so named because the contents of all of the memory's 
array cells can be erased simultaneously as with a UV-EPROM, but through the use of 
an electrical erase signal. The term flash refers to the fact that the cells c,m be erased 
much more rapidly (1 or 2 seconds, compared to the 20 minutes required to erase a UV· 
EPROM). Allhough it was not possible to erase only a single byte in the first 
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generation of flash EEPROMs, by 1989 parts had become available that offered a bytc­
by-byte erasable (and 64-byte erasable) feature in a 256-kbit memory.98 

Flash EEPROMs are attractive for the middle of the programmable semiconductor 
spectrum, where neither EPROMs nor EEPROMs are particularly cost effective. The 
applications in this range typically require more memory capacity than EEPROMs can 
provide, but they also need faster and more frequent reprogramming than can be 
accomplished with EPROMs. Examples include automotive and automated factory 
equipment applications. As an example, the average EPROM cost about $7 in 1989, 
and a flash memory about $25. But the differential is wiped out by the expense of 
single reprogramming. The in-system reprogramming of a flash device may cost as 
little as $1, whereas pulling an EPROM out of a system to erase it by exposure to 20 
minutes of UV light may cost over $80 when equipment, downtime and labor arc 
factored in. 

Meanwhile, EEPROMs are likely to remain popular wherever bytes will have to be 
erased selectively. But flash products, might do better for updating stored logic, when 
this must done more than once but less often than in main memory, cache memory, or 
registers. Reprogramming costs arc similar, but flash memories are less than half the 
price of EEPROMs. 

The erasing mechanism in flash EEPROMs is Fowler-Nordheim tunneling off the 
floating gate to the drain region. Programming of the floating gates, however, is carried 
out in most flash cells by hot-electron injection into the gate.* Unlike floating-gate 
EEPROMs (which incorporate a separate select transistor in each cell to allow 
individual byte erasure), flash memories forego the select transistor to obtain bulk 
erasure. Thus, flash-EEPROM cells are roughly two to three time, ,maller than 
floating-gate EEPROM cells fabricated with the same design rules.9'! Figure 8-40 
shows the cross-section of a CMOS llash-EEPROM cell implemented with triple 
polysilicon, and a SEM photo of a double-poly flash EEPROM cell. 

Most flash-EEPROM cells use a double-poly structure, as shown in Fig. 8-41 
(which also shows the Toshiba triple-poly cell, Fig. 8-4lb). The upper poly fonns the 
control gate and the word Jines of the structure, while the lower poly is the floating 
gate. The gate oxide is ~10 nm thick,lOO and the interpoly dielectric is an oxide/ 
nitride/oxide composite film -45 nm thick_99 In the structure shown in Fig. 8-40 and 
8-4 lc the control-gate poly overlaps the channel region adjacent IO the channel under the 
floating gate. This structure is needed because when the cell is erased, it leaves a 
positive charge on the floating gate. As a result, the channel under the floating gate 
becomes inverted. The series enhancement-mode transistor (formed by the control 
gate over the channel region), is needed in order to prevent current flow from source IO 
drain. A more recently reported flash-EEPROM cell (Fig. 8-41a) does not require the 
control gate to form a series enhancement-mode transistor, because it uses a special 
software-controlled erase procedure that prevents the floating gate from being over 
erascct.100 

* The 5~V.on1y flash memories from Texas Instruments and Amtel depend on tunneling for 
both write and erase mechanisms. 
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Fig. 8-40 Triple-poly flash-EEPROM cell from Toshiba: (a) Layout; (b) Cross section of 
the cell; (c) Section at right angles to the section shown in part (c);!O! (d) SEM pictures of 
double-poly flash-EEPROM and EPROM cclls.99 (© 1988 IEEE). 

Flash EEPROMs can be seen to combine the advantages of UV-erasable EPROMs and 
floating-gate EEPROMs. They offer the high density (Fig. 8-42), small-die size, 
lower cost, and hot-electron writability of EPROMs, together with the easy erasability, 
on-board rcprogrammability, and electron-tunneling erasure features of EEPROMs. 
High-density CMOS flash EEPROMs in 1-Mbit si1.es are commercially available. It is 
projected that by the year 2000, 256-Mbit flash EEPROMs will be fabricated with 0.25 
µm geometry. 

With a memory-cell size of about one-quarter the size of current EEPROM cells, the 
flash EEPROMs also achieve EPROM die sizes. In addition, there are two types of 
flash EEPROMs: (1) those that are more akin to the EEPROM (and thus require a 12-V 
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Flg. 8-41 Four approaches to flash memory technology: (a) Intel cell; (b) Toshiba triplc­
polysilicon cell; (c) SEEQ cell; (4) Texas Instrumcn!S 5-V-only cc!l.125 (© 1989 IEEE). 

external supply for programming and erasure); and (2) those that are closer to EPROMs, 
and hence need only a 5-V supply. Furthermore, the programming voltage can be 
applied during read operations, eliminating the need to switch it off when not erasing or 
programming. Byte-write times arc JOO µs, and erasure times are 200 ms. Access 
times of 110 ns at 30-mA active-current consumption arc provided by a 128-kBit 
CMOS flash EEPROM.100,IOI Endurance (Le., the number of times a device can be 
erased and written) is a minimum of 100 cycles, and can be as high as l000 cycles (note 
that this is lower than the endurance of EEPROMs, which is typically 1000 - 10,000 
cycles). 

8.9 NONVOLATILE FERROELECTRIC MOS RAMS 

A novel type of nonvolatile MOSFET DRAM memory cell, introduced in late 1987, 
uses the electrical polarization of a ferroelectric capacitor to store information 
semipermanently_102,103 Since ferroelectric polarization retention is nearly perpetual 
Gust as in magnetic core memories), refresh is not needed. The reported write speed is 
200 ns in one design,102 and 60 ns in another,103 which is much faster than that 
exhibited by an EEPROM (I ms) or a UV-PROM (10 ms) without fatigue after 1012 

write cycles. It is predicted that by 1991 products will be available with operating 
lifetimes of ~75 years at a cycle time of JOO ns, and 1012 read/write cycles. A recent 
review article has described the latest advances in such nonvolatile RAMs.124 

ONSEMI EXHIBIT 1008B, Page 255



636 SILICON PROCESSING FOR THE VLSI ERA VOLUME II 

The cell contains a ferroelectric capacitor as the charge storage element and an MOS 
transistor for sensing and writing (Fig. 8-43b). The ferroelectric insulator of the 
capacitor may be polarized by either a positive or negative voltage, and its polarization 
state is retained after the voltage is removed (this characteristic is called a ferroelectric 
effect). This effect occurs because in some materials dipoles will align in parallel under 
the influence of an externally applied electric field, and they will remain aligned 
(polarized) after the field is removed. Reversal of the field causes polarization in the 
opposite direction. Thus, a ferroelectric is a material which can be permanently 
polarized by the application of an electric field. (Contrary to the name, the ferroelectric 
effect has nothing to do with iron.) 

A ferroelectric thin-film capacitor exhibits a characteristic hysteresis curve, which 
describes the amount of charge that the device can store as a function of the applied 
voltage (Fig. 8-42a). It has two stable polarization states and can be modeled as a 
bistable capacitor with two distinct polari1.ation thresholds. The coercive voltage is the 
digital switching threshold of the capacitor. For memory applications, it is desirable for 
the two coercive voltage points to be symmetrical and less than 2.5 V, so that the 
memory may operate from standard memory power-supply voltages. 

Memory arrays of such ferroelectric cells (FRAMs) have the potential to replace hard 
and floppy magnetic disks. Such memory arrays could provide increased reliability 
compared with the present magnetic disk drives, since the FRAM contains no moving 
parts. In addition, they could offer much shorter read, write, and access times than 
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Fig. 8-42 Size of flash-memory cell versus lithographic feature size.99 (© 1988 IEEE). 
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Fig. 8~43 (a) Thin.film ferroelectric capacitors exhibit a stable coercive voltage of less 
than 2.5 Vanda switched charge of more than 20 µcoulombs cm·2_125 (© 1989 IEEE). (b) 
Fcrroc1ectric.diclcctric film (lead zirconate titanate, PZT) sandwiched between two metal 
electrodes to form a non•linear capacitor built above existing circuitry. Reprinted with 
permission of Semiconductor International. 

current memory disks can. 
Fcrroclectrics are essentially compatible with conventional wafer processing and 

memory circuits. The manufacture of MOS transistors involves relatively mature 
technology, and only the fabrication of ferroelectric thin films on Si and SiO2 
substrates still needs to be further developed. In one reported design, a 256-bit 
demonstration chip uses capacitors fabricated with a thin film of lead zirconate titanate 
(PZT) ceramic as a dielectric sandwiched between two metal electrodes. This structure 
forms a "digital memory capacitor" built above existing semiconductor circuitry (Fig. 
8-44). Such PZT films remain ferroelectric from -80°C to 350°C, well beyond the 
operating temperature range of existing silicon circuits. Other ferroelectric materials 
being studied are lanthanum-doped PZT, and lithium niobate. 

FRAMs can be operated and programmed from a single 5 V power supply. In 
addition, because ferroelectric materials typically exhibit dielectric constants much larger 
than that of SiO2 (e.g., 1000-1500 versus the 3.8 to 7.0 of current DRAM capacitors), 
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Fig. 8-44 Cross sectional view of a ferroelectric memory cen.102 (© I 987 IEEE). 

a larger charge can be stored on a capacitor of the same size (for example, if a capacitor 
using a PZT film could store 10 µC/cm2 of charge, one of the same size using Si02 
could store only 0.1 µC/cm 2). If the smaller ferroelectric capacitor could be used, 
DRAM manufacturing could thus revert to the simpler planar process. 
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PROBLEMS 

8.1 Determine the width to length ratios for the static NMOS static RAM cell layout shown 
in Fig. 8~4a. Assume tlrnt the source and drain diffuse 0.5 µm into the channel, so that the 
electrical channel length is 1 µm less than the channel length measured in Fig. 8.4a. Use the 
above device data to calculate the nominal power consumption at standby, the readout current 
when the column lines are biased at +3.0 V, and the column voltage needed to change the 
state of the selected cell. 
8.2 For the cell of the previous problem, calculate the row and column capacitances and 
resistances per memory cell. Assuming that a read operation requires that the column voltage 
change from 3.0 to 2.5 V. Calculate the row and column delay times for a 4096 bit (64x64) 
array of these cells. 
8.3 A DRAM is required to operate with a minimum refresh time of 4 ms. The storage 
capacitor in each cell is 10 µm square, has a capacitance of 50 pF (50xJ0· 15 F), and is fully 
charged at 5 V. (a) Calculate the number of electrons stored in each cell. (b) Estimate the 
worst~case leakage current that the dynamic capacitor node can tolerate. 
8.4 Calculate tl1e area needed to make a trench-capacitor DRAM cell with the same 
capacitance as tltc capacitor in problem 8.3, assuming that the trench depth is (a) 1 µm deep, 
and (b) 5 µm deep, and the trench in both cases is 1 µm wide. Assume that the capacitance per 
silicon surface area is the same as in problem 8.3. 
8.5 Draw the layout for a NOR ROM implemented in silicon.gate NMOS technology with a 
level of detail similar to that shown in Fig. 8-31c. Calculate row (gate) and column 
capacitances per bit, assuming the gate oxide thickness is 100 nm, substrate doping is 
lxt015 cm~3. source/drain doping is lxt020 cm·3, the S/D junction depths and lateral 
diffusions are 1 µm, and the minimum feature size (i.e., polysilicon gate width and length) ""' 
10 µm. This ROM uses a load transistor formed with a depletion implant. (Do not neglect the 
capacitance from this imp1ant to substrate.) In addition, calculate the nominal current 
available when reading a stored zero (low column voltage). 
8.6 Given an EPROM cell as shown in Fig. 8~33b, assuming that the transistor 
characteristics if Gate 1 could be used as an input are those given above. (Of course, Gate 1 is 
not directly accessible in the EPROM device.) The oxide under Gate 1 is 100 nm thick, and 
that under Gate 2 is 120 run thick. The drawn channel dimensions arc W; L ~ JO /Lm. (a) 
Calculate the saturated drain current for this device with source grounded and 5 V applied to 
drain and Gate 2, assuming that the potential on Gate 1 is zero with O V on all other 
electrodes. (b) Assume that during writing a current of 10·11 A flows from Gate 1 to drain, 
induced by the high field in the drain depletion region. How long will it take for the 
potential on Gate 1 to change by 5 V due to this current? 
8.7 Calculate the threshold voltage seen from Gate 2 for the EPROM cell of the previous 
example, assuming the potential on Gate 1 is -5 V with O V applied to all other electrodes. 
8.8 For a floating-gate EPROM, the lower gate oxide has a dielectric constant = 4, and a 
thickness of 100 nm. The insulator above the floating gate has a dielectric constant of 10 
and is 100 run thick. If the current density Jin the lower insulators ls given by J :::: oE, where 

cr = 10·7 (0.-cm)'1, and the current in tltc other insulator is negligibly small, find the 
threshold voltage shift of the device caused by a voltage of 10 V applied to the control gate 
(Gate 2) for (a) 0.25 µsec, and (b) a sufficiently long time that J in the lower insulator 
becomes negligibly small. 
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