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The server requests a human confidencescore 320 

Based on the generated human confidencescore, the server either accepts the data 
submitted by the user, requests more human verification data from the user, or rejects 330 

Fig 3 
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1. 

SYSTEMS, METHODS, APPARATUS FOR 
EVALUATING STATUS OF COMPUTING 

DEVICE USER 

BACKGROUND 

The Internet is a fantastic tool for constructive web sites 
to gather users for a common purpose; however, the Internet 
is also a fantastic tool for abuse of these same web sites. 
People who want to take advantage of websites do so by 
creating automated programs employing various algorithms 
and routines (hereinafter “bots') that create fictitious 
accounts or access content for a multitude of reasons. 

In an effort to block these bots, builders of web sites have 
created a variety of tests to determine if the user is a bot or 
if the user is a human. Initial efforts required a user to simply 
enter an alphanumeric string into an input field. However, as 
character recognition engines became more available. Such 
“tests’ became easily defeated. What was needed was a 
more robust form of test—one that couldn't be easily 
defeated. 

Carnegie Mellon University coined the term “CAPT 
CHA' (Completely Automated Public Turing test to tell 
Computers and Humans Apart) for these types of tests. A 
common type of CAPTCHA requires that the user type the 
letters, digits or characters of a distorted image appearing on 
the screen. The objective is to create an image that a bot 
cannot easily parse but that is discernable by a human. Such 
efforts have been Successful in preventing non-adaptive 
Software from recognizing the imaged characters, but people 
intent on abusing these sites have designed ways to circum 
vent the CAPTCHA, such as through specially tuned char 
acter recognition programs. A brief Survey of the Internet 
will reveal many resources that describe how to tune and/or 
use character recognition to decipher CAPTCHA including 
aiCaptcha, Simon Fraser University and PWNtcha. 
The result of the foregoing is that while CAPTCHAs are 

becoming increasingly more difficult for bots, they are also 
becoming more difficult and/or burdensome for human 
users. In certain instances, the desire to defeat the bots has 
resulted in images that are so distorted that some human 
users cannot decipher the images. This is particularly true 
with users having a visual deficiency or imparity. As a partial 
solution to this escalation of perception difficulty, some web 
sites have begun adding a link to a Sound file that will speak 
the characters, but these sound files are also being drastically 
distorted to protect against being discerned by bots through 
speech pattern matching algorithms. Other web sites like 
Facebook.com, have gone so far as to adopt a practice 
requiring deciphering two distorted word images to increase 
the complexity for bots. While perhaps achieving the stated 
objective, the collateral effect is to exacerbate the existing 
burden to human users. 

Current CAPTCHA technology is visual or auditory in 
nature, requiring the human user to answer a test that should 
be simple to most humans but difficult for non-humans, e.g., 
bots. Visual CAPTCHA using distorted images is widely 
used as the primary test by nearly every top Internet site 
including Yahoo, Google, YouTube, Microsoft's Live ID, 
MySpace, Facebook, Wikipedia, Craigs List. By using 
solely visual testing criteria, nearly all users will be able to 
invoke the requested action; not all users have functioning 
audio equipment or environments such as libraries may not 
permit such use. 
A positive user experience is critical to the Success and 

increased popularity of a given website. Designers of web 
sites go to great lengths to ensure their website is as user 
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2 
friendly as possible. Carnegie Mellon University estimates 
that 60 million CAPTCHA tests are deciphered every day 
and with an average time spent of 10 seconds, requiring a 
total of 150,000 hours of work spent every day trying to 
protect web sites from bots. Reducing or eliminating the 
requirement of a user having to decipher CAPTCHA is one 
more way websites can create a more positive user experi 
ence for their visitors and minimize opportunity costs. 

SUMMARY OF THE INVENTION 

The invention is generally directed to methods, systems 
and apparatus for assessing the likely user status of a 
computing device interacting with a server where computing 
device is in bi-directional operative communication with the 
server wherein the status is one of a human operator or a 
computer executable program (also referred to herein as a 
“bot'). This assessment comprises comparing acquired and/ 
or available data relating to the operation of the computing 
device to suitable models embodying human user derived 
data (model data). In most embodiments, the comparison 
yields a probability value as to one of the status states 140, 
330, which then may be used by a program or administrator 
of the server to permit or deny access and/or operation to the 
computing device. Because many of the invention embodi 
ments provide a probability result as opposed to a binary 
result, the invention embodiments avoid the “there is only 
one right answer phenomena inherent in prior art CAPT 
CHA tests. In other words, rather than placing the burden of 
proof on the user for functionality/access, which if the user 
is a human invokes the negative consequences of conven 
tional CAPTCHA tests as previously described, the burden 
is shifted to the server side of the equation. 

BRIEF DESCRIPTION OF THE DRAWINGS 

The detailed description is described with reference to the 
accompanying figures. The use of the same reference num 
bers in different figures indicates similar or identical com 
ponents or features. 

FIG. 1 illustrates an overview of the process described in 
this disclosure. 

FIG. 2 illustrates in more detail the first step 110 of FIG. 
1 (a user interacts with a web page). 

FIG. 3 illustrates in more detail the second step 120 of 
FIG. 1 (the user submits a form to the server). 

FIG. 4 illustrates in more detail the third step 130 of FIG. 
1 (active and passive data related to the user is analyzed and 
a human confidence score is generated). 

DETAILED DESCRIPTION OF THE 
INVENTION 

As used herein, “model data”, its equivalents and verb 
forms comprises data indicative of human interaction with a 
computing environment and that can be received by a 
computing device that is physically remote from the sample 
computing environment and equivalents. Model data com 
prises two main categories: active model data 220 and 
passive model data 210. Active model data comprises data 
acquired from a computing device user's interactions there 
with and within the computing environment where such data 
is not normally stored (logged) or transmitted to a remote 
location. Such model data includes, without limitation, 
pointing device vector movements and/or cadence, key 
stroke combinations and/or cadence, time differentials 
between stimulus (e.g., display of dialog box, radio button, 
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form field, etc., and/or generation of Sound) and user 
response (e.g., input into dialog box, selection of radio 
button, completion of form field, new page display request 
rates, etc., and/or input response to Sound), and similar 
metrics. Generally, Such data must be monitored and stored 
210, 220 by a program operative on the computing device, 
which makes the data available to another program, prefer 
ably on a server 320, or actively transmits such data to a 
server. Passive model data comprises data available from a 
computing device users interactions therewith and within 
the computing environment where Such data is normally 
stored (logged) or transmitted to a remote location. Such 
model data includes, without limitation, browser cookies, 
destination IP histories, originating IP address, originating 
IP address traffic data, originating IP address physical loca 
tion, third party data regarding abusers (including originat 
ing IP addresses and physical locations), etc. 

Also as used herein, the term “available data”, its equiva 
lents and verb forms comprises data associated with a 
computing device's operation and its interaction with a 
computing environment, Such as the Internet, that is gener 
ally recorded within the computing device and/or by other 
devices that have been affected by the computing device's 
operation—this is also a type of passive data; the term 
“acquired data”, its equivalents and verb forms comprises 
data associated with a computing device's operation and its 
interaction with a computing environment. Such as the 
Internet, that is generally not recorded within the computing 
device and/or by other devices that have been affected by the 
computing device's operation, but at least some data of 
which has/have been recorded and/or transmitted to a remote 
location, such as a server this is a type of active data. 

In addition to the foregoing, the term "issued data”, its 
equivalents and verb forms comprises data generated by a 
server or other computing device that is not the same as the 
computing device for which the assessment as to user status 
is being performed; “monitored data”, its equivalents and 
verb forms comprises active or passive data, whether avail 
able or acquired, obtained from the computing device, or as 
a result of its external interactions, after the generation of 
issued data: “interest data”, its equivalents and verb forms 
comprises active or passive data, whether available or 
acquired, that correlates to any data within model data, 
whether obtained prior to or after the generation of issued 
data. Thus, interest data includes time independent available 
data and acquired data, unless qualified differently. 

With the foregoing definitions in mind, operation of the 
various invention embodiments can be better understood. In 
a first series of embodiments, a comparison between interest 
data, acquired prior to delivery of issued data to the client 
computing device, and model data is performed to ascertain 
the likely status of the client computing device, i.e., human 
user or bot 130, 420. In a second series of embodiments, a 
comparison between monitored data, by definition acquired 
after delivery of issued data to the client computing device, 
and model data is performed to ascertain the likely status of 
the client computing device, i.e., human user or bot 130, 
420. In both series of embodiments, acquired and/or avail 
able data may be used for comparison with suitable model 
data. The recited comparisons can take place locally on the 
computing device, remotely on the originating server, or on 
a server dedicated to performing Such actions and for which 
Subscriptions may be offered in conjunction with methods 
for providing services according to the methods, apparatus 
and systems embodiments described herein. 

While available data represents data that is readily har 
Vestable by query, for example, from the computing 
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4 
device or the computing environment in which the 
device operates, acquired data requires some form of 
information capture means. In the various embodi 
ments described herein, the computing device is caused 
to monitor and retain certain data useful as acquired 
data for comparison purposes. Such monitoring and 
retaining means for acquiring data from the computing 
device comprises, without limitation, modification of 
(an) existing program(s) (e.g., such means are included 
in available browsers), a covert program (e.g., many 
malware applications log keystrokes and periodically 
pass them to remote servers for malicious purposes; 
similar technology can be used to exploit necessary 
aspects of the invention embodiments), or a servlet/ 
Java applet. If user privacy is a concern, the monitoring 
and retaining means can remain dormant until activated 
by, for example, an enabled web site 110. 

The monitoring and retaining means may also enable 
transmission of Some or all retained data 410, in encrypted 
or unencrypted form, as may be desired for privacy and 
security purposes, and/or merely retain the data until 
requested from, for example, the server, at which time some 
or all data may be transmitted 120, 310. As described above 
with reference to the comparison actions 130, 410, such 
receiving and/or polling actions can be carried out remotely 
on the originating server or on a server dedicated to per 
forming such actions, if not performed locally on the com 
puting device. 
From the foregoing, it can be seen that implementation of 

the invention embodiments can be accomplished exclusively 
from the serverside; it is not necessary to distribute or install 
in the conventional sense client side software. Existing 
available browsers and operating systems provide the means 
necessary to temporarily install logging code, if such is 
elected. Moreover, the methods, and associated systems and 
apparatus, described herein are highly transparent to the 
user, thereby achieving an objective of enhancing the user's 
experience of a web site employing bot assessment proto 
cols. 

DESCRIPTION OF AN INVENTION 
EMBODIMENT 

A primary objective of bot creation is to autonomously 
access data and/or functionality of a target server as quickly 
as possible. By assessing user biometrics having a time 
domain, the time variable becomes a necessary component 
to accessing the data and/or functionality of the server. 
Because Such assessment has heretofore been absent as a 
valid CAPTCHA marker of a human user, and more impor 
tantly because proper data input would necessarily slow the 
process, the likelihood of bot penetration has been signifi 
cantly reduced. 
An embodiment of the invention employs a first layer of 

testing that simply checks if there were valid mouse move 
ments and/or key strokes inputted by the user of a computing 
device that is attempting to access a server resource “pro 
tected from bots. This basic “if-then check is essentially 
without overhead since there are no computations being 
carried out. Checking for the existence of the target activity 
therefore represents a first pass evaluation; if the bot is not 
programmed to include pseudo biometric data, further 
access is denied. In other words, if no activity is recorded 
there is a very high probability that the user is actually a bot. 
A fundamental premise of robust biometrics is that a 

given dataset for each person is unique. Therefore, if the 
dataset is sufficiently robust, it is impossible to have dupli 
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cative input data unless the input data was derived from a 
machine. Exploiting this premise allows a second level 
knockout assessment to deny user access if the input data 
exactly (or statistically Sufficiently) matches previously 
recorded data. Of course, the skilled practitioner employing 
this method can select (either explicitly or via programming) 
sample points of a dataset for comparison as opposed to all 
data, thereby reducing computational overhead and storage 
issues. Alternatively, if samples are used, an exact match 
could then invoke a more intensive comparison with the 
same stored datasets, where again access can be denied 
when an exact or statistically sufficient match is found. 

In the foregoing two assessments, an object has been to 
ferret out bots in an efficient and low overhead manner by 
exploiting intrinsic design limitations. However, it is pos 
sible that a bot designer could spoof these assessment means 
by, for example, running many bots in parallel wherein 
intrinsic delays in CPU processing and bandwidth would 
introduce inherent time delays associated with the very 
inputs being assessed. Therefore, more robust assessment 
means may be employed to ascertain the presence of a bot. 

In robust embodiments of the invention, a third layer of 
testing may be employed that compares recorded pointer 
movements and key strokes to previously recorded activity 
for a given input page that was knowingly created by 
humans. Thus, as input data is collected for a given page, 
patterns will emerge that are unique to human activity. 
Subsequently recorded activity that is inconsistent with 
these patterns would indicate the potential that the user is a 
bot. Access could then be denied, or further CAPTCHA tests 
presented. Alternatively, access could be granted since no 
lock is pick proof and an object of the invention embodi 
ments is to minimize user exposure to CAPTCHA tests. 
What is claimed: 
1. A method for assessing a confidence level that an 

operator of a client computing device interacting with a 
server is a human being rather than an autonomic computer 
application, the method comprising: 

a) a single user of a client computing device requesting 
data from a server, 

b) the server presenting data issued by the server to the 
client computing device; 

c) monitoring at least Some data generated by the user at 
the client computing device in response to the issued 
data; 

d) comparing the monitored data to model data relating to 
human interaction with or in response to the issued 
data; and 

e) generating a value that represents a confidence level 
that the monitored data is a result of human interaction 
on the client computing device rather than that of an 
autonomic user with or in response to the issued data. 

2. The method of claim 1 wherein the model data com 
prises active model data. 

3. The method of claim 2 wherein the active model data 
comprises pointing device vector movements and/or 
cadence; key stroke combinations and/or cadence; and/or 
time differentials between a display element and a response. 

4. The method of claim 1 wherein the model data com 
prises passive model data. 
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5. The method of claim 4 wherein the passive model data 

comprises browser cookies; destination IP histories; origi 
nating IP address; originating IP address traffic data; origi 
nating IP address physical location; and/or third party data 
regarding abusers comprising originating IP addresses and 
physical locations. 

6. The method of claim 1 wherein b) comprises enabling 
the client computing device to record input and making Such 
recorded input available to a computing device for compari 
Son according to c). 

7. The method of claim 6 wherein the computing device 
is the server. 

8. The method of claim 6 wherein the computing device 
is the client computing device. 

9. The method of claim 6 wherein the computing device 
is neither the server or the client computing device. 

10. The method of claim 6 wherein the recorded input 
comprises active model data and the recorded input is 
delivered to a computing device that is not the client 
computing device. 

11. The method of claim 1 wherein at least one monitoring 
program is operatively installed on the client computing 
device to perform b). 

12. The method of claim 1 wherein d) is performed by 
neither the server nor the client computing device. 

13. The method of claim 1 wherein at least some issued 
data is not data specific to determination of the user status. 

14. The method of claim 1 wherein the issued data is in 
specific response to a request issued by the client computing 
device. 

15. The method of claim 1 further comprising modifying 
data delivered to the client computing device Subsequent to 
reaching a predetermined value for d) is reached. 

16. The method of claim 1 further comprising repeating 
a)-d) for a single user instance. 

17. The method of claim 1 further comprising repeating 
a)-d) for a single user instance until a predetermined value 
for d) is reached. 

18. The method of claim 1 further comprising repeating 
a)-c) and comparing the first instance of the value ofd) to the 
second instance of the value of d). 

19. A method for assessing a confidence level that an 
operator of a client computing device interacting with a 
server is a human being rather than an autonomic computer 
application, the method comprising: 

a) acquiring interest data from the client computing 
device prior to delivery of issued data by the server to 
the client computing device; 

b) comparing the interest data to model data relating to 
human interaction with a computing device prior to the 
time in which the interest data is acquired; and 

c) generating a value that represents a confidence level 
that a human user rather than an autonomic user 
operated the client computing device prior to the time 
in which the interest data is acquired. 

20. The method of claim 1 wherein the interest data 
consists of available data. 

k k k k k 
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Active and passive data related to the user is analyzed and a human confidence score is generated . S 
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Based on the generated human confidence score , the server either accepts the data submitted by 
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user . 
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110 
A user interacts with a web page . 

* * * mm man * * * * * * * * * * * * * * * * * 

* 120 
The user submits a form to the server . 

130 
Active and passive data related to the user is analyzed and a human confidence score is generated . 

140 
Based on the generated human confidence score , the server either accepts the data submitted by 

the user , requests more human verification data from the user , or rejects the data submitted by the 
user . 

* * * WWWWWWWWWWWWW 
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Fig 1 
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110 5 + 

A user interacts with a web page . 
- - - 

A user browses to a web page . Passive data related to this user and the request is 
recorded . 

hawatan 210 
. - . - . - . - . 

220 220 Active data related to this user and the request is recorded . 

* * * 777777777777777777777777777777777777777777777777777777777777777777777777777777777777777777777777 

Fig 2 
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. 120 

The user submits a form to the server . 

310 
The user submits a form to the server . 

IIIIIII ? ?? ?? ?? ? ? ? ???? ?? ?? ?? ?? ? ? ? 

The server requests a human confidence score prior to processing the submitted data . hogy * 320 

22 Based on the generated human confidence score , the server either accepts the data 
submitted by the user , requests more human verification data from the user , or rejects 

the data submitted by the user . 
· 330 

177797215777215777 77777777777777777777777777777777777777777777777777777777777777777777777777777777777777777777777777777777777777777777777 , 

Fig 3 
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LORES 130 

Active and passive data related to the user is analyzed and a human confidence score is generated . - - - - - - - - 

410 Active and passive data collected is compared with stored model data , location data and 
data from third party sources . 

- 

- 

A human confidence score is generated . 420 
- - - 

1111111111111111 1 1 " , " " " " " " , " 1 , , , 1 , 1 , 1 , 1 , 1 , 1 , 1 , 1 , 1 , 1 , 1 , 1 , 1 , 1 , 1 , , 1 , 1 , 1 , 1 . 1 . 1 . 1 . 111111 . 

Fig 4 
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15 

SYSTEMS , METHODS AND APPARATUS invoke the requested action ; not all users have functioning 
FOR EVALUATING STATUS OF audio equipment or environments such as libraries may not 
COMPUTING DEVICE USER permit such use . 

A positive user experience is critical to the success and 
This application claims priority to application Ser . No . 5 increased popularity of a given website . Designers of web 

12 / 313 , 502 filed Nov . 19 , 2008 , which claims priority to sites go to great lengths to ensure their website is as user 
provisional application Ser . No . 61 / 003 , 743 filed Nov . 19 , friendly as possible . Carnegie Mellon University estimates 
2007 , both of which are incorporated herein by reference . that 60 million CAPTCHA tests are deciphered every day 

and with an average time spent of 10 seconds , requiring a 
BACKGROUND 10 total of 150 , 000 hours of work spent every day trying to 

protect web sites from bots . Reducing or eliminating the 
The Internet is a fantastic tool for constructive web sites requirement of a user having to decipher CAPTCHA is one 

to gather users for a common purpose ; however , the Internet more way websites can create a more positive user experi 
is also a fantastic tool for abuse of these same web sites . ence for their visitors and minimize opportunity costs . 
People who want to take advantage of websites do so by SUMMARY OF THE INVENTION creating automated programs employing various algorithms 
and routines ( hereinafter “ bots ” ) that create fictitious The invention is generally directed to methods , systems accounts or access content for a multitude of reasons . and apparatus for assessing the likely user status of a In an effort to block these bots , builders of web sites have 20 20 computing device interacting with a server where computing created a variety of tests to determine if the user is a bot or device is in bi - directional operative communication with the if the user is a human . Initial efforts required a user to simply server wherein the status is one of a human operator or a enter an alphanumeric string into an input field . However , as computer executable program ( also referred to herein as a 
character recognition engines became more available , such “ bot " ) . This assessment comprises comparing acquired and / 
" tests ” became easily defeated . What was needed was a 25 or available data relating to the operation of the computing 
more robust form of test one that couldn ' t be easily device to suitable models embodying human user derived 
defeated . data ( model data ) . In most embodiments , the comparison Carnegie Mellon University coined the term “ CAPT yields a probability value as to one of the status states 140 , 
CHA ” ( Completely Automated Public Turing test to tell 330 , which then may be used by a program or administrator 
Computers and Humans Apart ) for these types of tests . A 30 of the server to permit or deny access and / or operation to the 
common type of CAPTCHA requires that the user type the computing device . Because many of the invention embodi 
letters , digits or characters of a distorted image appearing on ments provide a probability result as opposed to a binary 
the screen . The objective is to create an image that a bot result , the invention embodiments avoid the “ there is only 
cannot easily parse but that is discernable by a human . Such one right answer ” phenomena inherent in prior art CAPT 
efforts have been successful in preventing non - adaptive 35 CHA tests . In other words , rather than placing the burden of 
software from recognizing the imaged characters , but people proof on the user for functionality / access , which if the user 
intent on abusing these sites have designed ways to circum - is a human invokes the negative consequences of conven 
vent the CAPTCHA , such as through specially tuned char - tional CAPTCHA tests as previously described , the burden 
acter recognition programs . A brief survey of the Internet is shifted to the server side of the equation . 
will reveal many resources that describe how to tune and / or 40 
use character recognition to decipher CAPTCHA including BRIEF DESCRIPTION OF THE DRAWINGS 
aiCaptcha , Simon Fraser University and PWNtcha . 

The result of the foregoing is that while CAPTCHAs are The detailed description is described with reference to the 
becoming increasingly more difficult for bots , they are also accompanying figures . The use of the same reference num 
becoming more difficult and / or burdensome for human 45 bers in different figures indicates similar or identical com 
users . In certain instances , the desire to defeat the bots has ponents or features . 
resulted in images that are so distorted that some human FIG . 1 illustrates an overview of the process described in 
users cannot decipher the images . This is particularly true this disclosure . 
with users having a visual deficiency or imparity . As a partial FIG . 2 illustrates in more detail the first step 110 of FIG . 
solution to this escalation of perception difficulty , some web 50 1 ( a user interacts with a web page ) . 
sites have begun adding a link to a sound file that will speak FIG . 3 illustrates in more detail the second step 120 of 
the characters , but these sound files are also being drastically FIG . 1 ( the user submits a form to the server ) . 
distorted to protect against being discerned by bots through FIG . 4 illustrates in more detail the third step 130 of FIG . 
speech pattern matching algorithms . Other web sites like 1 ( active and passive data related to the user is analyzed and 
Facebook . com , have gone so far as to adopt a practice 55 a human confidence score is generated ) . 
requiring deciphering two distorted word images to increase 
the complexity for bots . While perhaps achieving the stated DETAILED DESCRIPTION 
objective , the collateral effect is to exacerbate the existing 
burden to human users . As used herein , “ model data " , its equivalents and verb 

Current CAPTCHA technology is visual or auditory in 60 forms comprises data indicative of human interaction with a 
nature , requiring the human user to answer a test that should computing environment and that can be received by a 
be simple to most humans but difficult for non - humans , e . g . , computing device that is physically remote from the sample 
bots . Visual CAPTCHA using distorted images is widely computing environment and equivalents . Model data com 
used as the primary test by nearly every top Internet site prises two main categories : active model data 220 and 
including Yahoo , Google , You Tube , Microsoft ' s Live ID , 65 passive model data 210 . Active model data comprises data 
MySpace , Facebook , Wikipedia , Craigs List . By using acquired from a computing device user ' s interactions there 
solely visual testing criteria , nearly all users will be able to with and within the computing environment where such data 
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is not normally stored ( logged ) or transmitted to a remote subscriptions may be offered in conjunction with methods 
location . Such model data includes , without limitation , for providing services according to the methods , apparatus 
pointing device vector movements and / or cadence , key and systems embodiments described herein . 
stroke combinations and / or cadence , time differentials While available data represents data that is readily har 
between stimulus ( e . g . , display of dialog box , radio button , 5 vestable by query , for example , from the computing device 
form field , etc . , and / or generation of sound ) and user or the computing environment in which the device operates , 
response ( e . g . , input into dialog box , selection of radio acquired data requires some form of information capture 
button , completion of form field , new page display request means . In the various embodiments described herein , the rates , etc . , and / or input response to sound ) , and similar computing device is caused to monitor and retain certain metrics . Generally , such data must be monitored and stored 10 data useful as acquired data for comparison purposes . Such 210 , 220 by a program operative on the computing device , monitoring and retaining means for acquiring data from the which makes the data available to another program , prefer 
ably on a server 320 , or actively transmits such data to a computing device comprises , without limitation , modifica 
server . Passive model data comprises data available from a tion of ( an ) existing program ( s ) ( e . g . , such means are 
computing device user ' s interactions therewith and within 15 included in available browsers ) , a covert program ( e . g . , 
the computing environment where such data is normally many malware applications log keystrokes and periodically 
stored ( logged ) or transmitted to a remote location . Such pass them to remote servers for malicious purposes ; similar 
model data includes , without limitation , browser cookies , technology can be used to exploit necessary aspects of the 
destination IP histories , originating IP address , originating invention embodiments ) , or a servlet / Java applet . If user 
IP address traffic data , originating IP address physical loca - 20 privacy is a concern , the monitoring and retaining means can 
tion , third party data regarding abusers ( including originat - remain dormant until activated by , for example , an enabled 
ing IP addresses and physical locations ) , etc . web site 110 . 

Also as used herein , the term “ available data ” its equiva The monitoring and retaining means may also enable 
lents and verb forms comprises data associated with a transmission of some or all retained data 410 , in encrypted 
computing device ' s operation and its interaction with a 25 or unencrypted form , as may be desired for privacy and 
computing environment , such as the Internet , that is gener - security purposes , and / or merely retain the data until 
ally recorded within the computing device and / or by other requested from , for example , the server , at which time some 
devices that have been affected by the computing device ' s or all data may be transmitted 120 , 310 . As described above 
operation — this is also a type of passive data ; the term with reference to the comparison actions 130 , 410 , such 
" acquired data ” , its equivalents and verb forms comprises 30 receiving and / or polling actions can be carried out remotely 
data associated with a computing device ' s operation and its on the originating server or on a server dedicated to per 
interaction with a computing environment , such as the forming such actions , if not performed locally on the com 
Internet , that is generally not recorded within the computing puting device . 
device and / or by other devices that have been affected by the From the foregoing , it can be seen that implementation of 
computing device ' s operation , but at least some data of 35 the invention embodiments can be accomplished exclusively 
which has / have been recorded and / or transmitted to a remote from the server side ; it is not necessary to distribute or install 
location , such as a server — this is a type of active data . in the conventional sense client side software . Existing 

In addition to the foregoing , the term “ issued data ” , its available browsers and operating systems provide the means 
equivalents and verb forms comprises data generated by a necessary to temporarily install logging code , if such is 
server or other computing device that is not the same as the 40 elected . Moreover , the methods , and associated systems and 
computing device for which the assessment as to user status apparatus , described herein are highly transparent to the 
is being performed “ monitored data ” , its equivalents and user , thereby achieving an objective of enhancing the user ' s 
verb forms comprises active or passive data , whether avail - experience of a web site employing bot assessment proto 
able or acquired , obtained from the computing device , or as cols . 
a result of its external interactions , after the generation of 45 
issued data “ interest data " , its equivalents and verb forms DESCRIPTION OF AN INVENTION 
comprises active or passive data , whether available or EMBODIMENT 
acquired , that correlates to any data within model data , 
whether obtained prior to or after the generation of issued A primary objective of bot creation is to autonomously 
data . Thus , interest data includes time independent available 50 access data and / or functionality of a target server as quickly 
data and acquired data , unless qualified differently . as possible . By assessing user biometrics having a time 

With the foregoing definitions in mind , operation of the domain , the time variable becomes a necessary component 
various invention embodiments can be better understood . In to accessing the data and / or functionality of the server . 
a first series of embodiments , a comparison between interest Because such assessment has heretofore been absent as a 
data , acquired prior to delivery of issued data to the client 55 valid CAPTCHA marker of a human user , and more impor 
computing device , and model data is performed to ascertain tantly because proper data input would necessarily slow the 
the likely status of the client computing device , i . e . , human process , the likelihood of bot penetration has been signifi 
user or bot 130 , 420 . In a second series of embodiments , a cantly reduced . 
comparison between monitored data , by definition acquired An embodiment of the invention employs a first layer of 
after delivery of issued data to the client computing device , 60 testing that simply checks if there were valid mouse move 
and model data is performed to ascertain the likely status of ments and / or key strokes inputted by the user of a computing 
the client computing device , i . e . , human user or bot 130 , device that is attempting to access a server resource " pro 
420 . In both series of embodiments , acquired and / or avail - tected ” from bots . This basic " if - then ” check is essentially 
able data may be used for comparison with suitable model without overhead since there are no computations being 
data . The recited comparisons can take place locally on the 65 carried out . Checking for the existence of the target activity 
computing device , remotely on the originating server , or on therefore represents a first pass evaluation ; if the bot is not 
a server dedicated to performing such actions and for which programmed to include pseudo biometric data , further 
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access is denied . In other words , if no activity is recorded 6 . A method as claim 3 recites , further comprising : 
there is a very high probability that the user is actually a bot . identifying a pattern in input data corresponding to human 

A fundamental premise of robust biometrics is that a interaction with the web page ; 
given dataset for each person is unique . Therefore , if the identifying that at least some of the biometric data is 
dataset is sufficiently robust , it is impossible to have dupli - 5 inconsistent with the pattern in the input data corre 
cative input data unless the input data was derived from a sponding to the human interaction with the web page . 
machine . Exploiting this premise allows a second level 7 . A method as claim 6 recites , further comprising pro 
knockout assessment to deny user access if the input data viding a Completely Automated Public Turing test to tell 

Computers and Humans Apart ( CAPTCHA ) to the comput exactly ( or statistically sufficiently ) matches previously 
recorded data . Of course , the skilled practitioner employing 10 ing device attempting to access the server when the at least 

some biometric data is inconsistent with the pattern of this method can select ( either explicitly or via programming ) human interaction with the web page . sample points of a dataset for comparison as opposed to all 8 . A method as claim 6 recites , further comprising deny data , thereby reducing computational overhead and storage ing access of the computing device attempting to access the issues . Alternatively , if samples are used , an exact match act match 15 server when the at least some biometric data is inconsistent could then invoke a more intensive comparison with the with the pattern of human interaction with the web page . 
same stored datasets , where again access can be denied 9 . A method as claim 1 recites , further comprising : 
when an exact or statistically sufficient match is found . identifying that at least some of the biometric data 

In the foregoing two assessments , an object has been to matches previously recorded biometric data ; 
ferret out bots in an efficient and low overhead manner by 20 comparing a portion of the biometric data in addition to 
exploiting intrinsic design limitations . However , it is pos the at least some of the biometric data to the previously 
sible that a bot designer could spoof these assessment means recorded biometric data ; and 
by , for example , running many bots in parallel wherein denying access to the computing device attempting to 
intrinsic delays in CPU processing and bandwidth would access the server when the at least some biometric data 
introduce inherent time delays associated with the very 25 and the portion of the biometric data match previously 
inputs being assessed . Therefore , more robust assessment recorded biometric data . means may be employed to ascertain the presence of a bot . 10 . A method as claim 1 recites , further comprising : 

In robust embodiments of the invention , a third layer of identifying a pattern in input data corresponding to human 
testing may be employed that compares recorded pointer interaction with the web page ; and 
movements and key strokes to previously recorded activity 30 identifying that at least some of the biometric data is 
for a given input page that was knowingly created by inconsistent with the pattern in the input data corre 
humans . Thus , as input data is collected for a given page , sponding to the human interaction with the web page . 
patterns will emerge that are unique to human activity . 11 . A method as claim 10 recites , further comprising 
Subsequently recorded activity that is inconsistent with providing a Completely Automated Public Turing test to tell 
these patterns would indicate the potential that the user is a 35 Computers and Humans Apart ( CAPTCHA ) to the comput 
bot . Access could then be denied , or further CAPTCHA tests ing device attempting to access the server when the at least 
presented . Alternatively , access could be granted since no some biometric data is inconsistent with the pattern of 
lock is pick proof and an object of the invention embodi - human interaction with the web page . 
ments is to minimize user exposure to CAPTCHA tests . 12 . A method as claim 10 recites , further comprising 

40 denying access of the computing device attempting to access 
What is claimed : the server when the at least some biometric data is incon 
1 . A method comprising : sistent with the pattern of human interaction with the web 
testing for a presence of biometric data associated with an page . 

operator of a computing device attempting to access a 13 . A method as claim 1 recites , further comprising : 
server ; 45 acquiring interest data from the computing device prior to 

controlling access to the server by at least one of : delivery of issued data from the server to the computing 
denying access of the computing device attempting to device ; 

access the server when the biometric data is not comparing the interest data to model data relating to 
present ; or human interaction with the computing device ; and 

not denying access of the computing device attempting 50 generating a probability value associated with an operator 
to access the server when some biometric data is of the computing device . 
present . 14 . A method as claim 13 recites , wherein the model data 

2 . A method as claim 1 recites , wherein the biometric data comprises at least one of passive model data or active model 
includes at least one of mouse movement or keystrokes data . 
associated with the computing device . 55 15 . A method as claim 13 recites , wherein the probability 

3 . A method as claim 1 recites , further comprising iden - value represents an assessment of likelihood that the opera 
tifying whether the biometric data matches previously tor of the computing device interacting with the server is a 
recorded biometric data . human being rather than an autonomic computer applica 

4 . A method as claim 3 recites , further comprising pro - tion . 
viding a Completely Automated Public Turing test to tell 60 16 . A method as claim 13 recites , further comprising 
Computers and Humans Apart ( CAPTCHA ) to the comput granting access for delivery of issued data if the probability 
ing device attempting to access the server when the biomet - value indicates a greater likelihood that the operator of the 
ric data matches previously recorded biometric data . computing device is a human . 

5 . A method as claim 3 recites , further comprising deny . 17 . A method as claim 13 recites , further comprising 
ing access of the computing device attempting to access the 65 providing a Completely Automated Public Turing test to tell 
server when the biometric data matches previously recorded Computers and Humans Apart ( CAPTCHA ) to the comput 
biometric data . ing device attempting to access the server if the probability 
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value does not indicate a greater likelihood that the operator 
of the computing device is a human . 

18 . A method as claim 13 recites , further comprising 
denying access to issued data from the server if the prob 
ability value indicates a greater likelihood that the operator 5 
of the computing device is an autonomic computer applica 
tion . 

19 . A method as claim 13 recites , wherein the model data 
relating to human interaction with the computing device is 
recorded prior to a time in which the interest data is 10 
acquired . 

20 . A method as claim 13 recites , wherein at least some of 
the issued data is in response to a request issued by the 
computing device . 

15 
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